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Abstract
4

The role of information-processing task analysis in linking psychological
theory to instructional practice is illustrated with reference to reading.
Two detailed information-processing models of decoding skills are com-
pared to show how psychological considerations suggest the superiority of
one model over the other as a basis for instruction. Procedures for teach-
ing the superior model arc examined and related to general principles of
instructional design, and examples of research questions generated by

instructional practice are discussed. A final section considers the role
of task analysis in bringing psychological theory to bear, on instruction in
the complex skill of reading comprehension.. A general map of the domain
of reading comprehension is proposed and consideration given its implica-
tions for both research and instruction.
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DESIGNING INSTRUCTION IN READING:
INTERACTION OF THEORY AND PRACTICE

Lauren B. Resnick and Isabel L. Beck

Learning Research and Development Center
University of Pittsburgh

This paper is about reading. It is also, more generally, about
instructional design strategies and about the relationship between psycho-

logical theory and its applications in education. A common conception con-

cerning this relationship between theory and practice is that there exists
a kinear. one-way .ornmunicatidn. According to this view, scientists offer
theiOnowledge and principles for others to apply, but they continue to

draw th4vir research' questions almost exclusively from within the "basic"
science colcnmunity. We take a different point of view here. We consider

it to be more fruitful for both parties if application and science maintain an

interactive comrunication. a communi$ation in which scientists direct their
attention, in part, to questions which are posed by social needs and in which

application experts- -1,n the present case, instructional designersbecome

active partners in the generation and testing of theory. (See Resnick, 1975,

for a more general discus ion of the relationship between basic science and

instructional design.)

As colleagues, we represent personally the kind of interaction about

which we are speaking. We are a psychologist (Resnick) and a reading

specialist (Beck) who work in a uniqv institutional environment (the Learn-

ing Research and Development Center at the University of Pittsburgh) that

not only accepts, but aiso actively encourages collaboration across disci-

plinary boundaries., In this paper, we will refer extensively to a primary

grade reading program Whose de'vfieloPment, under Beck's direction,



exernplities the kind of interaction between- scientists and practitione rs,

psy hologists and instructional designers. ,that we would like to see bet.ome

more widespr ead. 1 During our discussion, we allude to certain segments

of the /rograth but make no atten.pt.to des, ribeeit talk. Rather, we des!, ribe

partitular portions of the program that help to illustrate the points we arc

making about the content and torm of early reading instruction and their

relation.to an emerging theory of instruction.

The term instruction IS used here in its most general sense. It

refers to any set of environmental conditions deliberately arranged to luster

increases in competence. Thus, instruction includes demonstrating. tell-

ing, and explaining. but it also includes physical arrangements, the struc-

ture of presented material, sequences of task demands, and responses to

the learner's actions. A theory of instruction must concern itself with the

relationship between any modifications in the learning environment and the

resultant ..hanger in competence. When we are concerned with iniellecttal

competence, developing a theory of instruction requires a means of describ-

ing states of intellectual, competence in psychological terms and, ultimately,

a means of relating manipulations of the learning environment to changes in

these'states.

Task analysts plays a central role in the development of a theory of

instruction for intellectual or cognitive" domains such as reading. By

1

The, program is designed to teach reading in a primary school envi-
ronment that is committed to adaptation to individual differences. The
early portions of the program have been used in trial versions pith several
hundred kindergarten and first-grade children. Tests of the more advanced
levels are now underway. The program is a complex one, using multiple
resources -- teacher and cassette-led instruction, self-instructional mate-
rials, games, free reading activities, and the like. (See Beck & Mitroff,
1972, for a full rationale and description of the system.)

a
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task analysis we mean the translation of subject-matter descriptions into
psychological des.criptions that take into account such basic psychological

processes as attention. perception, memory, and lingtii.stii. processin,g.

Such analysis links the complex tasks of education to the constructs devel-4

oped in the laboratory and provides psychologically sound descriptions of

the content of instruction. With the content thus des. ribed, it becom,,J.
possible to apply psychological principles of learning and rformance to -

the design of interventions that will facilitate the acquisitio r of competence,

and the maintenance of desirable levels of performance. J

A
In this paper, we attempt to illustrate the role of information -

processing task analysis in linking-psychological theory to instructional

practice.: We begin by focusing on a limitedipart of the reading domain -.

decoding. We propose a pair of detailed information-processing models

of ford attack behavior and shOw how psychological considerations suggest

the superiority of one model over the other as a basis for instruction. We

then examine actual instructional procedures for teaching the model selected,

and we rel.te these procedures to certain general principles of instructional

design. We also discuss research questions that are stimulated by the

existence of instructional. programs, thus completing the communication

cycle between practice and science.

In a later section, we consider the kinds° of analyses that will be

needed to bring psychological theory to bear on instruction in the complex

skills of reading comprehension. We propose a general psychological "map"

of reading comprehension and consider what it implies for reading instruc-

tion. Throughout this paper we draw attention to the problem-solving,

nature of reading behavior, particularly its characteristic successive:
reduction of uncertainty, and to the implications of this analysis for both

instruction and research in reading.

3
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'Initial Reading
9

Choosing_A Basic Approach

Over the ye.rs tht=Was been substantial debate concerning appro--
priate strategies for initial reading instructN. Witjiout reviewing the
"great debate" (see Chall, 1967) over decoding approaches as opposed to
"whole word" approaches to reading, it may be useful to point out a set of
hidden assumptions that underlies the differences of opinion. Proponents
of various whole Aword approatits- -basal reading, lasiguage experience,
and so on-,-usually assume-that good initial reading should match skilled

reading performance as closely as possible. In other Words, since skilled
readers process units such as words and sentences, so should beginning
readers, even if the can manage only a few words and sentences. Similarly,
since skitrea readers interpret and apply what they are reading, so should
beginning readers. By contrast, a decoding emphasis in early reading
assumes that the initial job is to learn the most gcnerativb form of the

reading process- -a forin that is relatively easy to learn and that. allots
the learner to later approximate the performance of skilled readers.

We adopt here a Cal-breaking approach to initAal reading, In doing

so we agree with the large majority of scholars -both, psychologists and .

linguistswho argue that a funeletrrxrutal task of initial re$ing is learning
the structural relationships between written and spoken language, that is,
the igz4heme -phoneme mapping that characterizes the langiiage (see Chall,
1967; Diederich, 1973),. While virtually all scholars concerned with read-

.ing now agfee that early and regular instrtretion in some type of code break-/
ing is needed, there still exist competing theories about how code breaking '

-itself should be taught. There are two major ap aches, the analytic
and the synthetic. The analytic'appro.ach attempts to teach Ugaphemq-

phoneme correspondences to the child by having her examine displays of

4 4



words that share and contrast major spelling patterns. The synthetic

approach teaches grapheme-phoneme correspOndences directly by having,
the child assemble words from phonemes. The main point of difference

between the two approaches concerns w-hethe,r learners should ever be

asked to pront,Linc individual phonemes outside of the auditory context of
the entire word. Proponents of the analytic approach argue that since

.(0

isolated phonemes do not occur in natural Speech. the blending process of

the synthetic approach unnecessarily and unnaturally burdens the child and
magnifies the difficulties of the learning task.

The analytic method of teaching &coding may trileed avoid the prob-

lem of pronouncing isolated phonemes and of blending them. However'', it

introduces another problem which may be even more difficult for the child.

Analytic decoding methods do not eliminate the need to abstract phonemes

from the speech stream, in fact, they require that the child independently
'extract the phonemes. This detection of phonemes requir-e-s-quite extensive

skills in auditory anaolysis and An general concept attainment strategy. For
at least' some children these demands are top great. By contrast, the syn-
thetic approach provides direct holp by indicating the units with which the
child must deal. The child's attention is directed to the grapheme, and the

phoneme is sktnded, she need n discover the relationship independently.
Furthermore, a natural feedback sy em is inherent in the process. Since

phonemes do indeed normally occur it-L'he environment of other phonemes

rather than in isolation, the child can test her own verbal production the
result of blending) against what "sounds right. Fox\ example, hawing

blended /k/ /a) /t/ to produce cat, she can test to see whither she has
pronounced a word that is in her aural vocabulary.

For these general reasons, we ,favor a synthetic approach to decod-
ing instruction. However, since one of the primary pedagogic objections to

this approach has been the difficulty of learning the process of blending, we
have sought a means of simplifying, and making more explicit the procega of

S
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putting sounds together. For this purpose, we have analyzed two possible

strategies of blending, one commonly used in initial teaching, and one we

developed while working with children who were havingldifficulty in learn-

ing to read.

Analysis of the Decoding pr'oce6s

, Two blending procedure cigur'7..\1 shows the general structure of

the two bleeding ruk,Lnes we examined. In t'.N.ch case the rucitine is capable

of decoding single-syllable, regularly spelled t., rds--the typical vocabulary

Of a-beginning phonics program. At the left (Figu e la), the procedure is

one in which the sound of each grapheme is given an stored; the synthesis

occurs only after the final phoneme tanten pronouns d. We call this the

"final blending procedure, since blending is postponed until the very last

step. Figure lb, at the right, shows a procedure for successive blending.
As s,ion a.s two sounds are produced, they are blended, and successive pho-

nemes are incorporated in the blend as they are ptronounced.f

The final blending and successive blending routinesocan be thought

of as different "executive programs ' that call upon the same set of decisions

and actions. finding graphemes in sequence (Component A), pronouncing
v

identified graphemes (Component B), storing (remembering) pronounced

sounds (Component C), deciding whether more graphemes remain to be

sounded (Components ,D and E), blendint (Component F), and, (*malty, in

each tase, matching the produced word against one's lin uistic knowledge

to determine whether the word generated is an acceptable eroding. The

two rptetines differ only in the organization of these compo ents, a difference

that appe'ars to have important consequences for the ea f learning and

perforcning the decoding act.

To illustrate the differences between the two blending routines, let.

us use the word cats v.3 an example and analyze the exact respects in which

6
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''
the two routines differ. The child uses the fir11 blending routlirie would
proceed as follows: /h/ /a/ /t/ /s/ cats. The child who uses the second'

system would proceed thus: /la /a/ /ka/ /ti /Ic'ht/ /s/ /kats/ cats.

Consider the contrast between the two procedures. In the final

blending routine, each grapheme's sound is given, and the fu,l1 set of pho-
nemes in the word must be held in memory until the entire word has been
"sounded out"; only then does blending occur. But in the successive blend-
ing routine, blending occurs sequentially, at each stage at which a new pho-
neme is pronounced. At no time must more than two sounds be held in

memory (the sound immediately produced and the one that d ty precedes
it) and at no time must more than two 7ound units be blended. Z hus, the

'routines differ in two respects: (a) t4i maximum number of sound units to
be helli\in memory during decbding and (b) the maximum number of units to
be blended. The standard routine at the left of Figure 1 requires remem-

f.

bering each of the separate units that the reader identifies as graphemes.
The routine on the xight never requires remembering more than two units.

It would seem, at first glance, that while the two routines might

produce different levels of difficultly for the pronunciation of long or com-
plex words, they would be about eqdally difficult for the shorter words
(usually no more than three of four graphemes) that compose the beginning
reading Vocabulary of any phonically oriented instruction. After act, first -
grade children normally have a memory span that can easily encofnpass
three elements (as shown, for example, by the digit span test of the Stanford-
Binet, which expects memory of three digits at age 3; five at age 7).

Tests such as the digit span, however, require only that items be
held in memory. Items need not be generated, and no competing processing
interferes with retention. This, however, is not the case during decoding.
A substantial amount of other processing must occur simultaneously; with

the retention of phoneme elements. Assuming a limited working space or

8
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4

"Working memory' (as is common in virtually all current information-

processing theories), this additional processineis likely to interfere with
remembering the sounds, or rehearsal of the sounds may interfere with

othe,r processing (see Baddeley & Hitch, 1974; Posner,.& Rossman, 1965).

Ili either case, decoding may not saicceed.

The Find Next Grapheme subroutine. The complexity of the'com-

peting processing tasks can best be appreciated by considering some of the

subroutines in°the two blending procedures. ,Figure 2 shows an analysis for

the subroutine Find Next Grapheme (Subroutine A). This subroutine is

required because of a small but significant number of cs.,ses in which graph-

emes consist of pairs of letters that carry a single sound. Such graphemes

are digraphs (e.g., <d> , < ea> or diphthongs (e. g. , <py> ). If the reader

neglects to look ahead in order to detect the presence of a digraph or a'
diphthong, then,,she cannot correctly decode the word. The reader must

lust hind the leftmost letter not yet sounded (Al). If more lette'rs remai.4,1
ti

lA21, she finds the succeeding letter (Ai). Embedded in these simple state-
,11mats, but not explicitly shown as subroutines, is a complex set of require-

ments whii.ti,in%)olves maintaining left-to-right encoding during reading an

keeping track spatially of one's position within a word and within a line of

text. This spatial information must be maintained despite the interruptions

of sounding. Thus, these simple steps place considerable demands upon

a beginning reader, demands that compete for processing space with the

retention of the sounded-out phonemes. 4

Having focused upon two successive letters, the reader must decide

whether they form a.single digraph or a diphthong (A4). This decision

assumes that the individual has in long-term memory a list of digraph's an

ciphthcns with whio,..h the current letter sequence is matched. Presumabl

this list-0 gradually compiled during thercoUrse of learning to read and

becomes longer and longer as the acquisition of reading ability progresses.

If two letters form a digraph or diphthong, the.y are classified jointly as a

9
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R.

grapheme (4A1 Ihtd the 'target gpapheme' in the analyses) at A6, and control
...

of behavior is now retiirried to the executive program (Figure 1). If the two

'lettersdo not form a single grapheme, attention is returned to the first

letter identified in the subroutine, and that letter is classified as the target

grapheme (A5). Control is then returned to the executive. The return of

control signifies Lompleti/n oft1;Le subroutine, the executive will now move

to the next subroutine indicated. In both the final blending and the succes-

sive Vending executives, the next subroutine is Pronounce Grapheme (Sub-

routine B of Figure I).

The Pronounce Grapheme subroutine. Figure 3 shows the subroutine
.

for the pronun.iation of graphemes. This subroutine assumes that a target

grapheme has been identified. The pronunciation routine depends upon

whether the target grapheme is a consonant or ,a vowel unit (B1). If it is a .

444consonant, the grapheme must be matched against a stored list that classi-

fies consonants as variant or invariant in pronunciation (B2). If it is vari-

ant (e.g. , the teeter c), the next letter is scanned (B3) for information
regarding the appropriate pronunciation of the target (e.g., hard sound if

an a follows, soft ,sound if an ifollows). On the basis of the next letter, 4

the target grapheme is pronounced (B4). CorAtol then returns, as it does
% after any pronunciation, to the executive program. If the target grapheme.

is classified as a vowel (B5), it ....an be either a single vowel (B6) or a vowel

digraph or diphthong. If it is a digraph ordiphthong, then that vowel com-

4

`

----,,,)

binakipn is pronounced (B7) withoiut further scanning, since the succeeding

context will not typically determine pronunciation in regtlar words. If the
I .. t If

target is a single vowel, the decoder looks at the remaining letters (B8)

and decides whethdr the remaining letterq.are all consonants (B9) (e.g.,
<nt' in, ant, or tth> in stretch). If so, then the target.grapheme is pro-
nounced v/iih the short vowel 'sound (B10). If the remaining letters are not '

11
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(
all consonants, the decoder notes the final c (BI1), which is the only non-

consonant ending possible in regular single syllable words, and the target

vowel is pronounced with the longu vowel sound (BIZ).

The Pronounce Grapheme subroutine will succeed in a large, but

nevertheless limited, set of word environments. assumes single syllable

words,, with regular grapheme-phoneme mappings. The routine would have

to be expanded substantially to cope witti certain words with very unusual

grapheme-phoneme structures. Nevertheless, the basic patterns of deci-

sions and classifications, based upon scanning the ,surrounding graphemic

context, would undoubtedly characterize such an routine. A fur-

ther point is important to keep in mind: The subroutine for pronouncing
.

graphemes does not -- cannot in t nglishguarantee a correct pronunciation.

It provides only a workable routine for generating a candidate pronunciation,

a pronunciation that, upon.returnto the executive routine, must be tested

in order to determine if a recogniZable word has been generated. If the

candidate pronunciation does not Produce a recognizable word, alternate

pronunciations will be tried. Thus, (he total program, including executive

and subroutines, can be characterized as a generate-and-test program, a
f'

type of program that is heuristic. in nature and that iteratively gathers and

organizes information.

The Task Analyses as Routines for Instruction

The task analyses just piesented can be thought of as.detailed hypoth-

eses that will be effective in instruction. Several criteria that are relevant

in selecting such routines can be derived from a general consideration of

the relationship between the structure of a task as defined by.thesubject

matter, the ease with which particular routines can be learned or taught,
and the performance of skilled individuals on a task (see Resnick, in press).

To put the case in its Most general form, it4would seem useful to think 'of

I3
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a "triangulation" relationship between task structure/ initial acquisition of
...

a Ain, and skilled performance. This relationship is schematized in
Figure 4. As suggested by the figure, a good instructional routine must
be clearly rebated to the structure of the supjec.t matter (the A-13 relation-
ship). The instructional routine, once ac ?Lured, must also put the learne'r '
in a position to move to more skilled or f vent performance such as char-
acterizes skilled individuals (the B-C re ationshipl. Skilled performance,
in turn, will also reflect the structure f the subject matter, but at a dif-
ferent level; it will include effic.iencie based on the elimination of redun-
dant steps, the use of larger units of/ information, and so.forth. This set
of relationships suggests the folfow g criteria for a good instructional
routine; . /

1. The routine must embody a good representation of the subject
matter structure. .

2. The routine must be teachable with relative easr.
3. The routine as taught must be transformable into the more

efficient routines of the skilled. individual.

Let us elaborate somewhat on each of these criteria, suggesting how
the present analyses meet them and describing how the analyses have influ-
enced instructional de isions.

Representation of subject matter. The Decoding routine-s discussed

earlier represent grapheme-phoneme corcespOndences (the subject matter)
in the form of an "idealized" performance. 'Tie routines include a repre-
sentation of the grapheme structure, as opposed Co single-letter structure,
of English (as in the Find Next Grapheme subroutine). They show how the,

surrounding graphemic. context affect4;pronunciati0n of any single grapherile
(in the Pronounce Grapheme subroutine). In fact, the explicitness of these
representations suggests quite strongly the order in which specific symbol/
sound C'orrespo`ndences should be introduced in instruction. This is a cen-
tral decision in the design of any decoding-oriented program. Two criteria

14
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are traditionally used. (a) the ease with which a given symbol/sound cor-

respondence can be learned, and (b) the utility of a grapheme, in conjunc-
tion with other graphemes, in generating meaningful and possibly pittuseable

words. The first criterion in particular suggests that highly "regular" and
simple graphemes should dominate the early phases of instruction. This

would usually mean invariantly pronounced consonants and only a single,

usually the short(vowel sound. It would also mean single letters as opposed
to digraphs. The analyses of the Find Next Grapheme and Pronounce Graph-

eme subroutines (Figures 2 and 3) suggest, however, that this strategy may

hinder a child's subsequent reading progress by discouraging scanning ahead
to identify graphemes and their pronunciations, behavior that is character-

istic to both routines. In our curriculum, therefore, examples of consonant

anil vowel digraphs are included early in the graphemic sequence, as are

both short and long single vowel pronunciation patterns. Thus, even when

exposed to a relativel'y limited and regularly patterned corpus of words, the

child learns that reading involves a searching ahead for information and that
tt cannot be performed as merely a chain of responses.

Teachability. Our comparison of the final and successive blending

procedures, we believe, strongly .suggests the advantages of the latterpro-
cedure. The advantage of successive blending logs essentially in the reduc-

tion of memory load, which for many children may make the difference

between a learnable and an unlearnable word attack routine. For this reason
we systeMatically teach the successive blending routine in our program.

Transformabilit% Skilled readers do not often go through a decod-
ing proces's as .detailed as the one we have shown, They do not usually

read en letter or graphemic units. (III fact, the speed at which normal skilled

reading occurs suggests that for much reading there may not be a full inter-

vening translation into an auditory form. Even when they encounter difficult

words, skilled readers are likely to analyze the words in terms of syllabic._

or morphemic units rather than graphemes.

16



Although the units change, it seems reasonable to suggest that the

basic low of generating and combining sounds is probably the same for

advanced as for beginning readers. It would be simple, for example, to

rewrite Figure 1. substituting the more general teirrl unit for grapheme_

annetter. Thus, subroutine A would read Find Next Unit, B would read

Pronounce Unit, D woula read Any Mare Units' Storing sounds, blending

them, and testig them against iural vocabulary would proceed much ab

shown in Figure 1. The emergence of larger units need not be left wholly

to chance. Several instructional strategies can assist learners in early

expansion of their units of analysis. One strategy is to use spelling pattern

and syllable recognition exercises. A second is the gradual buildup of a

demand for faster reading, thus encouraging children to process in larger,

and therefore fewer, units. A third is an early focus upon reading for com-

prehension, even of very simple, single line texts, so that the child's atten-

tion is focused on finding units that cue meaning. All of these technielues

are woven into the earliest segments of our program.

Development of a large and easily accessed word recognition vocab-

ulary is crucial to the eventual evolution of reading fluency. To encourage

this development, explicit attention is paid in our program to moving words

that have been initially learned through sounding and blending into'a recog-

nition vocabulary. Immediately after a new phonemic element has been

learned, words containinghat eldinent are used in the texts with special,

frequency. This high frequency of occurrence leads most children to

recognize.the words without using any word attack routines. A few children

need special help in building recognition vocabulary, and this is offered via

games and additional simple texts.

Testing the Validity of Instructional Hypotheses

We have said that the analyses present-dd here constitute hypotheses,

expressed as information-processing. routines, for effective instruction.
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How would one go about testing these hypotheses, thus validating the rou-

tines for instructional use?

We have already tried to show that the routines presented embody a

reasonable representation of the grapheme-phoneme correspondences that

constitute the subject matter of initial reading. Thus, the first criterion
Q.

for a good instructional routine (see p. 14) has been met - -at least to the

degree that our earlier discussion has been convincing. The next require-
.

ment for validation would be to establish the teachability oil the routines

(our second criterion) by teaching them to a variety of different kinds of

learners. The third criterion for an effective .instructional routine requires-,
that it be transformable into a more skilled and automatic performance.

This criterion demands a more complex approach to validation, combkning,

controlled instruction in decoding with systematic observation and simulation
of decoding behavior of individuals over time. The strategy we propose

$

includes the following steps:

1. Teach the hypothesized routines in a highly controlled way to

insure that the routines used by the child at the outset of instruction are
the ones shown in our analyses. As part of this instruction, we would
require overt performanceof-the decoding routines. Simultaneously,
write computer simulation programs for the hypothesized instructional

routines.. At this stage, we woad expect a close match between computer
outputs in reading words and the performance of children in the instr4-

tional program. That is, they should make similar errors, and, to the
extent they are measurable, require similar latencies.

Z. Gradually loosen our demands on the child for overt decoding per-.

formance in order to allow the transformation proceSs to take place; that
is, allow larger units and direct word recognition to emerge. As these-

transformations occur, we would expect the match between the computer's

'18
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and the child's performance to decline, since the computer would still be

performing the initial instructional routine.

3. Next, attempt to vary parameters of the simulation Programs in
an attempt to regain the match between human and program performance,

preferibly fq,r individual children. We might, for example, introduce a

larger number of possible cronunciations for certain graphemes. We
,

might t. Inge the unit of decoding frorrcgraphemes to spelling patterns

(e g. -u4, -ate, etc.). We might put into the model a, larger aural recog-

nition vocahuIary or a larger sight recognition word list, The aim of this

model adjust kent would be to produce as detailed-a', description of perform-

ance at different stages,of the learning process as ppSlible.
A.

A research program of this kind would involve a series of tests of
.

reading models based on reading instruction of a particular kind. We
r7. y

believe the simulatioitmodels.can be built, although we do not yet have

khem in running (i.e. ?"sufficient") form. We do already have, however,

the controlled teaching strategies required.

1The ,Ingtructional Strategies

We can describe briefly these instructional strategies, in order to

convey their flavor and to suggest the likelihood that children experiencing

them will indeed learn the routines taught. We will describe, two of thei,

initial teaching strategies included in our program., Each, is designed Or
teacher-led small group instruction and uses a series of steps to guide the

child from imitation of the teacher to independent performance.

Teaching the grapherne/Rhopeme correspondences. In this sequence,

teachers give simple, direct statements to, children and fade prompts

aThe material in this section is taken chiectlY, with minor stylistic
changes, from Beck and MitrOff (l972, pp. 44-45,r.
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deliberately and systematically. Techprques for teaching symbo.1/sound

correspondences are as follows:

1. The teither models the isolated sound.
2. The children imitate the model.
3. The teacher models the sound again, this time pointing to the

symbol (the letter on a printed card).
4. The children imitate the model sound; while looking at the sym.,

bol.' Concurrent with the children's imitation, the teacher
mouths the sound silently. In doing this, the teacher consciously
establishes a cue Oitcirompt.

5. The children produce he'sound to match the symbol, without
. the spoken model, but"With the silent mouthing cue.

. The teacher fades the silent mouthing cue as the children pro-
duce the sound.

7. The children produce the symbol/sound correspondence inde-
pendently.

Compare the directness of the above with the indirectness and mis-

cueing of the following procedure; observed in a traditional classroom of an
experienced teacher. The teacher held up a card with mprinted on it and

,c

said, "This is an m. The name of the letter is m but the sound is /m/, as
in 'mmmmountain.' I'swant to hear everyone, say it." One child said em,

two said /m/, another said "rnmmmohntain." The teacher said, "No, I
want you to say the sound. Liste;i. /m/ as in 'inmmmountain,"mmmmother,'

ti

sinmmmo'nkey.'' Who can think of another /m/ eord? " IEands went up. One

child said," `Mmary' like my name." Teacher: ';Goad, Mmary., Any others?"-I.--
A second child said, "We went to the mountains once. It was our vacation
and we slept in a tent." With so many concepts floating about, only the most
sophistiated child, could extract the relevant information from the lessen.

Training in the techniques of programmed teaching as described above can
enable a teacher tb instruct children in the basic skills with more precision.

Teaching brlencling: Once five 'symbol/sound correspondences are

established, they are immediately used to blend real words. A precise

20
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program for teaching the blending routine has been prepared for this pur

pose. You will perhaps have noted that our task analyses did not include

a detailed subroutine for blending. This is because we know of no reason-

ably elaborated theory for how humans manage to recognize the equivalence

of the single sound (e. g. , /ka/) and the separate phonemes (e.g., /k/ and

/a/). We know only that the equivalence is a difficult one and that the

ability to recognize it, and therefore produce a blend, becomes greater

with.greater experience. In the absence of a strong hypothesis concerning

the cognitive processes,involved, a visual/motor anaIngue of the blending

operation helps to organize the process for the child. We have therefore

de%',,eloped a. somewhat ritualized blending procedure in which motor acts

accompany the oral blending. These motor acts provide an external repre-

sentation of what goes on during the blending process.

For example, for the word cat, the child performing the blending

pros,edu're Independently would: .

Point to the c and say /k/.

Point to the a and say /a/.
Slowly slide her finger under tie ca and say /ka/sl.owly.

dleQuickly sli her finger under he ca and say. /ka/quickly.

Point to the t and say /t/..
Slowly slide her finger under cat and say /kat/ slowly; -,

4.Circle'the word with her finger and say, "The, word is Cat."

the techniques for teaching the blending procedure inclUde steps

that lead the child from imitating the procedure toward performing it inde-

pendently. Essentially, the teacher repeats the linking and blending of

sounds three times. At each repetition, the teacher perfor less of the

process and gives greater responsibility to the child. At the end of the

sequence, the child demonstrates the procedure by herself. More specif-

ically:

21



1. The teacher ;node's the blending procedure. He3 models the sounds
and the blends and uses finger-pointing procedures and intertgittent
verbal directions.

2. The children imitate the model while the teacher repeats both the ver-
bal cues and the finger cues to assist them.

3. The teacher repeats the procedure, but this time does not model the
,Sounds of the blends. He gives only the verge' cues and the linger
cues to assist.

4. The procedure is repeated. This time,. the teacher drops- the verbal
cues. He gives only finger cues (i.e., the prompts are faded).

5. The child performs the pointing, sounding, and blending steps inde-
pendently.

o.

A strong advantage Of this blending procedure for the teacher is the
precise information it provides t ocating an error. If a child makes an
error while peif4rming the proc dure, the teacher knows exactly where
the ez1error is, that is, whic in the process is incorrect. With this
kind of preciseinforrna o e teacher can give the &ad a direct prompt.
For example, if,t1;e child'S inability to pronOUnce a word was caused by a
substituted or omitted phoneme, the teacher would point to the letter and
ask the child to say its sound. U she hesitated, he would prompt her with
a silent mouthing cue. If necessary, he would modelthl sound. If the
error was in a blend (e.g., the ca in cat), he would run his finger under
the ca and ask the child tOsay the blend, he-would cue the blend if the child.

.hesitated, and if necessary wouldhiodel the blend. This kind orpre-
,

cise information helps The teacher adapt his behavior to the precise needs
of the individual child.

41(
.. '

3Throughoutlinis
paper,,but earticulatly inth% se ipn, we refer to

the teacher as "he," to the child as "she." W. do t'hi's merely to ensure
Clarity of exposition and intend no'prejtidice against female teachers and
male children.
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Context and'Comprehension in Ear.li; Reading
e

We will turn in a 'moment to a considerat of the general processes
,of reading comprehension. But it'is important first t consider the role of

comprehension in early reading behavior.. Learning to read is nbt a matter
of learning to recognize wordg and then learning tp comprehend. Rather, 'it

is amatterof learning to recognize words in order to comprehend. We have
already suggested that.,, in initial de'Loding, wcirla recognition and some level

of comprehension are closely interdependent. The decoding process involves

testing a blended word against ors existing aural recognition vocab4lary.

A simple extension, One we will discuss more fully in a thoment, is that

the.candidate word is tested for suitability to the immediate context. This

testing in fact forms an integral part of the word attack process, although we

have not shown.it in our models 4yet. Many children-t-perhaps most-,- appear

to engage in ths,testing naturally: once they recognize that printed language
is a schematic map of the spcIcen language they already know. The process

Can be assisted, however, by instruction that at a very early`stage draws.,
, .

attention explicitl to ctantext.--for example, by requiring the child to choose

. the "best fitting' of two words for a given context, or by requiring her to

indicate wh ch pecific segments of a text provide etueS to a word's meaning.

A variety of'activities of this kind are included in our program from the

earliest lessons. In addition, as the lessons progress and as increasing,
vocabulary and- luenc.y are developed, a few simple comprehension activities

,are introduced, fsudi as selecting the best fitting picture for a text of several
lines, or following directions of several sentences' length. These activities,,
are not intended to teach comprehension systematically. Rather, they help
the reader to keep alert to the details of the text'and to maintain a rrieg-

.-
detection rather than a word-recognition orientation toward the process of

reading. . .

8 , 23
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Reading Comprehension: Mapping the Domain

We turn now to the possibilities for creating models. of reading comp-.

prehension\proceses themselves. While we cannot yet offer models as .

detailed as thdse we have proposed for decoding, we canvpoint with some
.

optimiim to work elsewher that may provide deeper understanding of

l'anguage comprehension in ge ra.1 and that may.thus peovtde a basis for
.

models of text comprehension. Such work includes artificial intelligence '
efforts on sentence processing (e.g., Winograd, 1972) and story compre-

hension (Charniak, 1972), simxlatien models of the understanding of verbal

instructions (Hayes & Simon, 1970, and increasing empirical work on

natural language and text processing..

What we can offer here is not a. formal model, but a general map of

the reading cbinprehensie iomain, a description that clkt chrect attention

to important psychologual ctional issues that st.eould be addressed.

Figute 5 is such a map. re. esents the hypothesized flow of behavior for

an effective reader read moderately difficult text. The indiv,iclual might

be a third grader readi Asocial studies text dealing with prehistoric

animals or a.collegeUtudent reading this paper.

Although much less specific than the models shown earlier, Figure

5 retains the flow diagram format, because of the usefulness of this format
in displaying the decision.making q,equences that we assume to be charac-

teristic of cOmprehensi6n activity. Like the earlier analyses, Figure 5
contains two kinds of statements. direction statements (rectangular boxes)

I -

and queries (diamonds). &sing the computer program analogy, the direction
.

statements can be considered as subprograms that can be activated by the
by the more general "reading" program. The queries are derion points
at which the, program assesses its own state and t"cects<des" whether to con-

timie or to enter a correction lOop in which more information is, sought.

These.decisions ate not necessaril conscious. Rather, they represent

t.
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points at which the reader recognizes that deeper processing Is needed for
comprehension purposes. The top line of the figure describes the flow of

processing and self-monitoring fot a reader who encounters no difficulties
,1 1

kt,all in the course of-reading. Thisis a rare occasion, of course. Most
requently, readers will encounter occasional clifficultieS in recognizing

weeds or in interpreting meaning, these difficulties require readers to
search for further information. These searches are described, in quite
general terms, in the sequences sbown below Queries 1 through 4.

An ongoing text processing activity is assumed (the Process Text
boxes in the top line). This processing activity isinterrupte,d13y occasions,
on which the reader decides she has madequkte information and initiates a,
search fdr 'just enough information to satisfy her demands for-ah aaequa.te
levet of comprehension. The first such.inteeruprion. 15 for an unre-eognrzect. .

word (Query 1)'.' It is important to,note that a skilled reader will probably
not interrupt reading for every unrecognized word, nor may she even attend

'to every separate word in the text (see Goodman, 1970). However, a cer-
tain "adequate" level, of word recognition is, required, and even skilled
readers will occasionally encounter unrecognized words that are significant
to the *general meaning of the text and that necessitate the useof word attack
skills to decode the word. The word attack strand as shown here is a very .

condensed statement of the decoding routines discussed in the first part of
4. the paper. Boxes IA 'arid 1B are summaries of all of the material in Figures

Decision 1.0 represents a theck for the pronounced word's semantic
.9.nd syntactic suitability for the context. If an acceptable word has been
found, the reader returns to the main text processing flow, otherwise, the

reader must decide whether to continue reading with the word still'unclear
-.(1D) or to seek information from an outside source. The "outside source"

for a decoding problem is likely to be another person, although finding the
same word in another context sometimes solves the problem.

26
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The secondAterruption indicated occur-s when a word is sounded.
which has an unclear meaning and which Appears important enough for com-

prehension to warrant further information search (Query 2). We assume

that-the most frequent first response under these conditions is to read ahead

3 little, searching for context that will suggest a meaning (2A). The success

of this context search is tested at ZB. Success sends the reader back into
,

the main processing strand, while failure gives her the same choices as

ib before. to continue reading with the word unclear, or to utilize 'an outside

source. Dictionaries, glossaries, and so on are available as outside sources,

as well as 4:other people,' although of people may remain the preferred

'least effort' source. We will pe in a moment that the decision to continue

wish words unclarifiedmay fec; subsequent processing. Nevertheless, it

ie often a good choice in eaciing, depending upon the depth or comprehension
. .

,required for a panic); ar task and upon the degree of information redundancy.

At Query 3, processing'is interrupted by awareness of a sentence or
clause whose meaning is not completely clear. The reader's first action is

'prebably to reread the sentence and to test for success in gaining I
meaning

(3A and 3B). If simple rereading fails, a next reasonable test would be to

determeine whether individual words -- perhaps thdse deliberately left unclear

in early decis'ionsare the.ource of difficulty (3C), if so, then the word

meaning strand is entered. If individual words are not the problem, atten-,

tion must next be focused upon the syntactic and semantic struNure of the

sentence. The sentence must be parsed to reveal its basic structure (3D).
This is a complex and still incompletely understood process, although some

current models for sentence par_sing (e.g., Winograd, 1972) may offer a

basis for understanding this aspect of reading behavior. If parsing is suc-

cessful.in revealing meaning (3E), then the 'reader reenters tbe main

processing strand, if parsing fails, then a number of decisions similar to

those for individual words probably occur. .The reader may decide to pro-
ceed with the sentence unclear (3H) or may turn to an outside source (3.1):',

27



We come finally, at Query 4, tea situation in which an entire sec-
tion,(for example a paragraph or a chapter) is judged unclear. As for sen-
tences, the first likely act is rereading (4A). Next, unclear words (4G) or
unclear sentences (4D) may be the source of difficulty. If so, the reader
returns to the word meaning or sentence meaning strands. If neither of
these erns to be the cause of difficulty, a set of further tests may uccur.
Their-reader may try to decide whether the present difficulty is due to her
own unfamiliarity with the concepts discussed in the text (4E). If this seems
a likely cause, perhaps it is due to incomplete processing of earlier parts

of the text (4F), in which case rereading the earlier parts (4G) may help.
If the difficulties do not appear to reside in the reader's unfamiliarity with

the concepts (a "no" answer at 4E), the skilled reader may begin to wonder

whether the text itself is so poorly written that it is the cause of the problem-

(4J). She may then try to impose order on the,text (4K). If all of these tests.
Sand actions' fail to produce. 41'arification (a "no" answer., at 43 and 4H), a

fundamental decision must finally be made whether to struggle ahead any-
way. We suspect that many children in school do struggle through, with'

very little comprehension, simply because they have been told to read some-
thing. People reading independently will rarely do this, nor would we rea-
sonably expect them to.

41.?

The model we hive presented here, as we stated at the outset,
represents only a general mapping of reading procesAs. It suggests in
broad terms the prObable major components of the reading process and
how these components might interact, it does not attempt to dedcribe the

processes in detail. Some simplifying.assumptions have been made. For
example, we assume a highly motivated reader. We also assume the'
availability of an outside source for help--an assumption that is not always

.
fulfilled 'in school readirig situations. Further, we have depicted deliberate .
"decisions" for situations in which, choices are probably made much less.. . .
explicitly. Never;, theless, even iothis simplified outline state, we believer i

1
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the model as presented helps to make evident certain important,features oft^
reading. Verhaps the most important feature is the indeterminacy of the

process, its trial and error character. Reading is not an algorithmic

process in which straightfor.ward application of a set Of rules or procedures

will invariably yield comprehension of a text. Rather,, it is a kind of inter-
.

action with a text, an interaction in which information is sought at various

levels of specificity and in which a gradual reduction in "unknowns" is

sought as more-and more of the text is processed.

One general suggestion for reach g instruction that emerges from

this characterization is that readers be e illicitly taught some of the self-

monitoring strategies implied by the model Even if ,we are still unable to

spec'ify the details for some of the processes utlitied, it seems likely that

alerting readers to the kinds of difficulty that m y be encountered and to

some broad strategies for dealing with the difficulties may be very power-

ful. Recent work in mathematical problem solving suggests that setf-

consciousness about goals and overt planning can increase success (e.g.,

Greeno, 1973; Resnick & Glaser, in press). Some of same principles
c ,

are probably applicable to reading. What the present hiodet outlines are
'ik t

some of tee strategies for conducting the interaction, and these strategies,
are shown to be heuristicthat is, to depend on Jib reader's judgment along
theT,vvay concerning how well she is gathering and interpreting the necessary

information.
-I

The model also suggests that reading is a very context-bound activity,
,.that is, that the characteristics of the text will have a very great affect '

I
1upon what constitutes an effective reading strategy. Thus, there is no

single Way to read well. Even the most skilled of readers will sometimes

encounter texts that are not processed without considerable search activity.

Further, Success in reading is partly knowledge-bound. Much depends upon

the knowledge the reader brings to the text. Unfamiliarity with the subject- :

matter concepts is often a cause of difficulty in comprehension, unlesihe

\.,
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text is explicitly designed to introduce the reader to a new substantive area.

The instructional implication is that reading comprehension may best be

taught in the context of a variety of subject matter rather than as a separate

discipline, in order to allow the acquisition of a broad range of knowledge
as the basis for effective reading.

Next Steps

We have-offered a general proposal about the relationship between

psychological theory -- especially. information- processing, descriptions of

complex tasksand the design of instruction. We have described a process
in which rational analyses of reading were developed in response to questions

raised by problems of instruction, and we have Shown some of the ways in

whi'ch these models have guided'the design of:la reading program. Our
models must be regarded as hypotheses for the moment, since we have not

offered firm evidence of their validity as descriptions di how people read.
But we have suggestecta Stiategy for testufg them.

The strategy proposed is an iterative one: model,building and refine-

ment, based ontinstructional efforts. We believe that attention to modeling
the reading process will become kriL-easingty important as instructional

efforts in reading shift focus from decoding to the syntactic and semantic

processes involved in comprehension. In this paper we have attempted to
,..

show that even the relatively simple skills of word attack involve heuristics
of judgment and selflrionitoring. Such is even more strongly the case for
comprehension skills, and for this reason careful theory generation and

N .
tebting is especially required. Our current caps ty to describe what is to
*be taught In the wayof comprehension abilities is xeremely 'united. The

best we now have are taxonomies, lists of classes of stimuli and classes of

responses, sometimes ordered accorslipg to relativ
ity. Until we. "look inside" to firrd out what processe

we call tomprehension we can expect little progress1

difficulty or complex-
.

mediate the behaviors
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that now fill children's intermediate sand middle school days but that seem

to fail so many children so badly.

At the risk of prediction made too soon, we would like to suggest

that instruction based on models of language comprehension,' such as are

now beginning to emerge from both experimental cognitive work and related

computer moddling, is likely to differ significantly from what we .now know

in reading comprehension. First, we are likely-to focus heavily on ho,lping

children build extensive bodies of knowledge that will help them interpret

the new materials they encounter in written texts, this poll mean less reliance

on collections of brief, unrelated reading selections in favor of extended read-

mg and related experiences' in a few areas of interest. SeCond, we are lik

to teach children general strategies of reasoning and thinking, since it

appears unlikely that comprehension of written material will involve totally

different processes than comprehension of,oral language. Third, we will

probably teach children more explicit mediational strategies f organizing

and remembering what they read (strategies such as visual imag ng, self-

questioning, regrouping of information, etc.. ). Fourth, we are li ly to try

to help.children bocome,aware of tlieirlanguage processes and call deliber-

ately on their most effective strategies. We will seek, in other words, to
establish what might be called-a system of "meta-comprehension" by 'which

children can monitor and organize their own comprehension processes.

Such are our predictions. Our, prescription for the next step is to

begin testing these predictions, intensifying for complex comprehensiOn

skills the iterative prsocess of model building, instructional design, and

experimental tasting that is now well begun for initial reading._

ti
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