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SYNOPSIS/NOTES POR COURSE‘PARSING ENGLISH
Yorick wilks - Jan 25 1975 ‘ ‘ L. /,)
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l. Introd&ction

This course will be, in eﬁsence, a survey and compari-

ED112684

son of several of the principal systems for understanding
n&tu£a1 language now under dtsqussion'in the Artificial’
Intelligence (AI) community. The dimensions of compari-

‘f‘ son chosen will reflect the presuppositions and prcjudices
of the lecturer, and I -shall.try to make some of these
clear right at the beginning. .

’ Given any proposed structure for natural language what-
’ ever, we may distinguish between the structure itself, )
and its correlation'with pieces of language. Aﬁong such
{ correlations we may distinguish between parsings and

assignments. By "parsing” here I mean the provision of

" d@finite procedures of application, and by assignment

< I mean the provision of no more than a list‘of correspon-
dences, between cynnks of language and formal structugel.
Logicians often tell us that, say, the struéture of the
sentence "John loves his wife's sister” is of the form
Ek.;y.Ez:xtJ.y-w(J),z=s(w(J))~L(x ;),but they rarely,
if ever, provide a parsing of that struc;ufe onto the

sehtence, for the procedure is considered obvious. That

is what I mean by an assignment, or the provisionfof a
list of correspondences between sentences and structures.

4 ‘
At this point let me try and say a little what a

%#

parsing is rather than what it is not. Let us copsider

/

s;) W
:\\ the structure specified by one of the simplest grammars:
(he . : -
- a content-free phrase structure grammar. Thisgs might con-
)
) tain rules like the following (an example of Winograd's):
~J S «3NP VP
W ' NP-— Determiner HNoun
VP ~3MVerb NP
‘ ENTOF HEALTK Determiner — a, the
T .
SEDDEU’(‘A.NON&WELFAIE . Noun by rabbit' cucumber
NATIONAL INSTITUTE OF
this DO(UME‘SYU(:I;O"DEEN REPRO Verb — nibbled
DUCED EXACTLY AS RECEIVED FROM
THE O O O O OoIION Sentence: The rabbit nibbled a cucumber.

ATING 1T POINTS OF VIEW OR OPINIONS
STATED DO NOT NECESSARILY REPRE
SENT OF FICIAL NATIONAL INSTITUTE OF
€OUCATION POSITION OR POLICY
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This sentence "The rabbit nibbled the cucuﬁber“ is
considered to be produced by thé liétea rewrite rules of
this grammar. The grammar is thoughg of a #mplicitly
defining a procedure; starting with %he sydbols, and re-
writing it as the right hand side oﬁ the :hle containing
it, and then rewriting those syubofs by other rules (or
the same lee can be used again iﬁ it i;\possible to do
so), as long as only one symbol | 1s rewritten each time
a rule is applied. The productiqn of this sentence is '
uauali\yrvgresented by a phrase-structure tree as follows .
(also called a phrase-marker) where every production of
branches from a node correlponds to the application of
on%.of these rewrite rules. Ab\just described, eventually
symbols are written that are a&}ually words of English,

and the process can go no furthkr when every node is

an English word. \ |

b /

Determiner Noun Verb NF---~_- ” ﬁ
[ @ ‘ I Determineﬁr Nc;un / ’
e Rabb /

t Nﬂbbled Jhe Cucumber J

/o \ /
Howevér, this process of idealised sentence generation J

is n?f a parsing process fqr that is always from the

Al
ol

sent@gnce and some such battery of rules to a structure

1ik¢ that of the djagram. The structure obtained is the
ca[ ed a parsing because it reflécts certain gyntactic

woﬁds of the sentence. Thus in the trée structure, "tKe"




3.

For the purpose of parsing we th{nk of each word in the
sentence to be parsed as attached to one or more gramma-
tical categories: in this case as we see from the rules

"rabbit” is attached to a single category "Noun".

There
are two ways of doing the parsing:

top-down and bottom-up.
Bottom~up is the more straightforward way,

and is illustra-
ted by the next figure (all figures in this part are due
to Winograd).

The words of the sentence are listed and x
starting from the left pf the sentence,

)
we attempt to
replace each one by its category,

and then to rewrite
successively pairs of Cftegory symbols by reversing the

grammar's rewrite rulesL until we reach the final sentence

symbol S. The lines oflthe derivation (the tree above

upside down, in fact) can‘'then be considered as the
parsing.

The rabkit nibbled a cucumber.
Determiner rabbit nibbled a cucumber.

Determiner Ndun nibbled a cucumber.

NP nibbled a |cucumber

|
NP Verb a cchnber

i
NP Verb Determiner cucumber.
|
NP Verb Deter#iner Noun

I
!
. “
! '
NP Verb NP ! Lo
P
¢ NP VP : !
S \“‘ ; w

Top down farsing startk, not with the words and their
J

|
.. \
categories, but with generations as described initially
form the top-li

of the' grammar starting with symbol S.
It continues to generate

%equences of categories until
it finds one that will ma Fh directly onto the leftmost

|
"Thel". This procedure continues,
1
\‘E . A
1
|
1

word of the sentence,




as illustrated by the next diagram, until the last word at

the right is reached and, then once again the lines of the o

~

g

procedure are the parsing. The two derivations ;bove K

(bottom up and top ddyn are formally equivalent. -

|the tabbit n¥kbled a cucumber.
|thexmmbitrubblod a cucumber.

Looking for: S
Looking for: NP | VP
Looking for: Determiner | Noun VP : |the rabbit nibbled a cucumber. )

Looking for: Noun | VP : the | rabbit nibbled a cucumber.
: the rabbit ) nibbled a cucumber.
thq rabbit | nibbled a cucumber.

Looking for: VP
Looking for: Verb | NP
Looking for: NP : the rabbit nibbled‘vl cucumber.

Looking for: Determiner | Noun the rabbit mibbled | a‘! cucumber.
Looking for: Noun the rabbit nibbled a | cucumber.

the rabbit nibbled a cucumber{.

Looking for:
4
Several things should be noted here: parses do not have

to be left to right, they could easily be the other way round.
The st#ucture ig rarely as trivial as this one, and usually a
word will have several possible categories assigned to it in
the dictionary and part of.the job of the parsing process is
to find out which of those roles the w;rd has in any pafti-
cular sentence. So "run” has a Verb category in "I run for a
bus” but a Noun category in "I built a new chicken run”, (a

run is a cage for chickens). So, if we used either of the

above processes to parse "I run for a bus", we would find that
" Py .
we produce the corréct structure:

R} ———pa

* ‘

¥




v “i P NP
l ' \
1 run D?r f?
for the bus

“ i

but never a structure where "run®” had its N(Noun) category,
because there is no sequence of proper grammar rhle zppli-
cations that cotfd produce a tree for that' sentence with
the node above “"run" labelled N. (fnﬂairticular, there is

a rule: .
VP —3 V (ané then V-2 run) ©

but no rule:
VP—— I (and then M .-——run)

So a "réading" of "run! is excluded bz the parsing of
this sentence.
At this point, another important pair of technical

terms enter: breadth-fifst and depth-first parsings.

Breadth first is the parallel treatment of all pq;sible
alternative structures at a given time, none is given

any precedence. They are all developed until one or more
reach the success symbol S (if the parsing is bottom-up).
In depth-first parse¢s the alternative structures are
trcates sequentially, and if one combination is no longer a
possible succesg (because, in this grammar no more re-
writes of a string are possible even though the parsing

has not been completed), then the system must back-track,

which means going:back and continuing onc¢ of the alter-

native structures that hg§ not yet‘been te=sted.
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In the case of transformational structures in particular,
; sentence .is often parsed so as to produce a structure
quite different from the original form of the sentence.
So, to take a classic example; a passive sentence iike-h
"I was given the money last week"” might be given a parsed
structure representing it whose form was.actually that of
‘"Someone gave me the moncy last veek“) as regards the order
Aof its principal¢constituéntl. So we may say that a
parsing may produce a structure quite different from tné
superficial form of the input sentence. Granmatical .
ptrlinqs prograhs of this sors;ﬁere a growth industry
in the sixties,but I do not want to go into them in any
detail here beyond the introduction of the basic notions.
That is because one of the assumptions of this course is
that grammatical f(or syntactic) parsing of the sort de-
scribed is not fundamental, and that is need not be even
a preliminary to assigning .a useful meaning structure to
sentences. However; I shall argue that only indirectly,
and much later on. f/snall go into some detail dgscribing.
the syntactic parser behind Terry Winogragd's program. K
Later, when I come to my own ,system (and that of Chris
Riesbeqk) I shall describe parsing procedures (that is
to s y procedural ascription of structures to sentences)
whfre the structures are not syntactic at all, but
semantic, and at that point I shall deal with some of
the difficulties of manipulating syntaétic information
by qujite other means.

Let us return for a moment to what I called assignments.

An\intermediate case between parsings and assignments
would be when a seontence was prdferred as its own repre-
-

sentation, so that its structure was no morc than what

.
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ha reader of the sentence would intuitively assign to it,
were he asked to do so. That is to sayg, if any writer
were to offer us "John loves his‘wi}e‘s sister” as the
representation of "John loves his wife's sister", we would
know something odd was going on. Things are rarely #s

bad as this, but they do approach this situatioh} one might
iay, asymptotically. So for example, in any AI language
program in which the representation for "John is at the
station” is given as (AT JOHN STATION), and this is quite
a common move as you will see from other courses in this
tutorial, then we are being given a structure which is
only trivially different from that of the sentence itlelf,
and the readef/hf such a structure must "parse" it

intuitively by some direct matching such as :

AT JOHN STATIOH
\“\ . /M
hn 1s at the station

I would claim that such a process is al&o not a serious
parsing, but rpther what I would call a r& ection, in that
the sentences chosen as examples are essent%ally projec-
tions of the representation itself,and moreover, and this
is the important point,hthe representa;i&n is trivial
and can only be underst#od from our knowledge of the
original sentence. 1If U‘he representation and sentence were
in a foreign language, df which one knew nothing, one
would soon see that wit@put explicit rules of interpre-
tation for the represent%tion (which we are not normally |
given) one could not understand it.

A full, complex, and 4xplicit representation can also

be projected in some sense, of course, but at the moment
|

. |
I shall restrict the term to simplistic representations.




The effect of both assignments and projections is to
make parsing seem either unnecessary, or at most a desw
tachable and ultimately dispensible "front end" to some
other system. It will become clear that I think this
assumption to be radically mistaken, in that, as Y am.
using "parsiné“, it is not only- a front end, and not
only a test of the value and e¢fficacy of the representa-
tion parsed, for it also gives meaning t; the structurs.

My view is a version of the "meaning is procedures”
attitude: that the procedures of its application give
a parsed structure significance, and that without the
procedure or the demonstrated possibility of them, the -
structure proposed is eslentiﬁlly meaningless, and the
plaything of formalists.

At this point, I shall consider, in passing, a modera
movement in’linguistics, Generative Semantics, which has
got into a position in which, given‘its theoretical ‘pre- °*
suppositions, the structures it postulates cannot, demon-
strably be parsed onto sentences. I shall arqgue this in
detail and point out that the position is not made any
less serious by the fact that most of the practitioners
of Generative Semantiés have not noticed it.

Let me makg a second distinction at thii’point that
will be imgértant in the examination of systcms that follows.
It is betﬁeenWAI language systcms th;t are primarily

content-motivated and those which are primarily s¢ruc-

turally-ﬂ&tivated I shall not cla#m that systems are of
one sort or the other, since there is as always, a con-
tinuum in these matters, but will ask readers to keep

the distinction in mind during the description and dis-

cussion of systéms.

V4
A
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By structurally-motivated systems I mean those which,
whatever ﬂheir natural language capacities, are set up
in order to solve problems that are essentially non-lin-

- guistic; and are concerned with the .relation of the
proposed reptesentatipn of structure to' structures.
To put it another way, structurally-HMoigivated/systems are
not ctoncerned with the proBlems posed byx-£Tie extraction
of the éontent of input natural language, since the nature

¢

and purpose of the representatiop adopted is aimed at the
[}

problem rather than at language. )

g A paradigm of this would be Bobrow's early "Natural

Language Sysﬁem" (Bobrow '68) that solved . elementary .

algebra problems. Tt did indeed take in a form of re-
stricted Englislk, but it, in my view, was essentially =

a system éo solve algebra problems. ﬁIn contr@st to this,

. one cannot even imagine a machine¢ translation systenm

that accepted and produced structures: for the‘extraction

solve.
Ay ‘
. It will be clear that my distinctions are evaluative

ofécontent[id the broblém the whole systet 1s Qet up to

in nature, and indeed one of the purposes oﬁ this course

' - will be to argue in an indirect way that natural language

' systems, 1) should be parsed rather than assigned or

! projected and 2) should be content—réther than structurally-
motivated. I certainly gdannot prove, however, that
advance with "The probigz of natural langﬁage" will-~come
through coﬁtent-rather than structurally-motivated systems.
NOtice too, h;;e that the two distinctions are not ncces-
sarily connected: Winograd's s}sfem, for example, that I

. : shall discuss in some detatil later, is certainly a parsed

system, Yet is it arguably structurally-motivated..

10
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What do I mean by "the problem of natural language"? .
I mean the problem that has dogged mechanical language
analysis'since its inception in the Fifties, and which

centres round the problem of systematic ambigu{ty. Lef

me give a brief and’ tendentious historical sketch at -this
- point: ”I take it that the "machine translation era" of
the FPifties and early Sixties was a bold atfempt to do

an enormous taks: extract the content of natural language
utterances. It failéd, and for three reasons: word sense
ambiguity or polysemy, case ambiguitv (the ambiguity of

) prepoqitiors) and referential ambiguity (the ambiguity of
pronouns). It failed to develop and implement strugtures
“to deal with these faatures of even non-metaphorical °’
natural language. GeneratIve linguistics was born bartly

in response to this failure: it has provided complex -

structures, but has lost the sense of any définite task
to be.perforped, and the most recent sign of this failure
of nerve has been a retreat from any relaéion to pdrs p§,°
towards a tot;{ly structurally motivated‘approach, and
the dqctrinc that the true structure of language is its
logical structure. ‘

And so we come to the AI approach, which répresents a
return to finite ta;ks and proéedures and now slowly
but surely a withdrawal from the structurally-motivated
approach. Host early work on languagé within A1l Qas -
highly strucéutallyjmotivated: the importance of the
Predicate Calculus as phe basic form 9f representation
of langge was tgken for grantéd by many leading Al
workerg. What they were intefested in was proving thecorens
via the derivation of ohe predicate calculus representa-

tion from another, an as far as they were concerncd there

L4
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simply was no "probiem of language" for the‘ﬁhree "intrac-‘_

. tables" of language aﬂbiguity listed above were just ignored.

In the terms I developed earlicr, they really did Q&@ieve )
’i

that natural language was a Erojecti?m of some underlying
. _logfcal format. Slovwly but su:clyL reality'has crept in.
" . Most receountly, in a suxﬁey of AI language systems, Terry; .
Winograd (Winogrid *73) has distinguished between "first"
and\"secoﬁd" generatiou AJ lanquage systems, modestly
—giacing his own at the »nd of the first generation. I
‘* shall not examine his’ divtincti,on in: any detail, but it
does, I believe draw a line almost exactly where I described

’

the emergence oi A1 lunquagc wystens from a wholly struc-

r

turally-motivatesd apnroach.

Tﬁere is allbnq way to go y—-t. Sowv of those whose.
work I ghell descripbre <nd whose gvstens uouid be called
sécondugeneration, ave still highly structuralist in

approach: iu thL.t th- ‘nferential! relations of the strucs .o

ot

‘tures thenm. 2lv~s dre che c2xulro of interest. What I
shall try to maei- .ain ¢s we ygo aleng {a that .easonings

. L4
about the world, ray, ‘nport~nt as they are for under-

. standing lanqu>re content (and that i 15 is now clear ¢

. is rightly ‘cmn ma a dierly v=n pos m,s,.urm of the AIX .
: -~

approach to lancuaqge, th- l1'angnuiats having almost. altogether -

ignored it), nonetholess‘thr*¥,twmains an important level

“of linguistic inferance, not recucible to reasonings, © -

. about the world. "Let me dive an cxample pere’to try
and pin this rather abstract claim down. '

We shall ciawinc a number of examploe in this course,
as will others {n their courses, whore a pténogn in a
text cannot be resolved (that 15, assigned to its right
referrent), unless we grant some canacity to reason about

states of affaire, and gueneral truths about people and

the world. 5o, tor eramolc, in "The boy next. door is

12
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looking for a frield and I hope onq turns up e know

1mmedlatly that the one" refers to a friend and not to

¢

the boy next door, and on such a correct assignment the

[
Loy

correctness of the whole translation might rest. I will

not go into detaills about the rulea we might suggest for

it is clearly not a mefely syntactic

eiif~the rule were simply "assign a

iﬁs resolution, b
matter as it would
pronoun to thd. last receding noun”. I would suggest

1ntuit1ve1y that we khow ' 'the answer because of knowledge
th‘a state of affair® wanted by one person c:n be- ex~

\

pected to be one wanted, or not wanted, by another pérson,

Lt

and~that a "looking forW is expected: to be succeeded by
a state of "finding" or some other mani festdtion of what
is sought. This all sounds a little abstract, but it

could plausibly be pht in rule form, and then-a sequence

of reasonings exh’hgted that would lead us correctly to

identify "one" with the friend, rather than with the boy.

You will see a number of detailed demonstrations of this

sort of thing in t is‘and other courses. ’

ﬂ But, and this is\the point, suppose the sentence had -
been. "The boy next ddo: is looking for a friend and 1 hope
he finds one", then I ‘'would say that these reasonings

might have beq!ra excessive and that an inteiliigent
program should bet the right answer by simﬁiy inferring

t from a repeated pattern equivalent to "PERS SEEK
PERSON", by identifying the agents and‘objectsx the
two oecﬁ}rences of the pattern, thus yielding the right
resulé.“ This procedure would‘&f course be inferential,
.but it is not in any simple‘eense, reasoning about the
worid, or at ledst not directly, in the way the earlier

reaﬁoni?g was. ONe of the great problems, as I see it,

13




> ' 13.

v

is how we marry these two modes together ‘in a gystem that
zirn to this

knows when to apply the r&ght one. I shall re

\\ point in greater detail fen diécussing my own system.

'—-“ﬂ—”-4’f////233/;mportant thing tp bear in mind in what follows
is that "parsiﬁdJ is being used in a non-conventiohgy

waz: it is not .being used in its standard sense in mafhe-

matical and computational linguistics, where a structure
™~ is defined and the method of ‘its application, and the com-
\*\‘ parison between different methods, is then dfscussod in-
. \‘\dependéntly. That is|what I referred to earlier as the
narrqwly and has onl marginal interest. (t:\
In“thesée~Mctes "pdrsing" is being used in a;fieié\&sk

which all proposed sktructures are up for question: hence, »

they cannot be assumed but must be described in some .

\ hd h‘
) detail first and in[their own terms, as well as in té;;;~kt
)

< of their adequacy t{ tackle what I called the funcangﬁtal
«\\ problems of the syatematic ambiguity of natural language.
Throughout, I shaly take the view, set out above, that the

possibility of&parsing is what gives significance to

‘ cal test of it), in that a good STRUCTURE SHOWS HOV IT

-£S TO BE APPLIED -- not down to the very bottom level

kel - -—iarbe g

algorithms, but in general form. In thbse notes, the re-
fore, you will find a lot of d;scrlption of the struc-
tures offered by researchers, and of comparisons between
them‘ and not too mu%h of the actual nitty-gritty of the
sequential forms through which the represe tation of a
sentence passes 12 the actual .parsing proc:ks. The

reasons for this fare simple: in the case of some of

-

. e

nfront-end" view of phrsing, in which it is defined oo

a proposed structure (rather than being merely an empirte_

bttt
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‘the best known representatién systems for Eng?ish, }here
is no effective parsing system as yet, and sostp ignore
those would truncate the c¢overage of the course in an
arbitrary way. Again; for others,‘such\as Séhank's, there
is a parser in operation,.but si;ce Schank's sy§teﬁ is
always pr&bented in a wholly static non- operational way, ¥
discussions of the structure and its parser are wHollya
separate, and it is clear which ne must be described.{

in notes when a competition for space arises as it does

here. ‘ .

t

However, there will be detailed description of actual, R
blow~-by~-blow, processing of sentences, based on the
hégcriptioné and comparisons set out here. These will
be done by means of tfansparancies,~and will include at
least a display of Winograd's parsings (concentrating
particularly on their semantic asbects), and of Riesbeck's
phrser for Schiank's structures, and of my own parser.

I will also tr§ and introduce some details of the actual
size of the implementations in terms of vocabulary ané
classes of sentences actually processed: a matter it is
not always easy to elicit from the published liferature. k
All I can promise i;'. that I°will try to look with ™~ .
no more ja&%diced an eye ag'the systems of others than

I do at my own.

2. WINOGRAD'S UNDERSTANDING SYSTEM

Winograd's system runs ™ as a dialogue, in real time,
between a human operator who types in messages, and the
system propems, called SHRDLU, which displays on a screen
pictures of a closed world of coloured blocks and pyramids,

a box into which they can be put, and an arm or crane that

-«

S ~ 16
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/
can move the q&jects about. SHRDLU displays its repl es
to the operatér by writing on the samec screen. The
following is a discontinuous sample of the dialogu
Winograd gives in his book. SHRKLU'S replies are/ in

upper case: | : . oA

£
¥

pick up the big red block
OK .\ ‘ ‘lﬂ

and put it into Ehe box.

BY 'IT' I ASSUME YOU MFEAM THE BLOCK WHICH IS TAD" R THAN
THE ONE I AM HOLDING

OK

what does the box contain Y
;‘,'
!

THE BLUE PYRAMID AND THE BLUE BLOCK

had you touched any pyramld before you put thergreen one
on the little cube

YES' THE GREEN ONE

when did you pick it up ‘ -~

WHILE I WAS STACKING UP THE RED CUBE' A LARGE RED BLOCK
AND A LARGE GREEN CUPE~

i

why .
TOJGET RID OF 1IT.

This ingenious program was also able to sccept new
definitions of words, such as ™ steépie to make use
of what is knew about the propertxes of the objects
described, such as that a block could have its top cleared
off, but a pyramid could not; and also to rememher what
it "had done before, as'in the sample above.

The prog;;;~;33\<fitten in the language ‘'PLANNER. which
is a concrete expression of the slogan "meanings are

procedures", a senthent into whose owq meaning it is

probably best not to inqulre too closely, but which has

S

*
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undoubtedly led to a new style of‘programm\ng. PLANNERs

is a theorenm provinq;language: it tr}es o éétabligh the

truth of assertions, not in the normal u iform, ptbof-

theoretic mannef, but by accepting a ra ge of "programmed ‘*\ﬁ7

hints" about ho% best to proceed at an' point.- In a U

language understanding program like W ograd's} this means

replacing ﬁamiliar grammar rules suchf as S + NP + VP, (a

sentence consists of a noun phrase llowed by abvern

phrase) by procedures, in this casef

FAIL)) ((PARSE VP)FAIL

.

( (PDEFINE SENTENCE ((PARSE NP) NI
FAIL RETURN)))

The details of the notatio need not detain us at this
point; what is important is that Winograd s grammar is not i
the conventional list of tule » but small subprograms like

the lines above, that attual represent ggoceduteé for im- -
o s .

'~ posing the desired grammatichl structuare:

The syntactit structuge to be imposed is HallidLy's

of clauses, that can be illustrated

(1970) hierarchical pyste
{
as follows:

] i Clause A S

/ | .

e e _

Number Adjective  Noun / verb Adverb Verb Adj adj Noun Noun
. ! I I
t i L ! f E J g V

Two foolish childr n were avidly gobbling hot fresh eggplant pancakes

$ Actually thé grapmar was written in a language PROGRAMMBER,
and the semantic and inference parts of the program in LISP
and a subset of PLANNER called MICRO-PLANNER. '

/

!
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In terms of thé notions set@out earlier Winograd's parsing

- . i ) .
is top down, and depth first, with no automatic back up.
The parsing program {Pr each qrammatical category is a fun*
ctional definition in PROGRAMMAR, which gan be stated either
as above for SENTENCE, or as a flow-chart as below for VP: i

‘ -
DEFINE program VP \\
. J
N
}:RETPRN failure
o *
T (/////
is it !
RANSITIVE

NTRANSITIVE

N

PETURN success

Here is Winograd's own account of the start of this

* 4

top-down parsing procedure for the sentence "Pick up a - 4 -
1 \ s

big red block":

“The CLAUSE program looks at the first word, to decide

If it sces an adverb, it

"what unit the CLAUSE begins with.
assuués the sentencc begins with a single-word modifier;

if it sees a preposition, it looks for an initial PREPG.

If it sees a BRINDER, it calls the CLAUSE pgogram to look

for a BOUND CLAUSE. In Snglish (and possibly all languages)

the first word of a constructiornf often gives a very good




clue as to‘Jgat that comstruction bill be. 1In this case,
Eick“ is a vérb, and indicates that we may have an IMPERATIVE
aCLAUSSév The program starts the VG program with the initial
VG feature list (VG tMPER), looking for a VG of this type.
#hls must either begin with some form of the verb "do", or
;ith the main verp itself. Since the next‘word is nogg“do"
it checks the next word in the input (in this case stiil
the  first word) to see whether it is the infinitive form
of a verb. If sqz it. is to be attached to the parsi;g
tree, andrgiven’the.aéditional feature I'VB (main verb). ’
The current strﬁctuxe can be diagrammed as:
/ (CLAUSE~HAJOR)

(VG IMPER)

(VB MVB IN?\&FANS VPRT
TRANS AND VPRT came from the definition of the word #pick”

when we called the functiqn PARSE for a word." ! .
After the syntactic parsing, a number of "semantic

specialists"” attach semantic structures tc specific syntactgic

ones. KA semantic definition of an action‘like "grasp"” would

ge‘of the form . v
(CMEANS ( ((( HANIMATE) ) (( # MANIP)))

(X EVAZ (COND((PROGRESSIVE)
(QUOTE (# GRASPING #2 *TIME)))
(T (QUOTE ( # GRASP #2 *TIME
)))))BIL))
which says essentially that qrﬁsping is something donec by
an animate entity to a manipulable one (first line). More
of the real content of such actions is found in their

inferential defihition. Hereg is the one for "pickup”:




. . )
o

(DEFTHEOREM TC- PICKUP(THCONSE (X (WBY—1EV) )EV) ’ ‘ i

("PICKUP $2X) (MEMORY) (THGOAL/;FRASP $?X) (TBUSE TC- GRASP)) B

(THGOAL (ERAISEﬂAND) (THNODB) *{fﬁfz TC- RAISEHAND)) ’ %

(MEMOREND (#PICKUP $?EV  $2X)))) B

o
*

Once again the details of the notation nedd not be ex- ™

plained in order to see that the word is being defined in

_terms of a number of more primitive sub-actions, such as

RAISEHAND' each of Which must be carried out in order that

something may ‘indeed be picked up. .. &

In the case of "a red cube”, the follawing structure
is built up by an NP "semantic specialist” ‘ e \ |
(GOAL (IS X BLOCK)) -

‘(GOAL (COLOR X RED))
(EQDIM X=-=--=-- -

- -

(BLOCK MANIP PHYSOR THING)

The first three lines are procedures that when evaluated

will seek an object X that is a block; is equidimensional

2()
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., (EQDim) and is red. The last Jine is a set of "semantic
features” read off fight to left from the following "feature
tree” .

. { NAME ° .
* + PLACE | SHAPE
+ PROPERTY~-- |SIZE
| g tLOCATION
. ’ (COLOR JROBOT
{ ANIMATE-~~---=c==ecocecoux ]
‘ | HUMAN
| |BLUE
) r IRED
; (~==-== IBLACK
; ( ‘INHITE
) ( IGREEN |STACK
THING~~- ! : )
o IPHYSOB~-- ( [|CONSTRUCT-----=c-ccmeneacam- IPILE
’ B ( |HAND |ROW
' (== ITABLE I[PYRAMID
- ' ~ |MANIP---=-=--- 4BLOCK .
¢ . ~ {BALL ‘
I N ;
|RELATION-------=---- | EVENT
]
| TIMELESS

This whole sémantic structure can be used b§ the deductive

component at the system, before evaluation resulting in the
, actual picking up, to seé if’guch an object is Rﬁggzgle.

1} it were not, (an "equidimensional pyramid” would not be),

the system could go back and try to re-parse the sentence. |
P One reason for the enormous impact of this work was that,

prior to its appecarance, AI work was linguistically trivial,
+ while the systems of the linguists had o place for the use

of inference and real world knewledge. Thus a very limited

union betwecen the two techniques was able to breed consider-
‘able results. Before tJinograd there were few programs in

AI that could take a reasonable cowplex English sentence

and ascribe any structure whatever to 1it. In early classics

of 'natural language understanding' in AI, such as Bobrow's
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generalizations about th

21.

STUDENT (1968) problemwsolver for simple algebra, input .
‘ |
sentences had to be sh?rt and pbf stereotyped form, )\

such as "what 1is the s?m of...L...2"

there was, until very re-

3

Conversely, in lingjistics,

cently, little speculattion on how we understand the re-

ference of promouns in such eldmentary seéntences "the
soldiers fired at the wdqmen and\ I saw ;everal‘fall",
where it is clear that the answdr is both definite, AQd‘
that finding it requires,some inferential manipulation oﬁ
., The reader should ask \
himself at this point how he kno&s the referent of the K
pronoun in that se?tence.@‘ ‘ |

3. \,sona DISCUSSION OF °HRDLU

So far, the reaction to Winograd s work has been wholly ;/
upcritigal. what would critics find to attack if they were ?;
s;qﬂinded? Firstly, that wi?ograd s linqguistic system is
highly conservative, and tha* the distinction betwaen 'syn-
tax and 'sem;ntics' may not be necessary at all. Secondly,
that his semantics is tied to the simple referential world
of the blocks in a way that woculd make it inextensible to .
any general, real world, situatién. Suppose 'block' were
allowed to mean 'an obstruction' and 'a mental inhibition’',
as well as ‘a cubic oﬁject'. It is doubtful whether t'inograd's
featuteé and rules could expresssthe ambiguity, and,<more
importantly, whether the simpleﬁétructures he manipulated
could decide eorrectly between %he alternative meanings
in any given context of use. Again, far more sophisticated "
and systematic case structureﬁfthan those he used might be
needed to resolve the ambiquiﬁy of 'in' in 'He ran the mile
in five minutes', and 'He.rag the mile in a paper bag', as

well as the combination of chse with word sense arbiquity

272
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in 'He put the key°'in %he lock' (Qer'lopk) and 'He threw

the key in the lock" (%iver lock).

The blocks world is also strongly deductiv; and logically
closed. I1f gravity were introduced into it, then anything
supported that was pushed in a certain way would have,
logically have, to fall. But the common sense world, of
ordinary language, is not like that: in the 'women and
soldiers' example given earlier, the pronoun 'several' ca
be said to be resolved‘using some genéralisation such as
'things shot at and hurt tend to fall'. There are no gical "
‘have to's' there, even though the meaning of the pranou‘ris
perfectly definite. v

Indeed, it m{ght be dl that, in a sense,, and as

L]

regards its semantics, ¥inograd's system is not ‘about

;atuxal lenguage at all, but about the othér tecgnical

question of how goals and sub-~goals are. to be oréanised in

a problem~solving system capable of manipulaging simple

physical object;. If one. glances back at thé definition-of

‘pickup' quoted above, one can sce that it is in fact an ‘
expression of a procedure for picking up an object 4in the

SHRDLU system. Yothing about it, for example, would — -
help one understand the perfectly ordinary sentence 'I .
tpicked up my bags from the platform and ran for the train',\
let alone any sentence not about a physical action per-
formable by the hearer. On¢ could put the boint so: what
we are given in the PLANNER code is not a sensegéf “pick

up' but a case of its use, just as 'John picked ué”Ehe
volunteer from ‘the audicnce by lchninq over the edge of

the stage and drawing her up by means of a ro&g clenched

in his teeth” is not so much a sense of the verb as.a

use of it.
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Those.who like very general analogies may have n&ticéd
that Wittgenstein (1953 para. 2ff. ) devoted considerable
sp;;e ﬁo the construction‘oann elementary language of
blocks, beams and slabs; oAé postulated on the assumption
that the words of language were b;sically, as is sgupposed
in model theory, the nam?s of ftems. But, as.he showed
of the enterprise, an&’t& the satisfaction of many rcaders,
“That philosophical concerpt of meaning (i.e. of words as
the unambiguous names of physical objects--IYW) has its

place in a primitive idea of the way lan&uage functions.

But one éa? also say that it is the idea of a language .

‘mofe primiéive than ours". (my italics). Thus in terms
of the notions of the intfoduction ons mibht say that there
is a strong structurally (rather than content) motivated
element in sﬁRDLU.

In this cgonrse I do not discuss the excellent and
widely known work of Woods. Let me explain why.
The system, based ;; an augmented state transition“net-
work grammar, is undoubtedly one of the most robust in
actual use, in that it is less sensitive to the PARTICULAR
1nput que;tions it encounters than its rivals. The reason
for not treating it in depth is that both onds and wWino-
grad have argued in print that their two systems are

essentially equivalent (WQyogra& 1971) (Woods 1973), and

so, if they are right, there~is no neced to discuss both,
and Winograd's is, withln’zhe Al community at least, the
better known of the .two.

Their equivalence arguments are probably correct: both

are grammar-based deductive systems, operating within a

question-answering environment in a highly limited domain of

discourse. Winograd's system of hints on how to proceed,

-
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within his'PROGRAMMAﬁ grammar, is, as He himself point out,
formally equivalent to an angmentéd state transition net-
work, and in particular to the ordering of choices at nodés

w

"in Woods' system. ~ ‘ ) .
There is a gignificaht difference in their metaéhysical

approaches, or presuppositions about meaning which, however,

has‘no influence on the actual operatién of their respective
systems. This difference is disguised by the allegiance

both give to a 'procedural view of meaning'. The difference
is that Woods takes a much more lbgico-semantic interpretation ‘
«of that slogan than docs %Winograd. 1In particular, for Woods
the meaning of an input utterance to his system is the pro-
cedures within the system that manipulate the truth conditions
of the utterance and establish its truth value. To put the
matter crudely, ﬁbrKWOod; an assertion has no me;ning if his
system canno* estahlish jits truth or falsity. Winograd has
certainly not committed hiaself to any such extreme position.

It is interesting to notice that Woods' is, in virtue bf

his strong position on truth conditions, probably the only
piece of work in the field of AI and natural language to.
satisfy Hayes' (1974)’recent demand that to be "intellectually
respectabl."” a knoudedge system must have natural model J"

theoretic semantics, in Tarski's sense. Sifce no one has

ever given precise truth conditions for any interesting

piece of discourse, such as, say, Woods' own papers,

one might claim that his thearetical presuppositions

necessarily limit his work to thé‘analysis of micro~worlds

(as digstinct from everyday languaqe)

There is a low-levél problem abqrz the equivalance of
Woods' and Winograd's systems, if we consider what we might

call the received common-sensc view of their work. Consider

J 25 :
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the following three assertions: '
(1) wOoas:”;ystém is an implémentdéion of a
transformational grammar.
»EZ) Winograd's work has shown the irrclevance
of transformational grammar for language
‘analysis--a view widely peld by reviews of
. ) his work. . ‘ . ; ’*
{3) ﬁoods‘ and Winoqrad's systems are formally
equivalent-;é view held by both of ghem:
There is clearly somethiné of an inconsistent triad
amongst those threc widely held bel?éfs. The trouble
probably centers on the exact sense which oods' work is
formally equivalent to.a transformational grammar--not a

question that need detain us here, but one worth pointing

out in passing.

o

4. SECOND GENERATION SYSTEMS

‘To Jnderstand what was m;ant vhen Winogrdd contrasted, - )
his own with what he caf%hd seco%d genceration systems, we
have to remember, as always in this subject, that the gen-
e:at%ons arc of fashion,,hot chronology or inheri?ance of
ideas. He described the work of Simmons, Schank and myself
among others in his sgurvey of new approvaches, even though
the foundations and terminoloyy of those¢ approaches were
set out in print in 1966, 1967 and 1968 respectively. %hat
those approaches, and pthurs, have in common is the belief
that underé;andinqasysstms must be able to manipﬂlate ;egy
complaix 1bﬁguistie objects, or svmantic structures, and
that no simﬁlistic°arptoachcu to understunding language

with computers will work. -

»
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In ‘an unpublished but already very influential- ngcent ‘

Laper, Minsky ( has drawn together strands in tire gork
of Charniak ( ) and the authors above using a terminology
df ‘frames':

¥

"A frame is a data-structure for represtntinq a~st éo- T
"“"“M
type 31tuation,‘1ike a certain kind of 1living. r16m, or going .

to a children's birthday party. Attached to each.framernre g

-

several kinds of information. Some of this is fhform(g&dnw, TS

about how to use the frame. Some is about what one can exz.,. .~ o

pjct to happen next. Some“is about what.to do if these ex-‘t:‘ ‘\\
pectations are not confirmed. - “:;_g‘;%‘

_ We can think of a frame as a network of nodes and rela- f )
tions. ghe top levels *f\;lframe are fixed and represent ﬁ ,PT/'G,A;
things that are always true abcut the suppose‘ situation. % . ?%;\
The lower levels ‘have many terminals---'slots’ that-ﬂust Voo .-
be filled by specrfic instances or date. Each Aerminal can é{j” -
specify conditions its assiqnmcnts must meet.... Simple N

conditions are specifiéd by markers that might require a

terminal assxgnment to be a person, an object of sufficien

xs

value, etc...." ' B

-

The key point about euch structures is that they attempt o
£0 specify in advance wha't is going to be said, and how the . 4
worTE en;ountered is goinu to be structured. The structures,
and the’inference rules that apply to them, are also ex-
pressions of ' partial in%ormatioﬁ' (in McCarthy's phrase).
that are not present in first generation systems. As 1I

showed earlier, with the 'women and soldiers' example, such

loose inductive infofmation, seeking confirmation from the
‘surrounding context,’ ‘is” required for very simple sentences.
i psychological and viswal termf, frame approaches énvisage

an understander as Jat least as much a looker as a seer.
) ’ . - -
>

27
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I shall now destribe briefly three approaches that might
%, be called second: generation; Colby, Schank and myself. I
| Y - ) .
%;shall not‘difcuss Charniak's work here, largely because he

- ey, R . .
e Xy %8s ”describi it himself, in another course, but partly be-

cayse ‘he does not implement his system with a parser. He .

b .= alsoN grees with the view of parsing I sketched in Section.
—““;%wﬁw“ i that a representational structure gets much of
» itsygigni,,‘ nce from its actual otential parsing, and
f ~tn;t paxsing fore nnot be decoupled--1I shall return
td his ‘work in the r comparisons ‘and assume some know-

ledge\of'ft»by my audience.

o
a e
" .

Colby <

~ 1
-

Colbyehas (Colby et al R?l), (Enea aﬁd Colby '73),
(Colby and ParkiSon, '74) dkyeldﬁbd over a period of several.

Fae——— v

years an on- line dialogue system that simulates a paranoid® .

. ‘x

. patient oglled PARRY. A measu?® of its success is that it
——— ‘?m\..i._‘“ .

is perhaps the mqst-usoaﬁAI program in ex1stence, used,

&A&1\ ‘thpht is, by those ontsxde the research_ project that developed

. Here is a df%continuous sample of its output, again

% o vith the systen S responses in the upper case:

m“”f Hava~ 1Aou been hospitabized before? -

.
*a s e

- ‘THIS IS THE FIRST TIM

P —

NI

How long have zoﬁ been»there’
'Asoum,mwo WEEKS. «11‘, .

Any\heaGECheS? :5’L$;4;Nm“_
MY BEALTH IS FI ‘

‘+Are .you hav;ng any difficulty with yvour memory?

No - 4-;. .
‘a*
Then perhaps 7ou™ cgajtﬁtl ‘me who is the President of the
United States? “af~ Coia

NIXON’ IS PRESIDENT.
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what day is ‘it today?(
TODAY IS THURSDAY.
What season is it?

ETS GET ON WITH THE INTERVIEW.

Colby's aid wd; to produce a system that was not, in

his word’, 'fragile' in the way that- 'mcst Al systems are:
. . ’
one thAt did not break down, or give up, if the input was

not exactly what it expe d; but one that carried on sdqe-

how+n all circumstance

dec. ziﬁr(/
- FraJ(lit# is avoided

b having no conventional syWtax
'anAlyser, and‘hy not even attempting to take account of all

the words in the input. This is a considerable aid, since

7
any parger that begins\to parse a more than usually pPolite
rigggl{7juch as 'Would yow Be so kind as to...' is going
to be ii trouble. British

~""

V4
the UsS» quickly learn to delete such phrases, since they

nglish speakers arriving in

cause great confusion to hugan listeners in stores.

The input text is segmented by a heyristic that breaks
‘it at any occurrence of a ran of key%;¥rds. Patterns are
then matched with cach segment. \There are at present about
1700 patterns on a list (Colby and parkison, in press) that
is stored and matched, not againgt any syntictic or semantic
repr;sentations Jofbwords (exce l‘to deal with confra;tions
and missbelling!fj butmﬁgainst the inp word string direct,
and by a process of sequent detetiOn. So, for example,
'What is your main problem'E::s a root verb 'BE' substituted
to become

- WHAT BE YOU MAIN PROBLEM.

paL

the way that conversing humans .
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It is then matched sPccessively in the following forms after
succesdlve deletions%

BE YOU MAIN PROBLEH %
WHAT YOU MAIN PROBLEQ
WHAT BEE MAIN PROELEM
WHAT BE YOU PROBLEM

WHAT RE YOU MAIN

and only the penultimate 1line existé\as one of the Stojjé_
patterns and so is matched. Stored in the same format As
the patterns are rules expressing the consequences for the
‘patient' of detecting aggression and over-friendliness in
the interviewer's questions and remarks. The matched pat-
terns”round are then tied directly, or via these iqference
rules, to response patterns which are generated.
Enormous. ingenuity has gone into the heuristics of

-

this system, as fts popularity testifies. The system has

‘also changed considerably: it is now called PARRY 2 and

contains the above pattern matching, rather than earliex\»
key work, heuristics. It has the partial, or what some ,
would call ‘'pragmatic' , rules about expeq}ation and intén-
tion, and these alone might qualify it as 'second generation’

’ on some interpretatfons of the phrase. A gcnerator is also ‘
being installed to avoid the production of only 'Fanned' B
responses.

Colby and his associates have put considerable energy “ §
into actually trying to find out whether or not psychiatrisis
can distinguish PARRY'S responses from those ¢f a patient
(Colby and Hi1f '73). This is probably the first attempt
to actudlly apﬁly Turing's test of machine-person distin-
guishabi}lity. There are statistical difficulties about

/ interpreting the results but, by and large, the result is
that the sample questioned cannot distinguish the two.

Whether or not this will influence those who still, on prin-

ciple, believe that PARRY is not a simulation because it

>

” 3




'does“not understand', remains to be seen. It might be
arque$ that they are in danger of falling into a form of
Peper£ 8 'human- superhumte fallacy' of attacking machine
limulations because they do not perform superhuman tasks,
) like translate poe:ry, ‘tasks that some people certainly
can; do, When such sceptics say that PARRY does nog f%der-
stend they- have in/;heir minds a level of understanding that
“is certainly high - one could extend their case -ironically

by pointinq out that very few people understand the content.

of sentences in the depth and detail that an analytic philo-
ldpher does, and a very good thing too. There can be no

doqbt that many people on many occasions DO seem to understand .

in; the way that PARRY does.

Py

‘s is a rich syetem of semantic representation, ”

develép d over a period of six Years, with the collaboretion
of a npmber of talented students. Its graph IY!FOI of
n has influenced psychologists like Abelson (1973),

Schank's contribution has been the notational

system representing the structure of natural language sen-

tences, and this hes been pr&grammed by various collaborators

over the years. 1In ;és_present version, called QARGIB

(Schank et al '73) it has .an analyser of English due to ‘ .
Riesbeck (1974), a semantic memory component due to Rieger

{1974), and a generator of Ehglish due to Goldman (1974).

MARGIE produces output in ¢wo odes,,dsggfstrating the sort

of conceptual inferencing that ‘goes on at the level of the
le-entics repreeeetation: the PARAPHRASE mode and the‘INFE-

RENCE mode.. Samples of input and output to and from the

»7two modes can be shown thus: /

-

$ (Footnote on page 31)

31
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= (nrERENCE 30":’

INPUT: Jahn told Mary that Bill wants a book.

‘QUTPUT: A book about what ’

Mary knows that Bill wants a book.
-Bill wants to come to have a book. -
Bill wants someone‘to cease to have a book.

(PARAPHRASE MODE)

INPUT: John killed Mary by choking Mary.

OUTPUTE John strangled Mary. |

John choked Mary and she died because sh&'could not breathe.

Mary died because she was unable to inhale some air and she
was unable to inhale some air because John grakbed her neck.

»

The ajm of Schauk's system hds always been to provide -
a representatlon of meaning in terms of which these and other
tasks, such as machine translation, could be carried out;
a representation, moreover, that was’to be independent of
any particular languages,wand of syntax, and indeed, of all

.

T formal structure\of Schank's grarhs is that of de-

surfE:e structure whatever.
pehdency gramm=r (Hays '64), and the items in the graph are
of four types, or conceptual categories. They are‘symbolised
as PP, ACT, BRA and AA, which are acronyms, but which

‘:>eir

correspond closely (for the purpose of understanaing

$ Schank distirdguishes 'conceptual' and 'semantic' represen-

tations in a way that is important for him within his own

system. However, I shall use the terms indifferently since,

in ¥his brief and superficial description, nothing hangs
7upon the distinction.

\5 32
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T
function) to those of a ngun, verb, adjective and adverb,

s > T -
respectively. The @aﬂ&c structure is called a conceptualisa-

tion, and is normally introduced with a straightforward de-
n'/

pendency structure such as, for the sentence 'The man took a

book': / s

.
*

Man¢g=§take(iLhook

Here 'p' indicates past, arnd-: the dependency symbol linking
amPP to_the ACT ('take') whf::!I;\;F;\hah\2§ the conceptual-
isation, as with Simmons. * The ‘o' indicates the objective
ca-e:.marking the dependence of the 6bject PP on the central
ACT. There is a carefully congtructed syntax of linkages
between the conceptual categories, that wil]l be described
only in pait in what follows:

The next stage of the yotation involves an extended case
notation and a set of primitive ACTs, as well as a number of
items such as PHYSCONT which indicate other states, and items
of a fairly simplified psychological theory (the dictionary
éntry for advise, for example, contains a subgraph telling
us that Y ' will bencfit' as part of the meaning of 'X
2dvises Y' (Schank '73)). There are four cases in the

system, and their subgraphs are as follows:

Objective case: ACT eo—-—_PP
R [OFP
Recipient casc+ ACT €&——]
\—<(PP

.

* This is a considerable oversimplification, made in order

to give a brief and self contained description. ©put, in fact,
many English nouns are represented as ACT's: chair, pen,
q‘nesty, and transportatdon.

+

< -»
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<

Instrumental case: ACT £

Directive case: © ACT &
<PP

yE

There are at present fourteen* fasic actions forming the
nubs of the graphs, as well™as a default action DO. They
\are: PROPEL) MOVE] INGEST} EXPEL, GRASP! PTRANS] MTRANS,
ATRANS, SMELL, SPEAK, LOOK-AT, LISTEN-TO, CONC and MBUILQ}
The notions of case and primitive actVare related by rules
in the development of conceptualisations. So, for example,
the primitive act INGEST has as its instrument the act
PTRANS. - There are also other inferences from any ACT classi-
fied as an INGEST action, such as that the thing ingested
changes its form; that if the thing ingested is edible the
ingester becomes ' more nourished' etc. (see schank '73,
pp. 38ff.). This will all become clearer if we consider
the transition from a dictjgnary entry for an action to\a
filled-in conceptualisation. Here is the dictionary entry

for the action 'shoot':

o] ;
X % PROPEL ¢ bullctél_msi un

0. T

Y c—_—-_*/\ hurt

Ve can consider this entry as an active 'frame-like' object

—Y

seeking filler items in any context.in which it is activated.
Thus, is the scntence 'John shot the girl with a rifle', the
variables will bec filled in from context and the case in-
ference will be made from the main act PROPEL, which is that
its instrument is MOVE' GRASP or PROPFL, and so we will

arrive at the whole conceptualisation:

s

* Since the publication of (Schank 73a) their number has been

reduced to eleven (plus DO) by the climination of SMELL'
LISTENTO' LOOKAT and CONC, and the addition of ATTEND.
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. —3girl rifle
John G===)PROPEL ¢&— bullet ¢— EI ’
, T"\ L_¢rifle. Jl P
bullet i
. PROPEL
A:> PHYSCONT
T T
girl .
bullet
¥ : i
A 4
: . rifle girl
This case . inference must‘%e made, according to Schank, in
order to achieve an adequate representation. There is, in
the last diagram, a certain redundancy of expression, but
as we shall see in the next seéction this often happens with ‘

deeper semantic notations. “~ -

More reCently;, Schank, togecther with Rieger, hag devel-
oped a new class of causal inferences which decpen the
diagrams still further. So, in the analysis Qf 'John's cold
improved because I gavé him an aéple"(in Schan§ “74a) the
extended diagram contains at least four yet lower levels
of causal arrowing, including one corresponding to the no-
tion of John constructing the idea (MBUILD) that he wants
to eat an apple. 'So we can see that the underlying explica-
tion ok meaning here hb» not?only in the sense of linguistic
primitives, but in terms of a theory 6f mental acts as well.

NOw there are a number of genuine cexpositional difficul-
ties here for the commentator facoed with a system of this

complexity. One aspect of this is the stages of development

of the system itself, which can be seen as a consistent
process of producing what was argued for in advance. For
example, Schank claimed early on to be a constructing
system of semantic structures underlying the ‘'surface of
natural language', although initiaily there were no primi-
tives at all, and as late as (Schank et al '70) there was

only a single primitive TRANS, and most of the entries in

X
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the dictionary consisted of the English words coded, together
with subscripts. Since then the primitive system has blossomed
and there are now twelve p{imitives for ACTS including three for
o the original TRAMS itself. Each exposition of the system re- . -
counts its preceding phases, from the original primitive-
free one, through to the present causal inference form;
rather as each human foetus is said to relive in the’yomb
all the evolutionary stages of the hPman race. The only

trouble with this, from an outsider's point of view, is that

. at each stage the representation has been claimed, in firm
— tones, fo Be the correct onc, while at the same time Schank‘
- \ A)

admits, in moments of candor (Schank '73), that there is
no end to the conceptual diagramming of a scntence. This
difficulty may well reflect genuine problems in language
itself, and, in icts acutest forﬁ concerns a three-way con-
fusion between an attractive notation for displaying the
‘meanings of words', the céurse of events in the real
worléi and, finally, actual procedures for analysis. It

-

is not always clecar whether or not prooccdures {mplementing

conceptual dependenca are intended to recapture all the.

many phases of expansion of the diagrams. s
' This raises the, to me, importaq‘t question ©f the ap-

plication of a s‘emantic system, thaf I shall touch on again

later. Schank, for example, does mention in passing the

questions of word-sense ambiguity, and the awful ambiguity

of English prepositions, but they are in nobway central for -

him, and he aéﬁumes that with the availability of"the cor-

reé¢t representation', his system when implemented must in-

evitably solve these traditional ;nd ve{ing questions. No .

procedures are h£;¥ed at aléng with the graphs as to how this -

is to be done. A distinction of importance may be becoming
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apparent here bétween Schank's work and Riqur's: in Rieger's
thesis (Rieger '74) the rules of inference appear to create
separate and new subgraphs which may stand in an inferential
relation to each other so as to pfdducé conclusions aboqt ¥
problems of, say, pronoun referenc;, etc. But in Schank;s
corresponding papers the same inferences arc not applied%to
actual problems (Schank '74a) But only complexify the con-
ceptual graphs further. Closely'tonnecééd wifhhthis 1s‘§he
question of the survival of the surface.structure in the dia-“
grams. Until very recq_ntl;' primitiveisation applied obnly to ;. ,, .
verbs, that of nouns being left to Weber (Weber '72). - Most -
recently, though, ﬁﬁﬁg’words have becen disdppeariﬁg’trom 4
diagrams and been replaced by categoxics such as '"PHYSOBS ' .
But it is clear. that the surface is only slowly disappearing,
rather thadn having reen abhorred all along. f

In ﬁis most recent publication (Schank '74b) there;are
stgns that this trenAd of infigitely proliferating diéb;ams
is reversing. 1In it Schank considers the ‘application of -

his approach to the répresentation of text, and concludes,

correctly in mn view, fhag thehrepreseﬁtationé of é&ffs

of'tﬁe text must be interconnected by causal arrows, and that,

in order to preserve lucidity, the conceptual diagrams for . ‘.
inBividual sentences and t?eir;bgrts must be abbreviated, '
as by triples sych-as PEOPLE PTRANS PEOPLE= Here indeed, the
surface simply has to survive in the”representation unless

one is prepared fo commit onesclf to the extreme view that

the ordering of sentences, in a text is a purfly superficial

and, arbitrary matter. The sensc in which this is a waelcome
reversal of a trend should be clear, because in the ‘'causa-
tion™inference' development, mentioned earlier, all the con®

sequences and effects of a condeptualization had to be drawn .

: | 37 v -
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within itself’ Thus, in the extreme'//se, each sentence

of a text should have been represented hy a diaqram containing
most or all of the text of which lt was a patt. Thus the
representation of- a text would have been impossible on such
rprinciples.’ ‘// - - ’

At this point I shall desckibe in some detafl with
-lides the implementation of Schank's system.as a parser

.

by Riesbeck, ' N

Yilks

*

1y own systeg also has a uniform representation, in terms

of structures of primitives, for the tontent of natural
language. It is uniform in that information that might
conventionally be considered syntactic, semantic or factual
is All represented within a single structure of complex
entities* all of which are in turn constructed from a budget
of 80 primitive semantic entities.

» The system runs on~-line as a rackage of LISP and MLISP
’progrums, taking as input small paragraph;‘of English, that
" can be made up by the user from a vocabulary of about 600
words, and producing a dood French translation as output.
'This environment provides a pretty clear test of language
understanding, because French translations for everyday

Prose are either right or wrong, and can bé seen to be 80,
while at tlie g&me time, the major difficulties of understandina'
programs word sense ambiguity, ﬁase ambiguity, diffi-
cult pronoun reference, etc. =+ can all be represented
within a machine translation environment by.\for‘example;
choosing the words of the input sentence containing a pro-
noun reference difficulty so that the possible altérnative
references have different genders in French. 1In that way

the Frenah output makes quite clear whether or not the

*called fTrmulas and paraplates

K | 38
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Program has made the correct infergnces‘in order to gpder-
stand what it is transl&tinq. The pquram is reasonably
robusﬁ 1n‘;ctual performance, and will. even tolerate:a certain
amount of bad grammar in the 1nput, since it is not performing
a syntax analysis in the conventional sense, but se¢ﬂing ’
messages representable in the sqt,ptic structures employed.

Typical input would be a sentence such as "John lives

out of town and drinks his wine cut of a bottle. He fhen X/q

- R “

throws the bottles out of the window."” The program will |

produce French sentences with different. output for efach of ‘
. <y

the three occurrences of "out of", ince it realises that

they funcédon Quitg differently on the three ‘occasions of

use, and that the difference must be reflected in the Frefch.

A sentence such as "Give the monkeys bananas although they

are not ripe because they are very hungry“ produces .a trans-
“}atiSn with different equivalents for the two occurrences

éf ”ﬁﬁgy”, because the system correctly rcalises, frém whit, -

1 shafl describe below as preference considerations, that

the mqst sensible interpretation is one in which the first

"Ehey: refers to the. bananas ‘and the secdné»to the monkeys,

and bananas and monkeys ha;e\d}ffereng gendeés in French.

These two examples are dealt with in the “basic 110de” of ‘
the system (Wilks '73a). 1In many cases it cannot resolve

pronoun ambiguities Ly the sort of straightforward “"prefer-

ence congiderations” used in the last example, where, ;oughly -
speaking, "ripeness" prefcrs to be predicatéd of plant-like
things, and hunger of animate things. Even in a sentence
as simple as "John drank the wine on tﬁe table and it was
good"”, such considerations arc inadcquate to resolve the
ambiguity of nign between wine and table, since both may be,
good things. 1In.such cases, of inability to resolvec within

).
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its basic ﬁode, the program deepens the representation of
the text so as to try and set up chains of inference that
will reach, and so prefer, only one of the possible referents.

I will return to these processes'in a moment, but first I

shall give some brief description of the basic reprei;ntatioﬁ‘ -
'3

- P

set up forcEnglish.
For each sense of a word in its dictiongry the program

sces a rmula. This is a tree structure‘of semantic primi-
tives, and is to be interpreted formally uging éapendency -

relations. The main eloment ip any formula is the rightmost,
called its head, and that is the fundamental category to

which the formula belongs. In the formulas forfactions{ for
example, the head will always be one of the primitives

PICK, CAUSE, CHANGE, FBEL, HAVE, PLCASE, QIR, SENSE. USE, - .
WANT, TELL, BE, DO, FORCE, MOVE, WRAPM, iTHINiy(_, FLOW, MAKE, .
DROP, STRIK, FUNC or HAPH. ' «

W

Here is the tree structurc for the action of drinking+

L

. \ : /N . 7 “ \\\\\
/N \ A NN
(*aNI ~ SUBJ) " ( . ORJE) . (SELF IN) ( { TO) (MOVE CAUSE)
| - (rd1s L)
, (FLOW STUFF) '}
(*anz

/N
(THRU PART)
Once¢ again, it is not ncccssary to ¢xplain the formalism

in any detail, to sce that this sense of "drink" 1is being
expracsced as a causing to move a liquid object (FLOU STUFF)}

by an animate agent, into that same agent (containment case

: 40
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indicated by IN, and formuLa syntax inditifies SELF with the
agent) and via (direction case) an aperture (THRU PART) of the
agent.:

&enplate structures, which actually repre;gnt sentences and
their éarts are built up as networks of formulas like the

one above.” Temglates always consist of an agent node, and

- Aac;ion,node and an.object node, and other nodes that may de-~
.pend on these. So, in building a template for "John drinks:
wine“,‘the whole of the ‘above tree-formula for "drinks"
would be‘placed at the action node, another tree structure .
for 'John' at the agent node and so on. The complexity of ’
the system comes from the way in which the formulag, con-
sidered as active entities, dictate how other places in

the same .template should be filled.

~ Thus, the "drink" formula above cin be thougnt’cf an
v an entity at a templete action node, seeking a liquid

object, that is, to saw a formula with (FLOW STUFF) as 1its -

right-most branch, to put at the object node of the same ‘

template. This seeking is preferential, in that formulas LN

not satisfying that requirement will be accepted, but only

if mothing satisfactory can be found. The templage findlly

established for a fragment of text is the one in which the - ’

most formulas have their preferences satisfied.J There 1is

a qeneral princig]e at work here: that the right interpre-
tation "says the least"” in information-carrying term . ¢
This very simple device is able to 4 uch of the work

v

of a syntax and word-sense ambiguit resolving\gicgram.

”For example, if the sentence-had been “John dran¥ a whole
Pitcher", the formula for the "pitcher of liquid" wculd

have been preferied to tﬂﬁt for the human, since the

subformula (FLOW STUFF) could be appropriately located -

—
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within it. R
A considerable amount of sqyeezing of this simple canoni-
cal form of template is necessary to make it fit the complex-

i ity of language: texts have to be fragmented initially;

. then, in fragments which are, say, prepositional phrases

there is -a dummy agent impesed, and the prepositional formu-

la fuzﬁtions as a pseudo-action. There are special "less
pre¥erred” orders to deal with fragments not in agent-action-

‘ object order, and so on.

‘ when twalalnferences have been done that set up the A
agent action object templates for fragments of input text,
the.system attempts to tie these templates together so as
to provide an overall ‘initial structure for the input. One

;fo}m of this is the anaphora tie, of the sort discussed
for the "monkeysnandﬂgananas" example above, bdx\the more -
.general form is the case tie. Assignment of tnese would

'result in the template for the last clause of "He ran the
mile in a paper bag" being tied to the action node of the
template for. the first clause "He ran- the mile", and.the tie
being labelled CONTainment. These case ties are made with-

the aid of another class of ordered structures called

‘ paraplates, that are attached to the formulas for English

prepositions. So, for "outof" there would be at least six
ordered paraplates, each of which is a strinq of functions
that seek inside templates for information. 1In general,

paraplates range atross two, not necessarily contiguous,

templates. So, in analysing "He put the number he thought
of in the table”, the“successfully‘matcping paraplate would
Pin down the dependenCe~9f'the templaterfor the last of the
three clauses as DIREction, %y taking as argument only that

one template for the last clause that COntaiped tne formuiﬁ~

42
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for a numeriéal table, rather tikan a kitchen table,‘in

virtue, in this example,, of tne function in that paraplate
seeking a similarity of head (SIGN in this case) between th

. two object formulas,‘for "number" and "table (
The structure .of mutually connected templaces that has .

been put together thus far constitutes a "semantic block”,

and if it can be constructed, then, as far as the system is

concerned, all semantic and referential ambiguity has been

- v—'ﬂ
\‘rebolved and it will begin to generate Franch by unwrapping
b&ck again.~ 'rhe generation aspects of this work have ‘

beenudesctiped in (berskovits ). One aspect of the gene-

e
ral- notiqp of preference is that the system should never

7~“c0nstruct a deaper,or more,elaborate semantic representation
than is necessary for the taskin hand and, if the initial
block can be constructed and a'generation of French done,
no "Deepening” of the reoresenﬂation will be attempted.

However, many examples cannot be resolved by the methods

of this "basic mode" and, in particular, if a word sense
ambiguity, or pronoun reference, is still unresolved, then
a unique semantic block of templates cannot be constructed

and the "extended mode" will be entered.* 1In this mode,

new template-like forms are extracted from existing ones,f "
and then added to the template pool from which ‘further iwi
ferences can be made. So, in the template derived earlier
for "John drinks wine", the system enters the formula for
"drinks”, and draws inferences corresponding to each case >
sub-formula. In this examplé it will derive template»fake
forms equivalent to, in ordinary English, "The wine is in
John" "The wine entered John via an aperture” and so on.
The extracted templates express information already impli-

citly present in the text, even tn}ugh many of them are -

*Wilks '73b, and in press
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partial infe eEEe ones that may not necessarily be true.

Commoy-sense inference rules are then brought down,
which attempt, by a s}dple strategy, to‘consttuct the shor-
test possible chain of rule-linked template forms from one
containing an ambiquoﬁs pronoun, say, to one containing one

of its possible referents. Such a chain then constitutes

a solution to the ambiguity problen, aéb the preference

approach assumes tha£ the shortest ‘chain is always the right
one. S&} in the, case of "John drank the wine on the table
and it was good”, the correct chain to "wine" uses the two

rules:

b ¢

1. ((%ANI 1) ((SELF IN) (MOVE CAUSE)) (¥REAL 2))+(1(*JUDG) 2)

or, in "semi-English",

[animate 1 cause-to-move-in-self real-object-2]+[1 *judges 2]

I 2. (1 BE (GOOD KIND) )+ ( (*ANI 2) WANT 1)

or, again, ’

O is good)‘”’*canimate-Zowants 1)

These rules are only partial, thatQ

is, they cot;espond

only to what‘we may reasonably look out for in a given situation,
notmto what MUST happen. The hypothesis here is that under-
standing can only take place on the basis of simple rules that
are confirmed by the context of appiication. In this example
the chain constructed may be expressed (using the above

square bracket notation to contain not a reptesentation{ but

simply an indication, in English, of the template contents) as:
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[Fohn arank the wine] Template 1
forwards . .
int. [éohn ca:;es-to-move-in-self winé] = Template 1
i Eéohn *judges winé] by Il.
: }‘ [John wants wine] . % line above )
ards '
inf. I [wine is good] by I2. ﬁ -
[Eit is ‘ gooé] Template 3

-

The assumption here is that no chain using.other inference
rules could have reached the "table" solution hy using less .

than two rules.

The chief drawback of this system is that .«codings consis-
tlng entirely of primitives have a considerabple amount of
both vagueness and reduﬁdancy. \Fof;example, no reasonable
coding in terms of structured primitives could be expected
to distinguish, say; "hammer" ahd "mallet". ™ Thaq‘mhy not
matter provided thg codings can distinguish importantly dif-
ferent senses éf words. Again, a template for the sentence
"The shepherd tqugg his flock" would contain considerable
repetition, eacl néde of the template trying, as it were, to
tell the whole stoty by itself. Whether or not such a system
can resain stable with a‘i.;‘;;.;iderable vocabulary, of say ‘- .

several thousand words, has yet to be tested.

6. SOME COMPARISONS AND CONTRASTS

In this section I shall compare and contrast, under some
eight interconnected headings, the projects described in the
body of the noteﬁ. This is not easy to do, particularly when
the present author is among the:writers discussed, though
that is easily remedied by the reader'; making an appropriate

- discount. A more serious problem is that, at this stage of research
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in artificial intelligence a;d natural language, the most
attractive distinctions dissolve on more detailed scrutiny,
lé}oely because of the lack of any precisc theoretical statc-
ment in most, if not all, the major projects. There are those
who think that it therefore follows that this is not the moment
for any form of critical comparison in this field, and that

no more is nceded than a "positive attitude" towards all possible
projects. Only those who fecl that, on the contrary, any time

is as good as any other for the discussion of intellectual
differences in the hope of progress, should read on.

It must be BQmitted_right away that the selection of
projects discussed above, like Winograd's distinction between
first and second generation systems, on which the selection
was to some ‘extent bascd, cannot be defended by any strict
definitions: one that would, in this case¢, includz all the
projects described, and e¢xcludc all those of Winograd's
“first generation" Onc¢ might, for example, want to define
second generation systcems (in the study of natural alanguage
within thcﬁel paradigm) in some very general terms, such as

-—
representation of text that are signifieantly differcent

\._

those systems which, (1) contain complcex semant}c\structures for the

from the "surface structurc"” of the input, and (2) contain
cognate structures representing conceptuzl and rcal world
knowledge that is not cxplicitly present in the input text.
Even 80 genceral a description of a “framcs" type approach
would not cover Charniak or Colby with the first point.
Morcover, th¢ second point would cortainly cover winogﬁad s
work, as well as other first gencration approaches, s& it is
clear, at the outscét of any comparison, that thore is not
e¢ven a simple and unequivocal ‘definition which covers all

and only the projects to bo compared.
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Level of Representation

One important line of current disputc among the second
generation approaches concerns the appropriate level of re-
presentation for natural language. On the one hand are
those like Tolby, and apparently Charniak, giho hold that
lapguage can be in effect, self repggpentipg~(or represaented
by what I called pro;ections in Section i), while on the

—a

other hand, there are thoac like Schank aﬁa\, f,who holad-
that“spe appropriate lc¢vel of comgutation £or iﬁ@ctences

about natulra language is in some re_du,c\sd,ﬁ or primitive, ST ‘

- representation. I wrotec appears"}in the caseaot Charnigk oo
because he holds that his structuros are independent of_ any
particular level of representatibnf:Qr“?thek, théfétg;;*A
could be realized at a2 number of le&gLs of;répregbntgtion,
depending on the subject arue. Hoye;cf, thore is no- g .
doubt theat the represcntation in tegys of predica?ea that
he offers in his work appears to be in one-to-one cCorrespondence
with English words.

The strongast low-level appronch is undoubtedly that of st
Colby, who straightforwardly facus thec e¢normous m‘@ptﬂﬁ’

problems involved if the structurcs arec at the Englt&h

word level. It is important to realizo that th;s/disputeﬁ e w’

is ultimately on¢ of degree, since no one would claim that -
every locution recognized by an int:lligent analyscr must
be mapped into a "decp" reproesentation. To take an eg;iemd
cas¢, any snstem that mapped “Good MOrning" into a &5&} .
somantic ropraescntation before deciding that the correct

résponsc was also "bood Morning' would be making & scriocus
theorctical mistake.

However,»the fiost scurious arqument for a non-superficial

representation i3 not in torms of the avoidance of mapping




difficulties, but in terms of theoretical perspicuitg of‘the
primitiQe structures, and this argument is closely tied to.the
defence of semantic prihltives in general, which is a large
subject not to be undertaken here. One of the troubles about
semantic primitives is that they are open to ggg'defenses,
which decrecase rather than increase their plausibility.
For example, some users of them for linguistic representation
* have declared them to have some sort of objective existence,
‘. " and have implied that there is a “"right°-set” of -primitives
open to cmpirical discovery. On that vie; the essentially
linguistic churactez of structures of primitives 1is lost,
for they then might as well be strings of binary numbers, or
something equally opague and non- linguistic. No great deal
of thought is required to see¢ that that simply could not be
the case. Wwhat is the casc is that there is a considerable
amount of psychological avidence th-ot pcople are able to
recall either the actusl words or the syntactic structure
used. There is large liturature on this subject, from
which two sample referenles would be (Wettler '73) and -~
(Johnson-Laird '74). “
‘ These results are, of course, no proof of the existence
of semantic primitives, but they are undoub}edly supporting -
evidence of their plausibility, as is, on a different plane,
the rosult from the ¢ncoding of the whole Uebster's Third '
Intcrnational Dictionary at Systcms Dgyelopment Corporation,
whore it wos found that -a rank-Prdorud frcéuéncy count of
the words used to define othcguwords in that vast dictionary
was 2 list (omitting "the and “a“) which corresponded almost
item-for-item to @ plauﬂiblc list qf scmantic primitives,
derived & priori, by thdsd\nﬁtuall; concerncd to code the

i
§
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structure of word and sentence mcanings.

‘It is important to distinguish the dispute about level
from the, close‘y connected. topic that I shall call the
‘centrality of the kn’dge reguired by a language under-
standiné system.

. Centrality S

o

What I am calling the centrality of certain kinds of

information concerns not its level of representation but
its non-specificity: again a contrast can be drawn between ‘
the sorts of information required by Charniak's system, on the

one hand, and that required by Schank's and my own on the

other. Charniyk's eoxamples suggest that the fundamental
form of information is highly specific* to particular situa-
tions, like parties and the giving of presents, while the

sorts of information central to Schank's and my own systems

are partial assertions about human wants, expectatio and
so on, many of which a s8¢ general as to be alnmg qcuous
which, one might argue, is why their role in &nding

has been ignored for so long. ,

If I were.a rcasonably fluent speaker of, say, German,
I m ight well not understand 2 German conversation about ‘
birthday presents un 8 had déetailed factual information
about how Germans organize the giving of presenté, which
might be considerably different from the way we do it. |
Conversely, of course, I might understand much of a techni-
cal article about a subjcct in Whlch I was an eppert, even
though I knew veory little of thc languzge in which it was

writton. ) . ) . , r

- *In Charnisak's most rccent paper (1974), hm gives much nmore
geneoral rules, such 38 his “rule of significant sub-action"” ’

14
Y
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There are certaxnly considerations that tell for Charniak'\
approach, and it is perhaps a paradox that the sort of
natural language understander that would tend to confirm his
assumptions would be one concerned with discourse about, say,
the details of repairing a motor c2r, where factual infprﬁﬁr
tion is what is ccentral, yet, irconically, Charniak has
concentrated on something as general =s children's stories}
with their need of deep assumptions about human desires ané
behaviour. 7

In the end this difference may again turn out to be oneﬁ
of emphasis, and of what is most rappropriate to different
su?ject areas, though there may be a2 very genaral issue

lurking somewhere here. It seems to me not a foolish question

to ask whether much of what appears to be about netural

language in AI reacarch is in fact about language at all,
Even if it is not that may in nc way detract }rom its

vabue. Newell (Moore, Mewcll '73) has argued that Awg.

work is in faét "theoretical psychology:J in which case

it coulé hardly be research on natural languagc. When

describing winograd's wo;k carliar in the paper, I raised

this question in a wcak form by asking whother his defini-

tion of "pickup” had 3nything to do with thce natural language

use of the word, or whether it was rather a description of

how his systoem picked somcthing up, 2 quite differcnt matter.
Supposc wc gencralfze this query somewhat, py asking

the appare;tly absurd questicn of what would be wrong

with calling, say, Charniak's work an w.ussay on the 'Socio-

Economic Behaviour of Amcrican Children Under Stross?’

In the case of Chathiak's work this is a1 facctious question,

askid only in order to maki a point’ but with an increasing

¢
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number of systems in A.I. being designed not essentially to
do research on natural language, but in order to have a natural
language “front ehd& to 2 systenm tﬁst is esscntially intended
to predict chemical spectra, or play snakes and ladders or
whatever, the question becomes a serious one. It secems to be
a gpod time to ask whether we should expect advance in under-
gt;nding natural language from those fackling the problenms
;Ead on, or*‘those concterned to build a "front end". It is
clearly the case that any piece of knowlcdge whatever could
be elsenﬁial to the undorstanding of some story. The guestion
is, does ittfollow that the spccification, orgAnizatian and
formulization of thatcknowledge ig the study of language,
because 1f;&t is then . 2ll human enquiry from physics and
history’fb medicine is a linguistic enterprise. And, of
course, that possibility has actually been entertained within
certain.strains of modcrn philosophy. ‘

Howavéf{il am not trying hcre to breathe fresh life into
a philosophical distinction, bectweoen being about languago
and not being about language, but rather introducing a N
practical distinction, (which is also a considcuration in
favour of opting, as I have, to wcrk on vury gencral and

central arcas of knowludge) butwoecen specific knowledgo, and

central knowledge without which a sy:g&m éould not bg¢

said to undcerstand thc¢ language at all. PFor gxample,hl

might‘knéw nothing of the¢ ~rrangumuent of Amurican birthday
partivs, but could not b. accused of not undurstandiné .}
English ¢ven though I failed to unduerstand somc particular
chi?dtun's story. . Yut, if I did not havu avdilablc somc

vory genoral partial inforuence such as. the onu peoplc buing
hu{t and falling, or on- aQout preoploe undcﬁvouring to“

posscss things that they want, then it is5 quitc possiblu

¢
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that my lack of undcrstanding oftQuite simplce sentences would

cause observers to think that I diad not understand English.

-

An intcresting and difficult question that then ariscs is
" whether those who concentrate on central and less central
arcas of discoursc could,/in principle, weld their bodics
of inferences together in such a way as to create a wider
systcem; whether, to put the matter another way, natural

language is a whole that can be built up from parts?

Phenomenological level

Another distinction that can bc confuscd with the central-
specific one is that of thc "phenomenological levels” of
”inferences in an understanding system. I mcan nothing
daunting by tho phrase: consider the action eating which
is, as a mattur of anatomical fact, quite often an act of
bringing the boncs of my uina and radius (in my arm) close to
that of my lower mandiblec (my jaw). Yut clcarly, any systam
of common scnsc inferences that considered such a truth
when recasoning about cating would bu making a mistake. One
might say that the phcnomenological level of the anaiysiq
was wrong even though all the inferences it made werce trut

.

on¢s. The same would be trut of any A.I. system that made

e

ovceryday infercnces about physical objcects by considering
thelir quantum structurc.

Schank's analysis éf cating contains the information that
it is donuc by moving th¢ hands to the mouth, and it might bc
arguad that wvon thi- is Joing too far from the “moaning®

of ¢ating, whatavor that may bu,qtowards gencerally true

information about the act which, if always inforrcd about o

all acts of cating, will carry the system unmanaguabl§ far.
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Thore is no denying that this sort of information might
be useful to have around somawhere; that, in Minsky's térms}
the "default” valuc of the instrument for cating is the
hand brought to the mouth, so that, 1if we have no contrary
information, then that is the'way to assumc¢ that any given
act of cating was performed. Nonctheless, there clearly is
a danqe;, and that is all I am drawing attention to here,
of takinq inferences to.a phenomenological level beyond that of
conmon sensce. A clearer case, in fiy view, would be Schank's
analysis (1974a) of mental activity in which all actions,
such as kicking a ball, say, arc prcceded by a mental action
of conceiving or deciding to kick a ball. This is clearly
2 level of analysis untruc to co?mon‘sense, and 'which can’
have only harmful effects in a systenm intanded to mimic

common Sense reasoning and understanding.

Decougling

Anothbr "~eneral issue in dispute concorns what I:shall

call dccoupling, which is whether or not the ectualAQarsi*g

of text or dialoguc into an "understanding system” is e¢ssen-
tial. Charniak and Minsky believe that this initial "parsing”
can be effectivdly decoupled from the intercsting infcrential
work and. simply assumed. EBut, in my view, that is not so,
becausc many of the later inferences would sctually have to b
done alreaay, in order to have achieved the initial garsing.
For cxamplc, in analysing "hc shot her with a colt”, we

canhot ascribc any structurc at all until we¢ can make the
inﬁeronce that guns rather than horsus'a}u instruments for
shooting, and so s"l A sertenge cannoty bu 1nsp££ﬁd into an
1nfer0ncc~but-no-parsing strué@hra (as in (AT JOFN STATION)) .

without assuming that languagc does not h2ve one of its
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easengial“characteristics, namely systoemiatic ambiguity.

As I argued at the beginning of the notes, if onc allows
representational structures to h=ave significanCcﬁguitu indu-
pcndent of their =z2pplication, then one m2y not be in A sitﬁﬁ-
tion essenti=ally diffcrent from that of the logicizn who
simply asscrts that suchland-sucﬂ is”thc "right étfucturc"
of somc scntence. X

hlso, the infcrenced required to resolve word sense S@bi- - ',
guitics, and thosc¢ rcquired $Q resolve pronoun reference T
problems, arc not of diffcrent types; oftun the two problems
occur in 2 simpleu scntence and must be rusolvudwtogcther;
But Charnismk's dccoupling has the c¢ffect, of completely
saparating these two closeiy'rulatud 1inguistic phenonmana L
in what sccms to me 4n unreanlistic menner. HKis system docs
inferencing to resolve promoun ambiéuitius, while scnsc

ambiquity is prusumably to bc¢ done in the future by some

other, untimatcely recoupled, systum.*

Another way of pointing up tﬁé différghce bc}w@en the N
attitudes of sccond écncration systems to decoupling, in -
relation.to the first guncration, is by doécribing tpc rolc

‘ot synt~x anzlysis in them. As wo saw, syptnx'was the_ huoart
of Winograd's system, but both levels cf frame approach dis-
count syntax analysié, though for v-ory diffcrunt reasons:
Charniak dous eo bucause it is piort of the initial parsing |

from which his inforentisl work has beon decouplod. Schank -
and I do so bucausc we belicve s-mantie an~lysis tc be funda-

. mental, and that in an ~ctual implumentation the rusults of

syntactic analysis c+*n all boe achicvved by = suf%iciuntly

poworful sumantic =nolyscr. And this last QSsumptioﬁ is

v] : \

- v Y

*plthough Chorniak wéul.d ~rguc that scnsc ambiguity couid b
introduced into” higf systuw in its proscent form.

04
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. ) "
confirmed by the limited degree of success that the two geman-

. tic analysers have actually achieved in operation.

“.

- Availability of gurface structure o

An issue close to that of the‘appropriate level o?‘repre-
sentation in a system is that of the availability of the sur-
face structure of the language *nalysed, or, te put it more
c:uéely,‘the availabilityuduring subsequent analfsis of the
actual wo%ds being enalysed. These aré clecarly available in

. Colby, and‘are indirectly available in. Winograd's 2nd my own
system, but Shcank makes a point of the ;mportance of their .

.non -availability,. on the grounds that an ideal representation

shouﬁd be totally 1ndeptndent of the input surface structure

and wo:ds. There are both theoretical and prictical aspedts

to this claim oé Schank's: in the\limit, the order of thue

sentences 6& a text is part of its surface structure, and

presumably ik is not intended to abandon this “superficial

informationr . In on: of his recent papers (1974Db) Schank

secems to haVe accepted some limitation on the abandonment

of surface strdcture.

. The other, p?hctical point concoerns the form. of representa-

tion cmployed: in the (1973) implcmentation of Schank‘s sys-

tem nsing an a.naly‘ser of innut text, 2 mémory and 31 generator - ﬁ ‘
of reaponses, it was intended that nothing should be trans-‘

ferred from the input pre/;am to the output program except

a representation coded in the structures of primitives dis-

cusse? earlier*. The question that arises is, c¢can that

structure specify and distinguish’ word-scnses adequately

without transferring information specifically associated

with the input word? Schank clc=arly bclicves the answer-to

* This point i1s to somc extent hypothcectical since, as we saw,
Schank's conceptualizations still do contain, or z2ppear to cén-
tain, many surfacc items; in parxticular nouns, gdjectives an
adverbs, However, this is a transitional matter and they
in the course of replacement, as noted, by non-supcrficifl items.

-+ .
U o :
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this question is yes, but that cannot be considered established
by the scale of_ qpmputations yet described in print.
,Agsuitable environment in which to consider the question

is that of translation, from one languagec to another. suppgi? e

R—

_“%g are analysing a sentence containinaﬂthe word "nail", N

- S
.

meaning a physical object.: It is clear that the translation
of that word into French should not be the same aS'the trans-
lation for "screw) o; "peg". Yet is it plausible that any
discription of the function of these three entities entirely ’//
in térms of semantic pri%itives, and wiéhout any explicit

mention of the word name and itE connection to its French

equivalent, will be sufficient to ensure that only tﬁi///)
‘right match is made?

-7 . ‘ /
* pplication . -

ATﬁis‘point is a gencralisation of the last two, and -

concerns the Way in which different systems display, in the

N\ R
structurif they manipulate, the actual procedures of appli-

cation of those structures to iAput text or dialogue. This :

s

is a matter d&f:irent from both that of the availability

of the surface

tructure, and of a comgytei(implementatioﬁ

‘ , of the systen. In the case off Colby's patternS, for cExample
\

the form of their application to the input English istclear,

even though the tching invoIV:iqcould be achieved by many
i

different implen qFatiSn algor ms. In the case of my own
system, I hegld the same to be true og the temp&:te structures,
even thoagh by the time thgu/pput has reached the cnnonicalh .
templa form it is considerablv different from fhe input
surfac st;u’%ure. The system at the, extreme end gf any
scaie of perspicuity.of application i:{ﬂipograd's, where

the procedural notétion, by its‘naturé, t&nds- to make clear
. : a
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the way in which the stxructures are applied. AT the other

end are the systems of Schank and Charniak, where no appli-
cation is specified, which means that the represcntations are
not only compatiblé with many implementation algorithms, which

does/notxmagter, but a2rec also compatible with many systems

uistic rules, whose specification is an essentiai pleve
quiry, and whose subsequent production may cause the
basi system to be fundamentally different.

Ehglish prepositions will serve as an example: in Schank's
case notation there is no indication of how the case discrimina- "
tiwns are aétually‘to be applied to English prepositions in
tex 3\ So, for example, the preposition "in®" can correspond to

t)¥e containment case, time location, and spatial location,

among others. As w¢ saw earlier; the discrimination. involved

in actual analysig is a matter of specifying very delicate
semantic rules ranging over the basic semantic structures

empléwed.\“fﬁ

seem to me to b

, the structurecs and case system themselves
essentially dependent on the nature and
applicability of rulys*, and so tQis application of the
system should have an obvious place in the overall structures.
It is notisecomthing to be delegated to a mere “"implementation”.

If enough of the linguistic intractables ** of English analysis ‘

* This is not meant to be just bland assertion. I havce written
at some length on the reclations betwecen application and the
theoretical status of linguistic theorics in (Wilks '74)

** The differences between Mingky's (1974) notion of "default
value”" and what I have called “pruference” con be pointed up in
tekms of application. Minsky suggest "gun" as the default valuc
of-the instrument of the action of shooting, but I would claim
that, in an example like the earlier “He shot her wf{h a colt",

w Q;ed to be able to see in the structure’ assigned wiether or
\\\//xgt hat is offered as the apparent -instrument is in fact an

.

instrument and whethef it is the deéfault or not. In other words,
we need sufficient structure of application to sec not only that

shooting“ prefers an instfrument that islgun, but also why it
will,choose the scnse of "colt" that is a gun rather than the
Pne which is & horse. . .

57 | P
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were to be delegated out‘of the represent?tion, A.I. would
be offering no more to the analysis df natural language than
the logicians who proffer the predicate calculus as a .
plausible structure for English. ‘

In some of his more recent writihgs Winograd has begun to
develop a view that is consiqerably stronger than this 'appli-

cation'one: in his view the control structure of an under-

standing program is itsclf of theoretical significance, for
only in that way, he believes, can natural language programs

of great size and complexity remain perspicuous. d

ForwarJ/inferqug - : . -

Another outstanding dispute concerns whether one should
make massive forward inferences as one goes through a text,
keep}ng all one's expectations intact, as Charniak and Schank
hold, or whether, as I hold, one should adopt some 'laziness
hypothesis' about underséanding, and gencratc deeper inferences
only when the system is unable to solve, say, 2 rcferentfal
problem by more superficial methods. Or, in pomputer terms,
should a systém be problem or date-driven?

Although Shank sometimes writés of a system making "all
possible” inferences as it proceeds through a text, this is not
in fact the heart of thc¢ dispute, since no onec would want
tc defend any strong definition of the term "all possibie
inferences". Charniak's argumcent is that, unless certeain

forward infercnces are made during an analysis of, say, a

story forward inferences, that is, that are not prob}em-driven;
not made in responsc to any piarticular problem of analysis

then known to the system then, as A matter of empirical fact,

the system will not in genceral be 2ble to solve ambiguity
or reference problens that arise later, becausc it will

ﬁever in fact be possible to locate (inle looking backwards

08
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at the text, as it were) the poifits where thosec forward
inferences ought to have been made. This is, in very crude sum-.
mary, Charniak's case against a purely problem-driven infer-
encer in a natural .language understander. ?

A difficulty with this argument is the location of an éXample
of text that confirms the §oint in a non-contentious manner. |
Charniak has found an excerpt from a book describing the
life of apes in which it is indecd hard to locate the reference
¢f a particular pronoun in a given passage. Ch;rniak's case .
is that it is only possible to do so if onc has made ‘certain ‘
{non-problem occasioned) inferences carlier in the story.
But a number of rcaders find it- quite hard to .refer that
particular promoun anyway, which might siggest that the
text was simply badly written. ot

Phis is a difficult matter about which to be precise: It

possible, for example, to agree with Charniak's argu-

on tHe gZbpund thathpat thce moment, this is the only way one
can ith the yast majority of infcrences for under-

standing, since any systcem of inferonces made in response to

@, no particular problcm in the text is too hard tq‘control in
practice. Indeced,- it is noticeable that the most recent papers/& ‘
of Schank (19742 and 1974b) 2nd Charniak (1974) have becen ' Sk
considerably lcss forward inferoence orientecd than sarlier
ones*. A

This d}spu;q is peorhaps only one of degree, énd about the

péssibiliéy of dcefining & dogroe of forward infurence that aids
the solution of later scmantic probloms without going into
unnecessary depth**,  This pight be an arce2 where psyochological

investigations would be of enormous help” to workers in AvI;

* A particularly intercsting withdrawl of a strong forward in-
ference thesis is hidden away on p. 283 of (Rieger '74) but has
been located by thc kuen cye of E. Charniak

** which may be no mor: than a ﬂ’&chological rostatement of
what used to be c2lled (Haywsg '71) (Sandewall '72) the franme
problem. (no relation, P.E.) |

. ra-
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The justification of systems

Finally, one might usefully, though briefly, contrast the~
different modes- of justification implicitly appealed to bz the N
systems described earlier in this paper. These seem to me to .

-

reduce to four:

(1) In terms of the power of the inferential systeﬁ employecd.
This form of justification has underlain the early predicate
calculus-based language programs, and is behind Hayes' (1974)
recent demand that any formalism for natural‘language analysis
should admit of a set theoretic semantics, in the Tarskian
sense, S0 as to gain "intecllectual rcspectability"}\as he pﬁts
it. The same general typc of justification is appealed to
in somec degrece by systems with PLANNER-type formalisma.

(1i1) In terms of the provision and formalisation, in any
terms inc}uding English, of the sorts of knowledge required
to underQ{and araas of discoursec. ,,

(11i1) Iin terms of the actual performance of a systcemn,
implemented on a computer, at a task agreed to demonstrate \
understanding.

(iv) In terms of the linguistic and-or psychological
plausibility of thc proffered system of representation.
Oversinplifying cons{derably, onc might say that Charniak's
system appeals mostly to (ii) and somewhat to (i) and (iv)
Winograd's to (iii) and somewhat to the other three categorius;
Colby's (as rcgards its natural longuage, rather than
psychiatric, aspects) appéals alnost entirecly to (iii);
and Schank's and my own to differing mixturcs of (ii),

(111) and (iv). ”
In the ¢nd, of coursc, only (iii) counts for empiricists, {\\\K

but there is considerable difficulty in getting all parties to
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agrec to the terms of a test.” A cynict might say that, in the
end, all thesc systcms analyse thé.aéntence; that they analysc
or, to put the same point 2 little more theorutically, therc

is a sense in which systems{ those¢ describped herc¢ and those

elsewhere, each definc 2 natural language, namely the one

to which it applies. Tgp/difficult question is the extent to

which those many and. small natural lphguaées resemblce English.

7. CONCLUSION

The last section stressed areas of current disagreement?’but ‘.
there would, if votes were taken, be considerable. agrecment
among A.I. workcrs on natural {gnguage'about ;FEFE‘the Jarge
problems of the immediate future are; the need for a.yood memory
model has becen stresscd by Schankk(1974a), and many would ‘
add the need for an extended procedural theory of texts, rather
than of individual example scentences, and for a morék%ophisti-
cated theory of reasons, causes, and motives for use in a
theory of understandinq."uany might also be persuaded to
agree on the necd to stecer between the Scylla of.trivial
first generation implementations and the Charybdis of
utterly fantﬁstic ones. Py the latter, I mean prejects that "
have been»seéiously discusse¢d, but never implemented toS*
obvious reasons, that would, say, ¢nablu a diﬁlogue prog}am
to discuss whether or not a participant in 2 given story
"falt guilty", and if so why. i

The last discase has sometimes had a3 a maj%r symptom 2an
extensive use of the word "pragmatics” (though this can also
indicate quite benign conditions in other qéses), along with
the implicit claim that "semantics has been solved: so we N
should get on with the pragmatics”. It still necds roepeating

that there is no sense whatever in which the scmantics of

61




61.

natural language th been solved. It is still the enormous barrier
it has always beepu even 1if a faw dents in its surface are
~_beginning to appear here and there. Even if we stick to the
simplest examplesi that pfesent no difficulty to the
human reader--fanh it must bc admitted that it has been one of
the persistent fﬁblts of the A. I. paradigm of languagec that
it has spent toofmuch time on puzzles examples---there are
still great diff%culties both systematic and linguistic.

An example offthe former would be the development of a
synamic systen qf undergtanding texts or stories that had
any capacity to recover after having its expectations satisficd
and thcen, subscquontly, fruetrated.. At present no system of
the sort described, whethcrnof demons, prefecrence or whatever, .
has any such capacity to recover. The situation is quite

different from that in a dialogue, as in Winograd's sygtem,

where, on b¢ing given cach new piece df information,
systcm checks it against what it knows, to sce if it/is being
contradicted, and then bchaves in an dppropriately puzzled

way if it is. In frame or "expectation” systemg it is all

too easy to construct apparently trick, bup/ﬁgsically
plausible, examples that satisfy what w being lonkea for

and then overturn it.’ That possibiliiy is alr€¢d§ab&ilt,in§g_; emm s
the notion of frﬁmc or cxpectation. An example of Phil Hayes o
against my own systcem will scrve: consider "The hunter licked

his gun all over, and the stock tastad especially good”.

What is mcant by "stock" is clearly the stock pieee of the

gun, '‘but any'prcferencc system like mine that considers the

two sensces of "étock", and sces that an vdible, soup,

scnse of hstoc$" is the preferred object of the action

"taste", will infallibly opt for tho wrong sense. Any frame

or expectation system is prone to tle same general kind of

b
counter-~example.
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In particular cases like this it is casy to suggaest what
might be done: hcere we might suggest a prefcecronce attached
to the formula for anything that was cssentially part of
another thing (stock = ‘part of gun" in this casc), so that
a8 local search was made whenever the "part-of” c¢ntity was
mentionad, and the satiéfaation of that search would always
be the overriding preferencc. But that is not the same as
2 general solution to thc problem, which used to be called
that of "topic" in thc computational semantics of the
Fifties. Therc¢ are no solutions to this problem available .
here and now, though sonmc suggustions have buen madco by
Abelson (1974) and McDermott (17274). ‘

A closely related, but equally intractable, proﬁlem"is
that of how to combine highly 'specific factual infdrmation

within a gencral scemantic structuring. Systcems like Charniak's

Arc, as we saw, conccrncd with specific rather than concep-

tual information, but thcre ara quite simple "sumantic speci-
ficity" problems and one could not reasonably expect to 7 .
be tackled cven in 2 system devoted to the handling of “

facts, as can be scen by contrasting the sentences:

The deer came out of tho wood.
The grubk came out of the wood. . ‘
whare we might safelv assume that rceaders would assign quite
d’ . fferent scnscs to "wood" in th- two cascs simply on the
basis of the two diffurent agunts.  HNo-onc, to my knowlcdge,
vhas suggested any genceral method fo} tackling such clementary
examplces. 7 ,
But, to finish on thu bright side, it is important to
gstress that }here i3 indecd an A.I.qparadigm of lgnguage

undcrstanding in cx}stcncc*, one that cmbraces first and -

* Onc of the very few acknowledggments of this fact, of the
possibility of an 2.1. paradigm of language, from a linguist
is (Fillmore '74).

-
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second gencration apgroaches,,and which goesyback, I suggcsted,

o
. Y Dewge iees _ wd | Dp cemer== . L s o.. .
€6 a Con#idérablé amoéunt OoF 8arIisfr work in Computafignal

linguistics.” It can be distinguishcd by a catalogue of

L

neglect py conventional linguistics that can be summarised

under three heads:

v

(1) Thcoories of languagc must have proccdural application
o the subject matter that could in principle result in com-

puter application and subsequent empirical test.

. (ii)r theories of lanquage"must deal with it in a commu~

nicative context, onc amenable to cmpirical asscssment. Merely,

”;orting, as gencrative theories wo;e_designed‘to‘do, is not
enough. - = ' 5

(111) theories of language must aiso‘be, in clear sonse,
theories of the formalisation and organization of knowledge.
If they #re not then we can know in advance th;t £hey~can
never tackle the problem of language undcrstandiné.

.

A NOTE ABOUT THE REFERENCES:

The refcerences are given only for completencss. It is
not of course expectcd that those attending the course should
be familiar with them all. Howe¢ver, it would be good to
have glanced at the details 6f an articlce by cach of the
authors survéyed. In the abbrcviated’form of references below:

MOD and AIJC3 each éontain articles by 3 of the 4 authors

{not the same 4).

In ordcr to compress the refercnce list the following )

abbreviations for collecctions of articles will be used.

QIJC3 Advanggd papcrs of the Third Inturnational Joint
' Conferénce‘on artificial Intelligence, Stanford,
. calif. 1973
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" A3SB Proceedings of the Summer Conference of the Society
,'for Artificial Intelligence and Simulation of Behaviour,
. University of Sussex. 1974 .
TEDD Proceedings of the First International Conference on
ﬁacpine Translation, National Physicai’Laboratoty,
Teddingtoh, 1961 (EMSO, Lomdon, 1961).
ACL Procaeedings of the Conference of the Association for
Computational Linguistics, Amhcrst, Mass. 1974.
CAST Memoranda from the Istituto per gli studi Semantici e *
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