A ' ¥ R
"' DOCUMENYT ‘RESUN . ‘ S

BD 111 844,

’ oL S~ = 7 ooou/fs11 -
. AUTHOR Besel, Romald . ' -
TITLE - =1 . A Co:pa:iSngof Earick and Adam's Master -Learning
.o Test Kedel Hith;ﬁriewall's Criterion-Refprenced Test-
: Model, oo Te . ’ -
INSTITUTION .« | '59g£hvest Regional laboratory for Educafional
* Research and Developaent, Los Alamitos, [Calif.
-, REPORT NO SWRL-TK -71-04 . . .
PUB DATE ~\ 21 apr 71 . R
| NOTE ] \ 17p.; For related documents, see TM 00 812 and-
: ' 814 . o ) )
EDRS PRICE .| HF<$0.76 HC-$1.58 plgs Postage ° ,
. DESCRIPTORS Bayesian statistics; *Comparative Analfysis;
*Criterion Referenced Tests; Cutting ores; Decision

e . Making; Edgcational‘Diagnosis; Grouping ,
H{Instructional Purposes); *Mathematicygl Models;
. ; robability; Psychometrics; Test Inte pretation
. IDENTIPIERS riewalls Criterion Referenced Test M del; Mastery
~. .Learming Test Model (Emrick and Adans)f; *Mastery
Tests ) b .

- -
- -

3 '
* . ABSTRACT ‘
. ’ ,The assumptions of the Criterion-Refe

(CRT) model bproposed by Kriewall are compared to thoselof Emrick and
e Adamt's Mastery-learning (¥L) model, Testing, in the coktext of
"+ <instructional hanagement, serves three general purposesg: performance
evaluation (achievement of objectives), pPlacement (clas: ification of
students for instruction), and diagnesis of learning deficiencies.
. Both of the- test models discussed here assess the achiefement of
. objectives; they differ im the types of ijectives;fo: hich they are
-best suited. Both test models have potential dsefulneSS or making
placement decisions, but only the ML mpodel is ‘likely to be useful in
«diégnosing°learning deficiencies. The applicability of edch model for
instructignal maﬁageuent_decisions is}discussed,_(huthor DEP)

. . * »

* responsible for ‘the quality of the original document. Reproductions
* supplied by EDRS are the best that can be .made fronm the original.

e o ok ook ok ok ok **********************ﬁg************************************
\\\\ . > . oo ° !

- N 3

Toxt Provided by ERI




. i

SOUTHWEST REGIONAL LABORATORY -
TECHNICAL MEMORANDUM

N .

.

=)

DATE: April 21, 1971 .

v

ED111844—p -

\
. ’

‘e

.

.
.
-
>
.
. .
4
/
.
]
.
LY
. -
?
Al
.

NO: T 5-71-04 ,

e

’
———

‘ TITLE: A COMPARISON OF EMRICK AND.ADAM'S MASTERY-LEARNING TEST MODEL . .
- WITH KRIEWALL'S CRITERION-REFERENCED +LEST MODEL .
‘ AUTHQR: Ronald Bese] T ‘ - :
b" . - ) . * v )
v .. - ABSTRACT ' . ’
.. e .The assumptlons of the Criterion-Referenggd Test (CRT) model proposed o

by Kriewall are compared to those of Emrick and Adam's Mastery-Learnmg

»

(ML) model. The apphcabxhty of ‘each model for inst:r,uctlonal management -
decuuons is d13cussad oo ’ ) . . .
- . . B - = ’ * . /, ! = N
“a . - . . »
. H . ’ : ) -t . N
. ' - . ' " -PERMISSION TO REPRODUCE THIS “COPY. - . .
.ot US DEPARTMENT OF HEALTH, N RIGHTED MATERIAL HAS BEEN GRANTED sy °
., EDUCATION L WELFARE . , i “ . .
NATIONAL INSTITUTE OF i yay/ N, . : .
. EDUCATION N R
THIS DOCUMENT HAS BEEN REPRO . (JWK_L\ . N ‘

PAFulToxt Provided by ERIC

DUCED EXAGYILY AS RECEIWED FROM
THE PERSON OR ORGANIZATION ORIGIN
ATING IT POINTS OF VIEW OR OPINIONS
STATED DO NOT NECESSARILY REPRE
SENTOFPICIAL NATIONAL INSTITUTE OF
EDUCATICN POSITION OR SOLICY

-
.
- .

« N1 Jotukent 1e intended for internal staff r!litrfbuﬂon ind use,
jrouneat, «holly or fn part, shoull be obtatned from™suwRL,

.

TO ERKC AND ORGANIZATIONS OPERATING

UNDER AGREEMENTS WITH THE NATIONAL IN-

STITUTE OF EDUCATION FURTHER REPRO-

ODUCTION OQUTSIDE THE ERIC SYSTEM RE-

QUIRES PERMISSION OF THE COPYRIGHT .
OWNER * N

- -

.

<

-

&

.

5

Fermtssion to reprint or quou {rnn this wors, n,
L300 La Cienega Boulevarg,

‘Ing\iewmd ﬂtfnrnxa, 91304
» . .




.- . : THE MASTERY-LEARNING TEST MODEL:, . o .
COMPARISON WITH KRIEWALL'S CRT MODEL - °

Numerous psychometric models have been used for interpreting testing
, data (Lord and Novick, 1968), most of these modelg are appropriate for
norm-referenced tests (NRT). Kriewall (1969) criticized the use of NRT
models for interpreting criterion test data. He proposed a model for
criterion tefts which he called the CRT model. In the same critical
spirit, Emrick‘and Adams (1970) proposed a Bayesian mastery-learning
(ML) model. - - .

‘Testing, in the context of instructional management, gerves three S

geneggl purposes: performance evaluation (achievement of objectives),

~i placemernt (classification of students for instruction), and diagnosis
‘ . . ) offlearning deficiencies. - -Both of the test models discussed here assess
S \ ‘,,the achievement of objectives, they " differ in the types.of objectives
for which they arg best suited. Both test models have potential ugeful-~ : '
ness for making placement decisions but only the ML model is likely to

be ugeful {n diagdoslng 1earning deficiencies. c. .

Tugr

Psychometric Assumptions ' R . i . ~
| The ML model assumes that a test measures a single ski11 and-'that v
: there are only ‘two true states of proficiency with respect to that ski11
. Each individual tested is in either the mastery (M) or non-mastery (M)
state at the time of testing. The CRT model assumes, likewise, that a
test is a measure of a single skill - - defined by a specified content

objective (SCO), .., a rule or procedure for generating a class of

problems - - but, proficiency is assumed to be a continuum between'

.
~
. o
'l' ’ ’ ) ) )
"o
. . . .
. .

. masfery and non-mastery.
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Both the CRT and the ML models assume that an individual's responses

to the separate items on a test can be treated as a sequence of indepen-

dent Bernoulli trials,' each having the same probability of success. The

consequences of this assumption are:

(a) TheProbability that a given individual-will

‘response: to any item from the test (or from the domain from

give a correct

which the itenis were selected) is the same for .all items;

(b) Nofiearﬁing occurs during the time of test administration;

, . (e) _The’optcome of any trial (item response) is independent of

[}

the outcomes of every other trial. .

Let

Xia rebresent the response of individual a to item i (trial i)

% = 1 if the correct response is given : (1) ,
ia 0 if an incorféct‘responseﬁia,givep
X, =, ‘observed score ¢(number of correct responses) for individual @ - .
4 ,‘ —
Xa = :-:-1a ;i- xZ& + .., .+ xna (2)

€

The subscript "a" will be deleted when the referent for an observed item

responée or test score is not a particular individual.

Sinee both models

assume that test performance can be represented mathematically as a

sequence of independent Bernoulli trials, each hypothesizes that if an

individual is repeatedly given parallel tests, his score distribution ot

-

will be binomial wi

- .

td

th the probability of a correct item response (pa) as

the distribution parameter. For a n-item test, the score distribution

-

- function is:

-~

P"'(Xa) =<;B) P, Xa (1-p.) "Xy : (3)
- O ). '
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The CRT and ML models differ in their interpretetzzﬁ‘of the parameter

. pa. The CRT model assumes that P, is equivalenb to a "true score" as in

typical NRT models. For any individual, "true proficiency" is estimated

from observed score.’

Py = X, (5)
- . :

{
The ML model assumes that P, is a single constant value (1-B) for all

individuals in the mastery (M) state and a constant @ for all individuals

[

in the non-mastery (ﬁ) state:

= The probability that an individua; in the.M stete'will give a

correct item response.

~
= The probability that an individual in.the M state will give an
incorreét“item—response
Both @ and B’ are assumed to have true vaIJEg which are characteristic
of the test They must 'be estimated from the responses of- some reference
group of individuals. Two conditional distributiops can represent the
expected score distributions for all individuals éhen the ML model is

“

emplqyed:
PCR/M) '=( ;‘) (1-By% pX @ - (6)
P(X/M) =( ;) & (1) X N (7

The CRT model characterizes each individual tested by his estimated

"true proficiency" using equation (5). The ML model, on the other hand,
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characterizes each iadividual by his estimated probability of being in

the mastery state. This probability, can be computed using Bayes formula: . T~
- Tpwx) = ERMD P(-X)P(X/M) ' . (8)
" where PR(M) eqials the prior probability that the individual is in the i . fj
mastery state and, |
P(X) = PR(M) - P(X/M) + PR(M) fp(i'/ﬁ)_ '(9).
where, RR(M). = 1-PR(M) ' (10)
’ The ML model requires valid procedures for estimating prior probabilities.
Procedures applicable to:SWRL instructional programs will be discussed in
a later section. _—
X Kriewall asgumes that rigorons item-sampling procedures will be
. ‘ followed to construct parallel criterion-referenced tests. ‘Emrick and
.Adams do not specify a test construction procedure;for a ML test;Q sill~ L \).
{

Kriewall's method would'be applicable but the ML model may also be
valid for criterion tests constructed using 1ess rigorous procedures.
The reference group used to estimate the & and B paramete;s could also
be employed to test the equal item-difficulty aséumption.inherent in
both models. If this assumption is found to be empirically untennable, -

the test model or the SCO domain may require modification.

Measurement ‘errors are interpreted differently by the two test

models. Kriewall assumes that. all measurement errors are T dom with

.

an expected value equal to zero. The observed score can then be
interpreted as an unbiased estimate of the percentage of the items'in -

the content domain for which the individual knows the correét response.

’ . a The‘interpre ation of a‘ test which is Bi-ased-(e.é., a mu»ltiple_-choice ;’

-, ' .. |




" test) is not discussed by KriewaiLi the CRT test model has an intuitively

appealing intrepretatiss only for uﬁgiased tegsts, The @ and B parameters
of the ML model reprssent two Eypes'of bias errors. Both constructed-
response and selected-response tests can be _interpreted readily when the
ML model is .employed. The’& vaiue for a selected-response test is likely '
; to he significantly larger than the @ value for a comparable constructed-
; rgspsnse test. Selscted-responses-tests, however, may achieve gmaller B

¢

parameters,

. Prior Probabilities .

N Bayesian model is, in general, more efficient than one employing
classgical statistics to the extent that prior probabilities can be
precisely estimated. Two general classes of prior probability est¥mates ’ -
’ can be used by the ML model. The first class_includes estimates of the
proportion of an appropriate refersnce group which is in the mastery
state. In intersreting an individual's observed score, he is trsated
as a random sample frbﬁnshe reference group,
. Ihé second class of srior probability estimates includes only

\
, methods which uge other past or\present numerical 1nformation relevant

RS to.an individual. These will be called personalized prior probabilities
and the subscript (a) will be added to the symbol for a ‘prior probability.

PR (M) = personalized prior probability for individual (a). -

For criterion-referenced tests three types of pupil performance

data seem to be most relevant to estimating personalized prior
- ‘ . 3

probabilities., The first is the P(M/X) value for a similar objective -

. . for which assessment was made in the recent past (e.g., skill in_readiﬁg
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the words on a current vocabulary list should be a.potential value for
rd - ~ \

EKa(H) for tbe‘vocabuleiy.iiét of the next i;s;ructionai unit). If a

hiezarchial felationship between objectives exisf, another reassnable

s

estimate of a prior ﬁrobability would be the probabiiity of mastery of -
the objective direcply<::155'Eﬁe*one in question,® This approach may
use eiﬂher current .0r p2st test data depending on the testing schedule,

A thirq method employs the scores on a Pretest; preferably a parallei

«

version of the posttest is uged.

Instructional Decisions ’ ] .

- Either the est%mated proficiency (3 ) of the CﬁT'model or the
probability of mastery, P(M/X), of the ML model can be used ag a decision
variable’ when classifying pupils for instructional purposes In theory,
the decision variable’ can be uged to clasgsify pupils into m subgroupsz
where m can take any integer value which'does not exceed the number’ of
digcrete levels assumed by* the decision variable. Iﬁ a.school seéting
it is not likely that. classificatiOn into more than three groups will
be practicel. Kriewall treats only >the case of classificatlon into two
groups -~ masters and non-masters. ‘ -

For the CRT model, the followi g steps are taken in selecting the

test length (n) and the acceptable ’pessing"\sc re (&) for the two-group
_ ‘ Y

. i

classification.

1. A minimal acceptable proficiencf.(criterion level) is gelected.

The nominal student is defined to be one whose proficiency /

equals this criterion level (pl)
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2.. The accébtable probability of a Type I error (classifying a

N

nominal student as a non-mastery) is chosern.

A proficiency level, pé, less than P is selectzd to represent

the "nominal non-masfer."

-
-

The acceptable probability of a Type II . error (classifying a
nominal hon-master as a master) is chosen.A'
Values of n and ¢ which satisfy the Types I.and II error limits

for the chosen Py and Py proficiencies are solved for iteratively

For the ML model, the "passing score," ¢, for the two-group,classifi-

cation problem can be computed using a simple expected loss model.

Let,
L(c) = loss for a pagsing score of X =
Type I error: classifying a master a4s a non-master (false fail)

II error: 'classifying 8 non-master as a master (false pass)

v

cost of making a Type I error

cost of gaking a Type 11 error

L (c¢) = expected losgs
L3 ’ ) " -, - .
The expected loss for any sélected-value c is:

L

E(L(e)p =L, Z PQU/K) - PX) + L, Z B(H/X) - P(x) ©(11)
=0 X=c

>

Increasing ¢ by 1 will result in deleting one term fram the second
summation in equation (11) and ‘adding one term to the first. The

expected loss is minimized by including'in the' first summation only

those terms for which L1°P(M/X) is less than LZ-P(E/X). Equation (11) -

assumesg that afsingle "passing score" must be selected for classifying

. » «
A [y .




each individual in the group.”

each individual in the grou

e This restriction need only be made if
<

of being in the mastery state.
!

be estimated,

]

If personalized prior probabilities can

p is assumed to have the same prior probabllity

the computed P(M/X) for each, individual can be used directly _
as a decision variable.

The P(M/X) value which yields ‘the minimum expecéed
ioss is then: . .. ' j‘
T Iy *© POYX) = L, - B(W/X) (12),
: . L, - » 3
P(M/X) = . 3 ’
R P

that '"80 percent correct answers"
/

is used as a criterion level
computed P(M/X) exceeds thig criterion level

fied as a master: otherwise he ig classifi}d'hs a non-master.
L /Ll’ will be referred to as the loss ratio,

probability on the selection of the o
’ Figure 1.

prior probabilities between .15 and 59

.

; c-should equal 4 for prior

Thus,

(13)

This probability of mastery valué is a criterion level in the same sense

1f the

the individual is classi;

The ratio,

The effect of p;ior :
ptimal c value is illustrated by

For a loss ratio eeaai to.é

» ¢ should be set equal to 5 for

probabilities between .59 and ,42 and equal to 3 for prior probabilities
" greater than .92 '

4

if personalized prior probabilities are employed
the test will not have‘a‘fixed.passing score.

L] .
Test Length. and Sequential-Testing

.

-

Figure 2 illustrates the ML model for a one-

“item test, The two
sets of @, B parameters chosen are representative of. typical selecte
response and constructed response tests,

d
| .
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The mathematical inte}pretation of the ML model permits a simplified
N

computation of P(M/X) when one\qf more items are added sequentially to a
N
1f a single item is added to.a n-item test Figure 2 can

n-item test.

be used to obtain a revised .or posterior value for P(M/X),,the P(M/X) for

a n-item test is used as the prior probability value for a (n + 1) -item

test,

A}

“Example 1 . .

_(a) Prlor probability assumed to be .6

(b) Student gave 4 correct responses on a 5-item test,

nse on a gixth item, ’ .
1

From Figute 1, P(ﬁ/x) for the 5-item test is .76; using this value as a

probability, P(M/X) fo&fthe 6-item test from Figure 2 is ,85.

The ‘effect of doubling the test length can be estimated from *

Figure 1 in a similar mfanner. :

'
’

Example 2 ‘ \

(a)’ﬁfior’probability agssumed to be .5

(b) Student gave 8 correct responses on a ten, item test, ’ ' ‘
a . . ’ . . .

(e) = .5 B=,1 :

Each combination of 5-item test responses which result in 8 correct

'responses on a ten item test are tabulated.

Initial 5-items Final 5-items Combined
X PM/X) X . P(M/X)~

1 .3 .190 . s .82
. 4 v 677 ' 4 .82

950 3 .82




.Note ‘that the P(M/X) for the combined 10-

item test is the seme for esach

possible combination of correct responses -on initial and fipal tests,
-2 .

~7 ’
‘Mastery Tests vs Criterion Referenced Tests

Mastery tests may be viewed as a special ‘case of criterion referenced

-

tests'

(a) The ctiterion level isg a perfect scorf.

.

. (b) * The only zrue scores are assumed to be 0 angd a (for a.n-

itex

= Vs
b~
test); all intermediate scores are due to measurement error.

*

It is the second characteristic (5) which permits the application of a

.

3
simple decision rule to determine the 'passing" score.

.
)

The ML model is designedrspecifically for mastery tests; the CRT

model is appropriate for s1tuations where it is meaaingful to speak 0&

"degree of performance. For example, the CRT~mode1 may-be used to

estimate the percentage of words in a 1engthy vocabulary 1ist that a f

student can read

The CRT model would seem to be most appropriate for

eva1uat1ng performance when the content domain of the objective 48 8o

large as to require an item-gampling procedure. The ML modei can be

used for single-item tests;

langer tests are conceptualized as repli-
"y :

cations of single-item tests,

The ML model is most appropriate for -

‘narrowly defined behavioral objectiveg for
[ 4

which performance can be N

conceptualized as "a11 or nothing " ] < i

ts

A3

To be useful as a diagnostic tool, a test must breag down performance

into separate skills for which prescrﬂpE&?e treatments are available and

effective.

The ML model is well suited tO‘measuring\Q\ills at = level
of’ specificity which is desirab1e for remedial’ inaSruction . The ML

. -
’
”

.




CoZe. tET ElED e 2pplied wo mliiple ctolce tests which can be congtructed

ThitTmen 137D, gs et the distrector tespoices represent meaningful types :

. .

i fmrreivyzeficdemcies, ’ . .
T The WLomerel 1 desipmed to e ueed in making placesent or
. N . - - , N -
ct.irelficelior Zecigioms from dlegnocstic information. Individually
s .,
TEL.oTer 2TLll gme FTEctice exercices, tutorizls, or ewmall group instruc-
:f trestmects which nsy be prescribed from mastery-learning’
. v . .Q
SETTDIELE. Tne TFT model g apprepriate for aaking placexent decigions
. . . l .
tigel ot zepred of sroficileney rarter trnen diagnosis of- learning defi-

-

.
N

.
s

t vepree I proficie-cov omav e treated 3s a measure of aptitude

Ti.tore lezrticp. I zpric_ce ig viewéd as the amount of time required
. . .

.
Ti'ite lezrter o attaiz mastery of & ¥tarnirg. rask (Carroll, 1963)

R 3 _ . . f . I
T.ilenlrl Cecisloms baged oty aptiredes) may improve the efficiency of - g
. ¢ N
-eirnoiion. Trme formation of ‘instructional groyps for initial i "

<TEIT-ILot LE an example of this type of placement decision.

towpErisior of tre wwo test models leads to the following conclugions:

. Tre M model is applicable to very short tests -- S5-items or

. ’

fewver -- and.is appropriate for instructional decisions related

-~ .

»

to specific behavioral objectives.

2. T C¥I model 15 suited for longer tests -- approximately 20 or

. . - \
moTe 1tlexs ~-- ugless testing can be done sequentially by item. .
s - ‘
Tte (7F wodel may be better than the ML model for more general
. . _ . .

tetzvioral chiectives fe.g., an extensive content domain).

] N

C2T mpdel may be used as -the basis for fbrm;ng instructional

gro.ps for a group-oriented rode of instruction; mastery tests

=
w .
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