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Part and Bipartial Canonical Correlatiori Analysis

Neil H. Timm and James E. Carlson
* University of Pittsburgh
/// 1. Introduction
The concept of simple correlation was introduced into statistics

by Sir Francis Galton in several papers published during the 1880's.

However, his ideas on correlation were generally unknown until his
Galton's work ©

book, Natural Inheritance, was published in 1889.

'stimulated Pearson (1896, 1898) to develop a precise mathematical
theoryof correlation which led to the development of partial and
rnultiple correlation (Yule, 1897, 1907). It was not until 1926 that
M.«Ezekiel and B, B, Smith defimed part/correlatidn and, although not
explicitly, the notion of bipartial correlation (Czekiel, 1941).
Although multiple correlation coefficients_enable us to investigate

associations between one variate and a set of variates, simple, partial,

‘ part, and bipartial correlation coefficients are used as measures of
Generalizing the notion of correlation

] association between two variates.
between one variate and a set of variates to two sets of variates,

Hotelling (1935, 1936) developed canonical correlation coefficients and

canonical variates to investigate linear relationships between two sets
However, it was Roy (1957, p. 26) and more recently Rao (1969)

’ of variates.
who generalized the concept of canonical correlation to partial canonical

|
correlation which is no more than the canonical correlation between two

sets of variates x and z after the effect of a third set of variates z is

! removed.
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By extending the definitions of part and hipartial correlation to
sets of variates, we d;velop.partghnd bipartial canonical correlations
and illustrate how these coefficients and their corresponding canonical

variates may be.used to explore relationships which exist among sets of

normally distributed variates. %
2. Canoriical Correlation Analysis
Given a set of p ability variates Y and a set of q personality
variates X, where J' = [ ¥ X ] is normally distributed with variance--
S
covariance matrix I, N
X ¥1 I i
g |~ ® z -
ptq
X2/ . \Ia 2

X :
\
a researcher may want to assess the degree of relationship between the
two sets of variates X and z. The method of canonical.correlation analysis,
developed by Hotelling (1935, 1936) for this purpose, was to determine linear
combinations of the originél variates, U = E'X and V = k'x, of unit variance

such that the simple correlation between U and V was maximal. The mathe-

matical procedure for accomplishing this is to maximize

= 1]
FUV max 2 Elzk
AR
Y \ = ' =
subject to the constraints that a 2113 R zZZR 1. This leads to the

determinantal equation in €

-1 .2
Lply Iy - €0 Iy l-o



(see for example, Timm, 1975, p. 349). The s = nin (p,q) nonzero positive
s quare roots P1 of the roots 912 are called the canonical correlations

s ' '
between the canonical-variates Ui = eix and Vi = kix, i=1, 2, ..., 5. The

4

wefficient vectoﬂsj%i of the canonical variates Uj are the eigenvectors
of the determinantal equation; tc obtain the coefficient vectors for

each Vi’ the relationship

.71l '
22 “22 R4 '
ki = . i=1, 2, ..., s

01

is used. The canonical variates within each set, Ui and Vi, are clzarly

uncorrelated and have unit variance,
4

cov (Ui’ Uj) = cov (Vi, Vj) =

Furthermore, the covariance between Vi and Uivls 01 for i=1, ..., s, and

0, otherwise:

|
~~
-
P
"
-
-
-
0n

cov (Ui’ Vi) =

cov (ui, V,) =0 i#j

3

/

Investigating the canonical variates further, it is of interest to

deternine the correlation of each canonical variate for a set with the

individual variates within the set. These correlations represent the
! .
contribution of each variate to the composite canonical variate and help

in the interpretation of r-nonical variates. The correlations are given

by the expressions:

o1
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corr (Y, U,) = corr (Y a'y
'~ 71 ~ i

=In %1/°yi

. corr (X, Vi) = 222 }ai/oxi

Besides using correlations within a set to better understand canonical

!

variates, we should also examine the relationships between canonical

variates in one set and individual variates in the other. These become

corr (E, Ui)

corr (&, g;X)

*In éi’“xi

=05 Iy Ri/o,

= ei corr ({, Vi} _

corr (Y, Vi) =f’i corr (Y, Ui)

/ To apply the theory developed above fcr a sample Hl’ HZ’ seoy HN v
k\_"lﬂ»(gsz)9 the population variance-covariance matrices are replaced by

their sample counterparts Si Alternatively, sample correlation matrices

j.
Rij may also be used since the roots of SlII/Z 312 52;1 821 SIII/Z and
R -1/2 R,, R, R . R -1/2 are identical. Although the vectors 2, and b,
\

11 12 722 721 11
associated with the determinantal equation with Sij's replacing Zij’s, will
have units of measurement proportional to the original variates, the units

of Ui and V, may not be meaningful. Canonical variates obtained by using

i
\ correlation matrices have no units of measurement and should be evaluated
- in terms of standardized variates.

To test the null hypothesis that the p-variates are unrelated to the

q -variates




] [}
¥
several multivariate criteria have been proposed. Bartlett (1938) outlines
a procedure for testing the hypothesis when the sample sizes are large.
He defines
s .
: A=T (1-rd) |
. i : ’
i=1
2, 2
where r, is thé sample estimator of ¢ i and uses a chi-square approximation
. /
for the distribution of A. The hypothesis of independence is rejected if
2 2
X; = - [(%1) - (p+q+1)/2] log A >x; (pa)
L ) . -
where Xq (pq) is the upper a percentile of a chi-squared distribution with’
pq degrees of freedom. :
* If the null hypothesis of no relationship (or independence) can be

rejected, the contribution of the first root of A may be‘removed and the

significance of the remaining roots evaluated (see Bartlett, 1951, or Rao,

1952, p. 370). In'general, with s'<s = min (p, q) roots removed, we define

S

*
A =1 (l—ri

i=g'+1

)

Partitioning Bartlett's chi-square statistic,

= (D% (p+q+1/2] log A’

we find that X; has an approximate chi-square distribution with (p-s')(4-s')
degrees of freedom and may be used to test the significance of the roots
s' + 1 through s. The tests for”significaﬁt canonical correlations, other

than the first, are very conservative unless the correlations removed are

close to 1 (see Willians, 1967).




An alternative to Bartlett's procedure has been developed by Roy (1953)
and is called Roy's largest root criterion. To test the significance qf
each root using Roy's érécedure, the parameters

s = min (p-i+l, q-i+l)

_ lpqla -
n 2

N-p-~-q-72
2

are defined for Heck's (1960) charcs and‘the characteristic roots ri are
compared to a critical value Qa(s,m,n), found in the appropriate chart.
The hypothesis of independence for two sets of randoﬁ variates reduces

to some familiar univariate results. If the number of variates in the p

set is one, the hypdthesis reduces to

. ! ! 2
4 Hot R12 =% €o(1, ..., q)*-'O
“ or ' /
2
Hit g0 78 fo1, 2, ...y @) # 0

and is tested using F ='(Rzlq)/[(l—Rz)/(N-q-l)] where R2 is the squure of

thre sample multiple correlation coefficient. For p = q = 1, the hypothesis

reduces to

i =0

Hi: Q40 ) ) |

"

and 1is testad using t = r IN=-2/ Jl—t2 where r 1s the sample correlation coefficient
*

( Fisher, 1915).
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3. Partial Canonical Correlation Analysis

~"" Extending Hotelling's development of canonical analysis to three sets
of variates, Rao (1969) using some resultétgiven in Anderson (1958,.§. 53)
developed the notion of partial canonicgl correlation analysis which may
be used to assess the partial independence of two sets of variates given
a third set of variates.

Given a set of p‘variates Y, a set of q variates X and a set of r

variates Z, where J' = [ ¥, X, Z] is normally distributed,

- - -
i X1 Ly L2 Ing
R= | X ~Noquer X2 |, I = |Ia Inp Ip
2 %3] Iyp I3 233/

we may be interested in assessing the degree of the relationship between

p4 and X after removing the linear effect of the variates in the [ set.

-
~

That is, we want-to find from the variates Ry = Y - X and Ry = X-X where
£x and gy are the res#auél vectors(obtained from regressing K on z and
- = ' i

Y on E) linear combinations, U g'gY and V= b £y of unit variance such
that the simple correlation between' ¥/ and V is maximal. Mathematically,
this is equivalent to maximizing !

- t

Foy mmax R' L5 3 R

= e"k . =
subject to the constraints e' 211.3 A= k' 222.3 k = 1, ‘The matrices
zij 3 are the elements of the variance-covariance matrix of the residual

vectors Ry and £y



T N A T 12.3 |
30\ g L
21.3 22.3
Lo .= I .7l g » L .ol g
- 11 13 a3 I 12 13 I3z I
- . . -1
Ijp ~ Iyy Iyt Iy Lop= Iy3 I35 Iy

the variance-covariance matrix of the conditional distribution of x and

'g, given Z.

\

Maximizing F;,, as shown by Rao (1969), leads to the determinantal

«

équacion in ? ‘ . f

-1
| 253 Z33.3 Ipp3- ©

\
The s = min (p, q) nonzero positive square roots Pi 3'of the roots(?i 3

2
.3 Fi1.3 | =0

are called the partial canonical| correla! ns between the partial canonical

= al = =]
variates Ui Ri Ry and Vi bi/gx , i=1. ..., s. The coefficient vectors
of each Ui are the eigenvectors of te determinantal equation and the relation-

ship betwWeen Ry and,)ei is given by
-1 B
Lp2.3 T21.3 &4

i=1, ...y s

- ki‘

Ri.3
W,
§n To test the hypothesis of partial independence,
3
Ho' 212‘3 =0
@ Byt Iyp3 %0 .

using Rof's criterion] the parameters are defined by

s=min (p-1i+1, q-1+1)

lp-ql -1
2

0. N-x =P -q -2

10 '\
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and the riz3 are compared to the critical value e° (s, m, n) at the lavel
a found from the Heck charts. Alternatively, defining A as
\ s -~ o=
- - - ,‘ A - n 1"’r - . R )

)"
D& 1.3

Bartlett's criterion
2 . 2
Xg = = [(§-r-1) = (p + q +1)/2] 1log A~ x" (pq)

may be used.

1

\
Some familiar univariate results are evident from the multivariate
|

procedure. If p ='1, the par[ial canonical correlation coefficient becomes

on coefficient (see Rao, 1973, p. 268).
\
“ \
Setting p = q = 1, the test of

\
\,

od €23 ™ " ‘ o
¥

the partial multiple correlat

partial independence reduces to testing
. ~

H

| |

\ L |

12.3 7 |
|

which is tested using the famikiar t statistic, t = r12 3 JN=3 / /1~ “r12.3

) l
‘ N

| where 2.3 is the sample partial correlation coefficient (see Anderson,
1958, p. 84),
! T12 7 F13 T23

T12.3
fl“i3 \/1“23

Following Fisher (1924), to test that a partial correlation coefficient

is equal to zero under normality, the t statistic for testing that a simple
nme - wwee -correlation coefficient is equal to zero is modified by subtratting one
degree of freedom from the degrees of freedom for error for every variate

removed and the simple correlation coefficitnt is replaced by a partial

\

m— “--~--:: correlation coefficient. Extending this rulg to the partial canonical

|

! &

ERIC =

\

\\
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correlation analysis procedure, we were able.-to obtain, by- analogue, a
. , .
test for multivariate partial independence.

4, Part and Bipartial Canonical Coc;eletion Analysis
Following Pearson, partial correlation coefficiencs under normality
i = --ew.-. .are no more than simple correlation coefficients in conditional dis- 7
tributions, JHolding several variates -constant in a multivariate normal
distribuﬁioé allows one to investigate relationships between two variates
cwes ¢ e, ..while cohcfolling for the other variates which directly influence the
two variaQes under eiudy. Suce»an explanation of a partial correlation
’ aoefficienF would not sétisfy most researchers. Alternativelv we find people
cies wmum ww..--Saying that a simple. partial correlation coefficient represents an estimate
of what a simple correlatipn would be if we wefe able to calculate the

/

siﬂble correlaticn coefficient at any one of several levels of a third
5. wa n-,rc“Joduxadnnariahlee..ihisuiaAstilluunsatisfactory since we never check this when
we use the coefficient. |
fGoing back to the derivation of a pertial correlation coefficient, we
axes tenveve o Saide that itLis the-norrelacion 4n residuals after linear effects due to a

¢ ommon vari te or set of variates is removed. TImplied in this statement is

the following\hausal trelationship given by the causal syséeg:

”. | Y S -
. 2 / \
Ny :

X

_1f Z does not influence the variation in X and Y as shown‘sngetqche -
interpretation of a partial correlation coefficient is unclear since by
“partralling out" Z from X and Y we are removing the linear effect of Z on

both X and Y (

v
P
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Provided Z influences both X and Y, ifterpretation of the partial
correlation coefficient is meaningful. It would not make .znse to cal-
culate a partial correlation coefficient if Z influences X but not' Y.

For this situation we would have the following diangram:

I/ ’

“For this case the cortelat;on between x and Y is best estimated by controlling

g

7’ for the influence of Z on X. That is, we want the correlation between Y and

\ T - — “ e SV 2 e e Sand e e mane R4 e e - —

X partial¥lng out Z from X and not Y.  Such . a correlation coefficient is

’

;
—~ o

called a part correlation coefficient and for the three variate case 1is

s

represented by

Caa . mmen . peeee e - -...«-...ﬁz -?136-3 ‘-uum'—-‘—--- T—--:

Rizaay = = J[__—_—-—_ . )
1-0 v

To derive e following Yule, we assume a linear relationship between
1(2.3) _

—— PR ——— _emgwe o ~— ey r——

" Xand Z, X = a + B2, and find the simple correlation between ¢ = X v o - BZ
and Y.

As shown by McNemar (1969, p. 322) the test statistic for testing .

- - ———— S o
- — - —— S —— ~— — T T —
- - - -

1 2.3) = 0

= e Qe *0

under joint normalit§ is t = tl(Z 3) J% -3/ J&;tiz 3 Unfortunately,

one may not merely substitute part correlations for partial correlations in

L

the formula for testing 912 3™ G to test ;hat a part correlation coefficient

21\ .«.N - - Y b -

is equal to zero. Since €1(2 3)._ Q 12.3% as,may be seen by examining the

2
1(2.3) for 5.3 in the

t statistic for testing 6)1(2 3) = 0 yields ohly an apptoximEEE\tesg\EEocedure
. ‘\\

‘for testing part 1ndependence.; ' —

formulas for these two coefficients,substitutﬁng r




yd
" -12-
\ -
) 4
“— .
To extenE‘Yheauotion of part correlation to the multivariate case,
we again assume that “
‘ - \
/ ¥T X1 In 12 Ij3
= z- .
H K 2Np+q+r Ko ' 2.'21 2:22 223
Y
£ 33 I31 P32 i
- - Now however, we are interested in assessing the degree of relationship //
between g and X after removing the linear effect df the variates in the /
Z set from/z,and not Y. That is, we want to find linear combinations of

1
T—mthﬂ—varia:es:gx and Y, U= a'Y and V = b'%x, of unit variance such that the

correlation between U and V is maximal. This is equiﬁalent to maximizing

F,., = max ' I
W w R Iieay R

subject to the constraints a' 211 A=1and p' 222 3 k = 1 where the

matrix 21(2.3) i§ defined by

/

In s |

T .=
1(2.3) (I3 Ipp.3 '

This again leads us to finding the roots and vectors of a determinantal

equation,

T -1 2
| 235,35 2223 %233 - Q1q2u3y In | =0

- In dddition to part and partial correlation coefficients, other

simple correlations are also imé;rtant to the understanding of linear

!

rg;ationships among variates; éor example, suppose two variates Z and

W are highly correlated and that the causal relationship among four

-~ variates is as follows:.

11
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ZZ—-—-——-—)Y

W———>X

\ i
_To determine the correlation between Y and X in this_case,_ the linear
influence of Z on Y and of Won X is ébntrolled by removing the influence
/

of Z on Y and of W on X. ' This leads us to the bipartial correlation

B ‘.Fcoefmienc‘w" —— - — ~— — — - e i — — ——— a——
Q2 = €13 €53 = 014 €24 * €3 €34 €24

P -
(1.3)(2.4) \
| o2 [ 2
‘ 1-€3 J1 -0y

which reduces to a part correlation coefficient if either 913‘or 924 equals zero.

Alternatively if the relationship among the variates were given by the system

7z

Z_— Y

S 'gw&x

the partial correlation coefficient

St . 9123 91439243
12.34
0143 f 9243 -

e e wnuld.heLof,inte:est.,-Ihe.causal,relationships among variates “nfluences

the researcher's selection of a correlation coefficient and hence the
\ )
analysis of a set of data.
e e .. To extend tha.idea of. a.hipaniial cgrrelation cgefficient.to. four - -

sets of variates we assume that

]
X X1 L7 Iyp Iyz Iy
- v - - - w k. e o e - - — - - -
7 1. X2 N TR YR PP
z ptatrtt R L.. L.. .. t.. |
| 3 31 I3z I3z I3
/ X | X4 ] L1 Taz Tay Tag

and letting




* -1 -1 ' -1 -1
= L - . N
2= Zip 7 T3 Tay 57 7 T B Tap *Riy Fas Taa Tas a2
we form the matrix .
. _(fus Mo
(13)@2.4) ~ | * :
21 22.4

-~
which is the variance-covdriance matrix of the residuals g§ =Y - Y and
Id

Lx = X - X where Y is found by regressing X on % and X is found by regressing
X on N. Notice that if the third set of variates are not in our model

that 2(1.3)(2.4) reduces to 21(2.4) which is analogous to the univariate

s
case.

To assess the degree of relationship between Ly and £y Ve again want
to maximize the correlation between U = Q'SY and V = k'gx. This leads to

the solution of the determinantal equation

- 2
| % 5 7 7. 0

12 Fa2:4 Iop v V. B | =0

The s = min (p, 'qQ) nonzero positive square roots ei(l 3)(2 A)are the

bipartial canonical correlations betwveen the bipartial canonical variates

U, = %i' £v and v, = ki' gy 171, ..., s, The relationship between the

1

coefficiants is given by

1. r o5 o
22,4 %21 &4
$ = i=1, ..., S
E’:1(1.3)(21\\4)

To test the hypothesis of bipartial independence
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we have for this test only an approximate procedure in the multivariate

The parameters using Roy's criterion are given by

case.
s=min (p-1i+1,q-1+1)
. dlp-q]-1
n 2
N-mX (r, t) —p -q ~ 2
-— ——— - - 'nu‘ - -—2- - - ~r —, e ——— -

and the bipartial canonical correlations are compared to the critical
values found in the appropriate Heck chart. E

Defining A as

.

-

e *i(l 3)(2.4)
1=1 3.

Bartlett's criterion defined by

2'---[(l‘f-mx (r, t) - 1) - (p+q+1)/2] 1log A'vxz (pq)

X

might also be used.
The approximate test of part independence for the case of multivariate

v ee .ewwwe. . part canonical. analysis follows a similar procedure with r replacing.

. ) *
max (r, t) in the formulas and 212 , replacing 212 in the hypothesis.

¢.10.5.. Example 1: Canonical Correlation Analysis

P T

Suppose a researcher was interested in investigating the relationship

between three achievement variables Al’ Az, and A3 and two personality

.variables P; and.P, where. the correlation matrix among the variates
e

v ={p,, 2} anda x = {a, &), A} s ‘

v aetil W Leat
’

e
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1.0000_ ‘
R = R11 R12 = .7951 1.0000 \
¢}
R21 R22 2617 3341 1.0000
_ . .6720 .5876 . .3703 1.0000
.3390 3404 2114 .3548 1.00
_ Solving the determinantal equation
-1 2
\ | Rpp Ryp” Ryy =@ Ry | =0
. BRY
- .thQMQEQRJQIQ§RQQiQ§lw¢0rIela:inns;nlfand r, are obtlained from the roots r12
N2
and\r2 ’
\\ 2 2
r, = .6889 r, = .19386 /

Rejecting the hypothesis of independence and finding that only the first
' root is significantly different from zero, the researcher at first blush
might conclude that tha two sets of variates are significantly related and

that the proportion of variance in common to the two standardized canonical

variates ) )
Ul = ,7752 P1'+.2662 ?2
| Vl = ,0520 Al-f:8991 A2+.1831 A‘3
is r12 = 4746, However, further‘invéstigation into the significant

canonical variates and the variates within a set would yield that the

corr (Zy’ Ul) =Ry 2= . .883 '

424
corr (2,5 V1) =Ryp 23 = [ .983
.513

- 18
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which indicates that Pl and P2 are equally important to Ul, but that A2

is more important to V1 than either Al or A2. Furthermore,

2 (esn?+ (.883)°

U - .876
Y 2

\
of the variance of\the,first set 1is accounted for by U

\
\
\

2 _ _Caze? + (9sn?+ (513
X | 2

1 and only

v = 470

\,

\

of the variance in the other set is accounted for by V Investigagion

10
of the correlations between the variates in one set and the signifiégnt

canonical variates yields . .
.292

corr (X Ul) = 91_ corr (Zx, Vll = .677

.353 g

corr (Y, Vl) = 91 corr (Zy, Ul) = (.680
.608

This shows that Azyin the achievement set is influenced most by the
personality canonical variate and that the achievemént canonical variate is
influenced equally by both personality variates. More speélfically, 227

of the variance cormon to thé achieQement variate; can be aécounted for

by a linear combination of personality varlables,
\
2 292+ emn? \(.355)2
’f K Ux ‘U = 1 = 0223
1 3 \

~

whereas the proportion of variance in the personality variables accounted

f or by the achievement canonical variate is 42%,

s

19
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2 (.680)% + (.608)2
Yy|v, =
v, 2

= 416

In summary, given the two sets of variates
v={p,?} and x-= {Al, Ay AN

it appears that the proportion of variance "in common" to the two

significant canonical variates is about 47Z. However, 88% of the

variance in the set Y is accounted for by U1 and only 42% of the variance
in X is accounted for by Vl. Similarly, 477 of the variance in the set

% 1s accounted for by Vl, but only 23% of the variance in X is accounted

for by the canonical variate Ul'

= Stewart and Love (1968) observed that

2 2 2
\ =U,r

Ylv1 Y 1

2 v2 r 2

. i
Xju, © k1

and termed these redundancy indexes since they better summarize the overlap
between two sets of variates than the square of a canonical correlation.
2 2
‘For our data VYlvl 416 and UXIUI
X given X is .416 and the redundancy\in g given Y is .226. The larger the
\ N .

= .,223. That is, the redundency in :..

?edundancy indexes, the larger the overlap among the variates in each domain.
‘\ .

A




Example 2: Bipartial Canonical Correlation Analysis

Using a random sample of 502 twelfth-grade gtudents from the project.

Talent survey (supplied by Willfiam W. Cooley at the University of

res o corac P ittsburgh), data- were collected on 11 tests: (1) genefal informa;ion

AN

—o v -

test, part I, (2) general information test,.part II, (3) English,

(4) reading comprehension, (5) creativity, (6) mechanical reasoning,

- v ~-(})--abstract reasoning,: {8)- mathematics, (9) sociability inventory,

(10) physical science interest inventory, and (11) office work interest

inventory. Knowing that verbal ability tests (3) through (5) are highly

‘mmmesmens - w--correlated with the nonverbal tests (6)ithrough (8), the investigator

was interested in investigatingﬁthe relationship between the general

information tests (1) and (2) and the interest inventory measures, tests

--~(9) -through (11). Since prior kmowledge would indicate that the relation-

ships éhong the sets are of the form

2
&

highly IZ -86 3 — - {1, 3
correlated My « f6,7, 88 ———> x = {5, 10, 133
the set of data lends itself to a bipartial canonical analysis. The

. »
correlation matrix for the sets of variates és shown in Table 1.

i ) Table 1. Original Variate Intercorrelation Matrix
Y X Z w
1.000
Y .861 1.000
. ”'_;011 .062 1 1.000

X . 573 .397] .055 1.000

b 349 "0234 ] 084 -.2‘,.6 10000

.492 .550! .083 .094 .109! 1.000 CoeT
7~ .698 .765) .021 .275 -,087! .613 1.000

1.000
.451 1.000

.661  .539) -.075 _ .531 -.364! .160 .413  .522
W .487 469 .007 ,202 -.079! .456 .530 .433

<1

.517 1.000
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Using the CANON computer program described in Section 8 we find that the

matrix of partial variancées and covariances™ is

i ‘ : 1 — -

e o] < Sy.gel 8 ~1 429~ .263 | -3812 133,163~ — @
+ TR . - . ,w .
V2 DWW 63 1365 1 051 .060 -.110
' -
Stv.2) xwyl Sxew -.012 .051 1 .987 .076 .054
B . B .133 .060 1 ,076 .635 -, 041
163 -.110 | .054 -.041 . 858
e - .- - . ...L_ -~ w o e ee| - -
and the eigenvalues of the determinantal equation ’

' -1 ., 2
IS (v 2y - SxewS(v-2y xewy = L(voz) xewySyez | = 0

'i
_are .133 and .022. Using Roy's criterion for the firat root we have s = 2,.m = Q.
and n = 247.5 and using the Heck (1960) charts we find that this root differs

from zero at the .0l level. Similarly for the second root s = 1, m = 0 and

n = 247.5. When s = 1 we calculate Ehe F-stat{stic . - - - - p~

- (25 (Z)

(see, for example, Morrison, 1967, p. 166~167) and the test statistic dis-

tribution is F For our data

2mt2, 2n+2 °

>
F= ("’1“_‘) ("9‘7‘5) = 2390

- ~ - -

Referring to tables of F we find that the second root also differs from zero - ¥

at the .01 level.

The bipartiel canonical correlation coefficients are .364 and .150. Using

st — ™~ el — —— -~ p— — e —— MDY —

Bartlett's approximate chi squared test we firid that the hypothesis of bipartial
inaependence is rejected for both roots (chi squared'-l 81.676 df = 6, p < .0001)

and also for the second raot after having removed the first root (chi squared -

. — - -~ - _—

11 223, df = 2, p = .00367). Thus we reach the same- conclusions using Bartlett's

test as we do using Roy's.
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The standardized canonical variates are

U, = 1.674Y, -~ O.ZSSYZ

1

U, = -1.180Y1 + 2.205Y2

“—— ~—— -—n o kil

V, = -0.120}{1 + 0.863X2 - 0.737X3

v, = 0.919X1-- 0.397}(2 - 0.461X3

and .the correlation coefficients between the original and canonical variates

# 15

are shown in Table 2, ' ] \

Table 2, Original Variate-Partial Canonical Variate Correlﬁtisgs B

‘ U U, v, v,
Y, [ 993 .576 .362 .017
Y, | .15 .817 .210 .122
) X, |-.03 .128 -.093 .858
X, .260  -.031 .715 -.205
Xy |-.265 - -.053 -.728 ~.356

.

Examination of these correlation coefficients helps to understand the relation-

&

ships existing among the original variates and the partial canonical variates.

The printout from the CANON program also indicates that U1 accounts for .66

of the Y-set variance and U2 accounts for .34. Similarly V1 accounts for .35

of the X-set variance and V2 accounts for .30,

The redundancies, or proportions of variance in the Y-set and X-set that

are accounted for by the significant canonical variates derived from the opposite

sets are shown in Table 3.

Table 3. Redundancies
V1 V2 Overall
Y-set .087 , . .008 095
b — — -
X-set 046 .007 .053

23
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. .. ... These data indicate that although there are signifiS@nt relationships

i

between the information tests and in;erest inventories affer partialing out
verbal ability and nonverbal ability ﬁéasures, respectively, the propoftions
;e - » + .- of aecounted for varian:e are rather small. Examining the correiatiéns ip
Tables 2 and 3 we see that the strongest relationship is between V1 and thF
Y-set, and that X, and X3 contribute most to Vl’ Xl being almost uncorrelated

SaaR a«u&bhwvl.«:The-next strongest relationship is between Ul and the X-set, with

/

Y, contributing much more to Ui than does Y,.

7. The CANON Computer Program
The CANON computer program allows the researcher to énalyze multivariate

data by-any of the four techniques discussed in this paper: Canonical Analysis,
. .

Partial Canonical Analysis, Part Canonical Analysis, and Bipartial Canonical

!
Analysis.

7

The user may input raw data, a variance-covariance matrix, or a
correlation matrix, and specifies the type of analysis and number of vari#tes
in each set. The first two sets of variates are referred to as the Y-set
and the X-set and are the sets whose relatio;ship is to be studied. The third
set (Z), if used, contains the variates to be partialed out of the Y-set
and the X-set in partial canonical analyiis, the Y-set or the X-set in part
canonical analysis or the Y-set in bipaVéial canonical analysis. ThF fourth

set (W) contains the variates to be payiialed out of the X-set in bipartial

canonical analysis. ' //
/ ) /l o -
The number of variates f\ the YLset must be less than or equal to the
7 ;

number of variates in the X-set. Also, the variates must be input in the

following order: Y-set, X-set, Z-set, W-set.
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- - The program is written 4n FORFRAN ¥ for a DEC-PDP10. Alt calcvlatioms -
are done using double precision. Conversio" of the program for othe: com-~
puter systems should not be difficilt. Since the program stores-'"PROBL"
smers o wand-"REINISY 4o two single-precision memory-locations and checks the first five
characters of the tiéié and finish cards with the ;ontents of these locations,
changes will be necéssary for computers ‘that do‘not store 5 alphanumeric
| B n-wnves - mghavacters 4m a single-precision memory~tocatton., Similaf chaWies wrll be™ -
n ecessary for!some of the labéls for the outputl;hich are also stored in
;___/gmemory via DATA statements. These changes may be the only changes required
w= ==+ . ==+ --.for many- computers- but the user-should check that the names of FORTRAN-supplied
functions used in the program correspond to those available on the available
P i

system. Listings of th programs and card decks are available upon request

from the authors.

INPUT_TO_CANON

The input to the program is as follows:
(a) Title Card |
The title card contains the characters PROBL in columns 1 through 5
and any title that the user chooses in columns 6 through 80.
. _ (b) Problem Card \

‘The second card co;tainé 9 numbérs specifying the nature of the
broblem and type of analysis; The first 8 numbers are integers and each
£ <.a - -+7" is punched in a-5-digit field, right justified. The 9th number is a

” significance level to be used as a criterion for defining significant
canonical relationships, according to Bartlett's test, and is a A-digit

- ==+ decimal fractton punched with™a decImal point. The numbers in this card

are:

-




{ <+ - Col.
Col.
Col.

- --~--Colk.
Col.

Col.

Col.

Col.

Cel.

-24=

-

-5 N = No. of observations in the sample
6~10 NP = no. of 'variates in the Y-set
11-15 NQ = No. of variates in the X-set (NP<NQ)
16~20 - NR = No. of variates in the Z-set (punch zero or
leave blank if no Z-set)
21-25 NT = No. of variates in the W-set (punch zero or
leave blank if no W-set)
26-30 Punch 1 if Canonical Analysis
Punch 2 if Partial Canonical Analysis
Punch 3 if Part Canonical Analysis, Partialing
Z-set from Y-set
Punch 4 if Part Canonical Analysis, Partialing
Z-set from X-set ‘
‘Punch 5 if Bipartial Canonical Analysis
31-35 NRMC = No. of format cards-
36-40 Punch 0 or leave blank if raw data to be input
Punch 1 if variance-covariance or correlation
matrix to be input
41-45 PIN = significance level for retention of canonical

variates according to the Bartlett test, ~ '
Punched with decimal point. Punch 1.0

if it is desired to have all possible canonical
variates extracted. ’ ’

(c) Format Card

The

input format contains one F-field for each variate that is

L3

input. The user should remember the order in which the variate sets

must be input, as specified below.

(d) Data

The

J

data may be input in raw form (IN=zero) or in the form of a

variance-covariance or correlation matrix (IN=one).

&

(i) Raw Data: The values on thé variates for each observation are

input in a single record containing one or more cards. The order
of input must be: Y-set variates, X-set variates, 2-set (if used)
vatiates, W-set (if used) variates. The variates are punched

13

as specified on the variable format card, card c.

re
<6

—
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g~ aaree - (i1) Variance-covariamce or Correlation Matrix: The complete
square symmetric matrix of variances and covariances or inter-
correlations of all variates is input. The matrix must be_in

the fo;m:'

r—— \ ) —
s s(¥,Y) S(Y,X) S(Y,2) S(Y,W)

S(X,Y) S(X,X) s(X,2) S(X,W)
$(z,Y)  S(z,X)  S(z,Z)  S(Z,W)

S(W,Y) S (W,X) s(w,2) S(W,W{~

mre eme cece- ~mArhere-$(A;B) represents -the variance-coveriance matrix or correlation matrix— <= <

of variate-set A with variate-set B. The nwrber of variates in the Y~-set must

be less than or equal to thé nuber in the X-get.

mA s md e e The-+values -in-each rdw}of’the~matrix are input in one record containing - ~~-
one or more'cards, punched as specified in the variable format card, card c.
(e) End of Job Ca;d -.
*1~-~ = rm-= -~ ----The -program -allows the user to stack jobs to be run sequentiall,f‘fa"“ .
each job containing a complete set of cards a through d. Thus if a second
* job is to be run, a second title, ?roblem, etc. card follows the data from
ternowee- --eo =t the 'first jobs The'data for the last job is followed by a énd-of~job card -

which contains the characters "FINIS" in columns 1 through 5.

OUTPUT FROM CANON

e

mEMRT e e e e The‘output'ftdm(CANON includes the follewing (all valves are printed - -
* in scientific notation; eg. ,1234 D-01 = ,1234 x 10-'1 = (01239):

(a) Variance-ccvariance matrix (or correlation matrix when it is input)

of all variates, |

(b) Standard deviations of all variates, by set .

(c) Variance-covariance matrix after partialing. Output when the analy.is

is a partidl, ‘part or bipartial canonical analysis, this matrix contains

the variances and covariances of the Y and X sets after partialing.

<7
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“re @

\‘. o e (d) Eigenvalues frxem the-detesminansal equatiom formed for—the aMalysTs
' and the values necessary for determining ;ignificance éy Roy's criterion
| using the Heck charts.

.- {e) Canonical, Rattialré;nonical, Part canonical or Bipartial canonical

correlation coefficients and Bartlett's test for the significance of
the coefficients,
; *
“i+c- =: e~ a--. (£) Standardized- canonical coefficients for the Y-set variates and

correlation coefficients between the Y-set variates and canonical -
/!

variates derived from the. Y-set.

~

I

N res s awme. - £g)-Standarddred emnonteal cowffictents for th&@ X-ser varT¥tes “Xhd cdF=

relation coefficients between the X-set variates and canonical variates

L]

derived from the X-set.
e e s e - ¢h) Proportions: of variance im the Y-set accounted for by €ach

significant (Bartlett's test) canonical variate derived from the Y-set, -

-

and the similar proportions for the X-set.

~ -+ asme- - (1) Correlation coefficients between-Y-set variidtes and thé'sigﬁfficaﬁ?
: /

canonical variates derived from the X-set, along.with the redundancy
for each canonical variate and the overall redundancy.

Bar o e e e (3) Correlation coeffictents Betweefl” X-sef variites and the sigﬁIficaﬁ?
q
canonical variates derived from the Y-~set, along g}th the redundancies

for each canonical variate and the overall redundaﬁcy.

- ree -~ sl e o 4 - .~ l— 4 e~

*
e Canonical variates -normalized to have unit variance in the sample.

R T N T
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