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ABSTRACT . .
For the past 15 years there has been a serious
interest in the processing of natural language (tnglish) by
researchers in Artificial Intelligence (A.I.}. This processing has
included machine translation, Juestion-answering systeas, man-machine
dialogue, and speech understanding. This interest has engeniered an
awareress of and a concern with the ongoing activity in contemporary
linguistics. Therefore, it may be of interest to linguistis to
discover what has seemed important for A.I. and how it has bsen
adapted and used. Thus a brief history of the relation (almost always
one-way) betweer A.I. and linguistics is presented. Some of the works
irn A.I. surveyed range from those of the eariy sixties, such as
Lindsay's SAD SAM, Green et al BASEBALL, and Bobrow's STUDENT, to
more recent efforts, including Wood's transition network grammars,
Winograd's SHRDLU, and Schank's conceptual dependency models. In one
vay or another, these computer programs and others depend on the work
of Chomsky, both "Syntactic Structures" and "Aspects,®" Halliday's
systeaic gramsmar, and some of the ideas of generative semantics as
develcoped by G. Lakoff, McCawley, and Fillmore. (Author/KM) -
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1. Introduction 1' . - e
For the past fifteen years™ there has been serious interest in

the processing of natural language (English) by researchers in Arti-

ficial Intelligence (A.I.). This processing has included machine

translation, questibn—answering (Q-A) systems, man-machine dialogue, %

and speech understanding. This keen interest has engendered an

awareness of and a concern with ongoing activity in >ntemporary

linguistics. Therefore, it may be of interest to linguists to dis-

cover what has seemed important for A.I. and how it has been adapted

and used. Furthermore, I would suggest that current activity in A.T1.

should be of interest in its own right to linguists concerned with

the whole range of problems involved in human language understanding.
An enduring definition of the goal ol A.I. research is "to con-

struct computer programs which exhibit behavior that we call 'intelli-

gent behavior’' when we cbserve it in human beings." (Feigenbaum and

Feldman 1963, p.3) Winograd (1971), in discussing the goals of his

research--which include the desire to have a usable langunge-under-

standing system and to gain a better understanding of what language

is and how it is put together--states: :

More generally, we want to understand what intelligence is and
how it can be put into computers. Language is one of the most
. complex and unique of human activities, and understanding its
structure may lead to a better theory of how our minds work.

These remarks suggest that there should be closer cooperation amoing
A.I. researchers and lingvists, although this clearly has not been
the case, as Walker (1973) notes: ,

Linguists for the most part have nct accepted the computer or

even computation as an essential methodological component of

their ficld. Moreover, many linguirts have denied not only the

relevance of the results of computational linguistics research

for linguistics, but, more importantly, the possible relevance

of such results. i

1 suspect this situation may derive from positions which can best
be expressed by two hypothetical researchers:
A.1. Fescarcher: Linguists are too preoccupicd with very small aspects
of the total language problem. They need to look at the larger pic-
turc an! they also need the realities of a compyter program Lo con-
strain their Imaginatieons in ovder to produce a norce preclse formula- .
tion of their theories. )
Lipfiist: Go far, A.I. researchers have trivialized the complexitles
of langusge understandlng. They write large programs deallig with
narrow domains involving felatively simple grammatical constructions.
They Just don't appreciate that we know 8o very little that a lot of
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basic research is of the highest priority.

From the outset, the A.l. researcher has been compelled to deal
with prot:lems of syntax, semantics, context, pragmatics, and rjre-
sentation of knowledge for the design of even the simplest system.
Ani althouph the treatment hae often appeared superficial, recogni-
tion of the simplifying assumptions made and the difficulties of the
problem has always been pade. It is my task here to amplify this
point of view. ' .

The following sections will consist of a brief discussion of
machine translation, a more extended treatment of Q-A systems, and
finally a Yook at current research in speech understanding.

2. Machine Translation

Machine translation as a modern enterprise began in the late
1940"'s, and as cf the present date it can be said that fully auto-
matic high quality translation (FAHQT) has not been achieved nor are
the prospects hopeful. The major effcrt in machine translation was
a precursor to A.I. reseerch, and its failures have been used to cast
Jdoubt upon the whole A.I. endeavour (see Nreyfus 197). As early as
1959, Bar Hillel (1960), one of the earliest workers in this ficld
and later its severest critic, ‘argued that FAHQT was ! “* a reasonahle
goal and was even an impcssible one. Since much of the work up to
that time had made use of rather simple grammatical notions together
with large dictionaries and was basically word for word, his position
was not altogether unreasonable.

But Bar 4lillel did comment on the optimism aroused by the then
recent achievements of Noam Chomsky (1957) and the hopes that his
transformational model would lead to success where previous syntac-
tical analysis had not. However, much of the work in mechanical
translation continued to be based on the notion that words are the
units of meaning and to this idea were added "notions of thesaurus
classes of words, statistical associations, probabilities and super-
ficial c ntactic structures" (Simmons 1970). The final blow came
with the issue of the ALPAC (1966) report, which signaled the effec-
tive end of large-scale support for machine translation.

. One legacy of machi. e translation was & growing appreciation of
the complexities of language and an awareness of the necessity to

‘ {integrate various kinds of knowledge if language was to be dealt with
in any meaningful manner. Recently there has been a revival of inter-
est (see Wilks 1973a, 1973b). It should be mentioned that machine-
aided translation involving either pre-editing or post-editing is an
alternative but not a particularly attractive .cne to researchers in
A.I.

3. Oues*inn-Answering Systems
ior nany of the early cystems, the decislion was made to avold

t1.e necessity of dealing with the full complexity of natural language

Ly the uwse of speeially designed formats for both the input anl thic

répresentation of knowledge within the system. Because the following
\treatment will of necessity be brief, the rcader would be well aivised

vo consult’ such surveys as Bobrow (1963), Simmons (196%,1970), Kuno

(1967), Wa)zer (1973a), and more delailed sources such as Feigcnbaun
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and Feldman (1963), Minsky (1968), Winograd (1972), Schank and Colby
(1973), and Rustin (1973)..

BASEBALL (Green-et al 1951)

This computer program answers questions posed in ordinary Eng-
1ish about wins and losses in American league haseball games.
Typical questions are:

Where did the Red Sox play on July T?
What teams won 10 games in June?
How many games did the Yankees play in May?

For our present purposes it is important to pote that the linguistic
routines involve a dictionary look-up for parts of speech and defini-
tions, a syntactic analysis based on the work of Zelig Harris (1960)
vhich is usually successful, in this case because of the restricted
format for questions, and a semantic routine which uses the diction-
ary meanings and the results of the syntactic analysis to produce a
specification 1ist with which the fixed data structure can be
searched. This program works well within its very limited domain,
especially with such regtrictions on the input sentences as single
clauses, prohibition of "and”, "or", and "not" ae well as construc-
tions involving relations such as "most" and "highest". But basi-
cally the level of language understanding is quite limited.

SAD SAM Sentence Appraiser and Diagrammer and
Semantic Analyzing Machine (Lindsay 1963)

The basic semantic information of interest is family relation-
ships, e.g. father, mother, brother, etc. There are eight such
relationships in Basic English, & 1700-word subset of English which
provides the acceptable vocabulary for the program. The tdsk of the
program is to construct family trees by extracting the kinship reler
tionships <ontained in the input sentences. Sentences are analyzed
by means of a context-free grammar, and the parse tree is used to
extract the contained kinship relatien. Since the semantics are lim-
ited to kinship terms, everything else in the paree is ignored, so
that a sentence like

John visited his sister Mary in Chicago during the summer of 1967.

will result in a structure being built which represents only the
inforrmation that John and Mary are siblings.

This program foreshadows the dominant linear processing paradigm
o* the 1960's: First parse to produce a representation of the input
sentence, usually a tree; then apply "semantic” routines to produce
a query language statement; finally, execute to retrieve information
from the data base (see Kuno 1957). The use of grammars expresied
as systems of rules is entirely due to Chomsky, and his influence is
very pervasive in this period.




STUDEIT (Bobrow 1964)

STU; ENT is a program designed to accept an English language
statement of a high school algebra problem, to convert it into a
set of simultaneous linear equations, and finally to solve this set
(1f possible) and produce an answer. A typical problem is

If the number of customers Tom gets is twice the square cf

20 per cent of the number of advertisements he runs, and the

number of advertisements he runs is 4%, what is the number of .
- customers Tom gets? ‘

Bobrow mekes use of a motion of kernel sentences and transformations
which he claims are different from Chomsky's; however, his idea is
to assume an underlying structure which must be uncovered by a small
set of sentence forms. In this restricted domain, meaning is expres-
sible a5 & set of equations of the form P1=P2, where Pl and P2 may
be strings of uninterpreted symbols. The program contains a number
of procedures’necessafy to carry out simple pronoun reference, to
match stripgs which are formally different, to relate the subject. of
one sentence to its immediate predecessor in the text, ete. Because
of the restricted domain, a fairly small set of prestored sentence
forms is sufficient to deal with a large number of apparently differ-
ent sentences. A somewhat extended vergsion of this notion 1s the
basis for programs called by various nemes such as Doctor and FLIZA
(Weizenbaum 1966). -

logic-Based Systems

Tn 1958, John McCarthy presented a paper titled "Programs with
- — . - Common Sense" in which he proposed a program called Advice Taker,
which' would solve problems by manipulating sentences in formal lang-
uages. This motivated research in at least three directions: the
development of adequate formal representations for natural language
sentences, the investigation of problem solving in formzl’systcms,
and the study of methods for translating from natural, lénguage into
formal languages.

Raphael (1964) developed a program called SIR (Semantic Inform-
ation Retrieval) with the goal being to derive answers to simple
questions expressed in natural language hy the use of deductive pro-
cedures. As such, the class of input sentences was quite restiricted,
being limited to set relations, ownership, rart-whole, number, and
position. Employing a large number of special purpose routines and
operating on a symbolic r: -esentation of the input information, the
program was able to perform rather simple deductions.

In the mid-1960's, a powerful proof procedure for predicate
calculus was developed by J.A. Robinson (1965). Thus, if problems °
coull be formalized in predicate calculus, this procedure, called
resolution, offcred the possibility of an cffective theorem prover
as a problem solver. It should also be mentioned that during this
period 85 well there was a considerable research ~ffort devoted to
robot systems which it was hoped could be commanded_ in English to’
carry out non-trivial tasks requiring some form of deduction. A necw
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approach thus emerged vhich required the translation of English into
jredicate calculus, the application of a theorem prover to the result-
ing formula, and, if successful, the return of a solution. For exam-
ple, the input

Is there a green box under the table?
would be translated into sometliing like
@x,y) [Box(x) A Green(x) A Table(y) A Under(x,y))

The theorem prover must now determine if there are objects x and ¥
which satisfy the above formula and if there are, the answer to the
question will be yes with the specific obJects named. Of course,
this apjroach requires all information about the domain to be stored
as predicate calculus formulae.

A problem requiring deduction for golution, for example, & ver-

“ gsion of the famous 'monkey and bananas' problem, will return the

sequence of operations necessary for a solution (go to the box, push
the box under the bananas, climb the box, get the bananas). The most
imrortant work done in this period was Green and Rarhael (1968).
Other interesting efforts using predicate calculus are Sandewall
(1971) and Coles (1972). However, this overall approach has lost
much favour, because for large data bases, the theorem prover, employ-
ing various refinements of the resolution principle, has turned out )
to be rather inefficient. . .

It is interesting that there has been a simultaneous revival of
interest in the formal modeling of natural language in philosophy
and linguistics as well as A.I. In linguistics the names of George ‘
Lakoff (1970) and James McCawley (1968), 1969, 1972) are particular]§\\
rrominent. It must be noted however that on the whole their work has
had little #nfluence in A.I. Almost the only reference to it 1s to be -
found in Wilks (1972, 1973b). In the former he expresses strong

_ disagreement with Lakoff's approach. Iz fact, much of the effort of

the generative semanticists has gone virtually unnoticed in the A.I.
commnity. Chomsky (1965) has continued to exert considerable -influ-
ence even though his theories have come under strong and continual
attack since 1966. This in itself is noteworthy, for with his empha-
sis on syntax to the exclusion of semantics, pragmatics, and much
else, his roint of view is in direct opposition to the requirements
of Q-A systems. Nevertheless, there is a certain attraction to Chom-
sky's framework for syntex which lends itself to computer implementa-
tion. It is not surprising that the unsettled state of generative
semantics should discourage the interest of researchers in A.1.

Aupmented Transition Network Grammars

e names of W. Woods (1970, 1973) and of Woods and Kaplan
(1971) are most prominently assoclated with this approsch to natural
language processing. Woods (1968) proposed the use of procedural
semanrtics for a Q-A system. Assuming that the program had available
a deep structure parse or phrase marker (in the Chomsky sense) of the

b




input question, he developed & system which attempted to match

parts of the tree with a collection of prestored sub-trees. Each
successful match would result in the incorporation of a piece of
LISP code into a growing program. The execution of the completed
program results in an answer to the original question. An example
of a question and its semantic interpretation in terms of predicates
and functions is

-What is the departure time from Boston of every American
Airlines flight that goes from Boston to Chicago?

(FOR EVERY X2/ FLIGHT: EQUAL (OWNER (X2), AMERICAN AIRLINES)
AND CONNECT (X2,BOSTON,CHICAGO); (FOR THE X1/DTIME (X2,BOSTON):
LIsT (X1)))

The augmented transition network (AIN) grammar is a formulation
of a transformational grammar which produces the (Chomsky-like) deep
structure perse for input to the semantic processor. More detail is
found in Woods (1970, 1973), but for the present it can be said that
an ATN grammar is & collection of finite state graphs which allow
recursive calls on the arcs and which has provision for storing
rartial rarses. Some of its virtues are the clarity of the represen-
tation, the speed of processing, and the way in which regularitied
of language are captured by having a single piece of network serve
multiple uses. The Woods system probably carries the linear paradigm
for natural language processing as far as it can go.

Most linguists of a generative semantics persussion would prob-
ably dismiss this whole effort as misguided and hopelessly inadequate
as a model for language processing. But it does provide a fairly
powerful system for certain practical situations. A prototype of
Wood's system was designed as a Q-A fact retrieval program tc ansver
a geologist's questions about the reported chemical analyses of lunar
rock samples brought back from Apollo missions. With a data base of
approximateiy 13,000 individual chemical analysis measurements, the
program performed remarkably well when rup during & Lunar Science
Conference in 1971. (See Woods 1973) Sample questions are

Do any breccias contain Aluminum?

What are they?

In how many breccias is the average concentration of Alwninum
greater than 13 per cent?

It is also clear that the construction of such large systems does
reveal many factors involved in the task of natural language process-
ing and reveals them in a particularly immediate fashion.

sirpilt | (Winograd 1971, 1972, 1973)

“his unlikely string of symbols ie the name of Terry Winograd's
very irportant program for natural languags undersctanding. A major
departure is made by Winograd from the by row traditiona) generative
grammar approach, to a view of language enunciated by M.A.K. Halliday
(1970). There is a strong similarity between Halliday's position
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and that of Fillmore (1968) to whom we shall return subsequently.
Halliday's theory views meaning as having a central place in the way
language is structured, and he proposes a number of "system networks"
wvhich describe how different features of a sentence interact and
depend on one another. This is refliected in the following (Winograd

1971):

If we really want computers to understand us, ve need to give
them the ability to use more knowledge. In addition to a grammar
of the language, they need to have all sorts of knowledgec about
the subject they are discussing, and they have to use all sorts
of redsoning to combine facts in the right way tc understand

and respond to it. The process of understanding a sentence has
to combine grammar, semantics, and reasoning in a& very intimate
way, calling on each part to help with the others.

It is this last sentence which expresses the crucial aspect of
Winograd's contribution to natural language processing. Sharp dis-
tinctions between the various phases of processing--syntax, seman-
tics, inference, context--are done away with, resulting in a system
that is difficult to describe but powerful in its operation.

" SHRDIU's domain of interest is a simulation of a hand-eye
system resembling those that have been built at Stanford and M.I.T.
For the simulation, we can visualize a table with blocks of various
sizes, shapcs, and colours, a box, and a mechanical arm able to move
one block at & time. Thus the system can respond to commands (“Pick
up a red biock"), questions ("What does the box contain?"), and
declaratives ("A 'steeple' is & stack which contains two green cubes
and a pyramid."). The program requires the ability to perform infer-
ence when dealing with a command such as

Find a block which is taller than the one you ar= holding and
put it into the box. '

In addition, it must determine what is meant by "one" and "it". It
can also deal with logical connectives, both in the grammar and
semantics

Will you please stack up both of the red blocks and either a
_green cube or a pyramid.

as well as a wide range of grarmatical constructions including pas-
sives, coordinates, and comparatives. )

The infererice powers of the system are lodged in programs written
in the language MICROPLANNER which is a procedural language -for doing
various kinls of problem solving. What ic intcresting in Winograd's
system is that inference plays an integral role in processing the
natural language as well as in the associated problem solving. The
role of the semantics component is to translate from grammatical
structures into MICROPLANNER code. This process, however, is ncot done
at the erd of a grammatical phase but is carried out in tandcm with
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the grammatical analysis.

Since the program saves the ongoing dialogue, it 15 possible to
question it about past events, and the program itself can use the
dialogue to resolve questions of reference and context. In terms of
its scope both with respect to linguistic problems and problems of
representation of knowledge, linguists would be well-advised to
become familiar with Winograd's SHRDLU,

4. Other Systems

I want to mention two projects which do not fit under the
category Q-A systems. These are Simmons' 1973) work on semantic
networks and Schank's {1972, 1973a, 1973b) conceptual analysis models.

Simmons' model is based very strongly on Fillmore's (1968)
theory of deep case structures with further developments by Celce-
Murcia (1972) to provide a form for representing knowledge together
with an ATN grammar which is used to transform the input English into
these semantic structures. Fillmore has probably been the most influ-
ential linguist in A.I. over the prast few years, with several systems
based on his theories. However, some of his recent writings (¥ilimore
1971) which raise questions about case grammars do not seem to have
become well known in A.I. We might also mention Fillmore's .influence
in cognitive psychology, especially in the memory models of Norman
-(1973), Rumelhart et al (1972), and Kintsch (1972). The interaction
of A.I. researchers and cognitive psychologists in such shared inter-
ests 8s memory,-knowiedge,~ semantics in particular and language
understanding and proguction in general, is an encouraging feature
of the jast few years . The addition of linguists to thios onter-
prise would certainly be a welcome event.

Simmons has also been noteworthy for his cencern with senteénce
generation and has developed an ATN for generating sentences (in
response to questions) using information from the appropriate part
of the semantic nets. An-input question is processed by an ATN
grammar to produce & deep case structure parse. Scarch routines
attempt to match this structure with knowledge also prestored in
semantic networks of case structures. When matches are found, Lhey
are input to the sentence generator compuonent which produces an

- appropriate response. .

Schank and his students have been trying to produce a model of
human language understanding to serve as the basis for a computer
program and have indeed produced a prototype system. The program is
a kind of language understander which upon being presented with an
input will produce a series of paraphrases and will also draw some
simple inferences. The majJor stress here is on underlying meaning or
conceptualizations, with a forcefully expressed lack of interest in
syntactic constructions. Grammar is seen as a minor 8id in determin-~
ing meaning, although the system does have a conceptual jarser as a
first phasc. The aim is to produce a reprcusentation pregnant with
associations and potentialities for inference.

Schank uses the term ACT to represent the underlying actions
implied Ly the sentence curface structure. There is certninly &
similarity between his notion of a conceptual dependency network

N~



centered around ACT's and Fillmore's case frames, although Schank
argues that Fillmore's work is essentially syntactic. As an example
of the unierlying complexity of an apparently simple sentence,
consider Schank's representation of

I walked to the cafeteria.

tf * o D cafetekria 1 1
1 PIRANS = I 4-[: .__.It P
: . R MOVE

ol ross-my
feet &= I

'ILIZ\
afeteria
R

I will not attempt to explain the notation but basically the sense .
is that "I completed a change in my position to the cafeteria by
means of (instrument I) having moved my feet to the cafeteria.”

Thus a valid iriference which could be drevn here is that the object
(1) is located jat the direction (cafeterir®  PTRANS and MOVE are
two of fourteen primitive ACT's which Sch. : claims are necessary

to represent alll the actions underlying natural lsnguage. His system
incorporates :;rge numbers of rules which nperate h the input
sentence using/a large and complex lexicon to produce conceptual
structures. Schank will settle for nothing less than & model which
explains how people understand natural languege.

5. Speech Understanding Systems

At present there are three large-scale research efforts to
echieve working speech systems by 1978: Reddy et al (1973), Wocds
and Makhoul (1973), and Walker (1973b, 197k). The basic specifica-
tions for these projects, all of which are supported by the Advanced
Research Projects Agency, tere drawn up in a report issued by Newell
et al (1973). Some of these are that the system should accept con-
tinuocus speech from many speakers of general American dialect, in a
gulet room, over a good quality microphone, with a vocabulary of
about 1000 words and a highly artificial syntax, The domain of dis-

* course should be-limited; the system,slightly tuned for each speaker,

shou%d operate in real time with less than 10% scmantic error.

‘The development of such systems is a great challenge, since all
the complexities of language understanding must be dealt with in
relating acoustic signals to meaning. As such, researchers on these
projects have, of neceasity, to draw from the extensive phonclogical
literature and integrate work in this area with current ideas fyem
Q-A systems already in operation. But now the linear paradignm is
totally inadequate hecauce there i6 no way to convert the acoustic
sigral to a seQuence of words without a whole range of syntactic,
serantic, context and problem domain knowledge. 1t would scem that
any single aspect of the language processing task requires informa-

y
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tion and help from all other aspecis.
Winograd (1974) has described two approaches to system organi-

zation for dealing with the apparent necessity of an all-at-once

apprbach. The flrst he calls heterarchical. The project at Bolt

. Beranek and Newman (Woods and Makhoul 1973) demonstrates this ap- N\

rroach. I¢ involves a number of sub-components working together
without & strict chain of command, i.e. any one can pass information
to any other one directly whenever some particular knowledge- 48’

needed. s

OOKKEEPING PRAGMATICS

MATCHING \B i

LEXICAL o e

RETRIEVAL oo \iB‘ANTIw

FEATURE /

EXTRACTION | - BYNTAX
Heterarchical system organization (Winograd 1974)

Processing might proceed as follows (Winograd 19743:

The feature extpactor looks at the incoming wave forms, and
suggests possible phonetic features. These can be us by the .
lexical retrieval component to see vhat words are ibly

-~ there. The matching component takes a.possible word and checks
it against & piecé of wave form to check the likelihood that it
is actually there. The syntax component evalustes possible '
sequences of words...and & control box to decide wha% compon-
ent vill\do vhat when. ‘ )

The second system orgsnization he calls pandemonium. It character-
1zes the work being acne at Carnegie-Mellon University (Reddy et

al, 1973):

OVERLORU
ACOUSTIC . SYNTACTIC SEMANTIC
RECOGNIZER‘\\\\\‘\ RECOGNIZER . RECOGNIZER

HYPOTHESIS SCRATCHPAD

»

.- Pandemonium organizational mcdel (Winograd 197h)

He descrives this approach:

it is as if ve had a group of experts vorking on o common task,
bLut no one of them knev anything ebout the others. Fach  pert
might not cven know how many others there were, or whet kind of
things they dealt with, Communication is managed by having cach
expert know how to propose lequences of words and assign &
degree of confiderve to them. Any individual component can look

.
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at a current set of hypotheses (in the SCRATGIPAD), and either

édd new unes to it; or change the level of confidence in one of

the old ones....

e . —_— N
This domain certainly requires much cooperation between linguists

and A.1. researchers if the effort is to achieve any kind of success.

6. Conclusions . . _
Wnile A.l. researchers have continually borrowed’ from linguistics,
the converse has been rare. In their borrowings they have tended to
ignore linguistic controversies.and the unséttled state of theories.
But they have al3o revealed some of the inadequacies, evasions, and
errors in thes: theories by the practical necessity of programming -
a computer to implement them. If there are differences in opinion .
with respect to methodologinal principles, these should be over-
shadowed by the overriding similarity in goals--namely, to understand
natural lenguage. : .

NOTES =~

1. Work on machine transliation using digital computers actually
began in the late 1940's, but I am mainly concerned with the post-
1960 period. g A o

2. It is important to comment that models in A.I. neell say nothing
about human behaviour. Very often the concern with human activities

is mainly as & source for ideas. There is no reason to expect that

ajpropriate problem-solving techniques for computers will resemhle
in any way comparable human behaviour.
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