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Th's repusl St tariscs progress on e devetopient of a
mativraticel nodel of the illinois Library and Infornation RNetworh. The
main objective of tlis project is to produce a matheunatical model and
assvciated cosputer programs for ugo by the State Library in evaluation
and pisrming of the I1linois network. Vhile this goal is rather specific,

5 of library networks
and a general model of their operation. With this point in mind, wach of our
resesrch has beea divected at broad issues that have meaning for most jibrary
‘networks.

In Section II, we discuss the ILLINET model in general qualiﬁative
terms of recsources, demands, and network operating policies. The model is
basically & queueing netwdprk which predicts probability of a request being

. satisflied, average time from initiation of a request to receipt of the
desiredyggsource, costs, and processing loads.
I i

Using a hypothetical network, we consider two fairly general classes
of network operating policies; those that emphasize winimization of delay and
those that ewphasize maximization of probability of success. With the ILLINET
model, we show how network dispersion and the distribution of resvurces

affects the appropriatencss of these two classes of policies. Combining

cost constraints and value judgements concerning the tradeoff between average

delay and probability of successfully satisfying a request, we briefly dis-

cuss choosing a specific network operating policy.
We consider how network performance (probability of success,
average delay, and costs) is affected by union listings of holdings, auto-

mated circulation at the individual resource libraries, and a computer-
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controlled network. Based on thée cost reimbursement procedure in Illinois,
union listings appear to have significant economic benefit not to mention
the improvéd service possible with such listings.

The effect of processing load oﬂ average delay via queueing is
considered and shown to have the potential of substantially increasing proc-
essing times Ehroughout the network. This increase either costs the requestor
in terms of delay or costs the network in terms of increased staffing and/or
productivity to maintain écceptable levels of service.

Section III discusses the future plans of our project which include
analysis of ;he Illinois network in light of the data currently being gathéred
and the impact of possible applications of computer and communication technology.

In Appendix A, the equations currently incorporated in the ILLINET

‘model are derived. Appendix B includes a summary of the ILLINET User's
Manual, -

In this report, we have performed a rather detailedtfnalysis of a
hypothetical networking situation. This was partially motivated by the lack
of recent data from the illinois network. However, the main reason for
considering a hypothetical netwoik was to clearly illustrate the numerous
policy issues and how various network parameters might affect thé resolution

-

of these issues.

4
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1L, FOLIGY st 003 A0 THE ALALYSIS OF A HYPOE  TCAL NETROLK

A.  Introduction

Linee cur last projece vepect, the 1ILLVET todel Lzs been
considerably vevised and extended. It uou incorporates a distributed
queucing networs that allovs for consideoration of a rather robust sct of
network cperating policies. To facilitate use of ILLINEY 2s an analysis and
design tuwol, the interactive features of Lhe computer program have heen
considerabliy nnhaﬁued._

In this section of this report, we want to discuss how LLLINET
can be used to analyze a library/information network. We will stress inter-
pretation of model output and discussion of policy issues. The reader

interested in detailed assumptions and procedures is referred to the

Appendices.

B. The Model

We start with a set of geographically disperse resources and a
set of geographically disperse demands. Our goal is to match demands gnd
resources so as to maximize probability of satisfaction (£ill rate), mini-
mize average delay in receiving the desired resource, and minimize the cost
of providing the service. Combining resources, demands, and a communication
protocol, we have a network. We will assume that the characteristics of the
resources and demands are relatively static. This leaves the c&mmunication
protocol or what we term the network operating policy as the means to achieve
the goals noted above.

ILLINET is a model that predicts the effects of netvork operating

policy on fill rate, average delay, cost, and processing loads. In essence,
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the rodet ie a hiecavehical quev-ine o cvark.  TU ie hierarchical in the =enae
that different poctions of the network « » Le defined to have different levels
of responsibilit. . Quencing comes Lnto play vhen we «ilow the processing time
at a peint in the network to be o funcuien of the demand ca that point.

To be censistent with the terminology used in the 1liinois vetwork,
the resource peints in the network yi]] be calied Centers. The points from
which demahd eranates will be called Systems.™ Demand can he categorized

according to subjcct area. We will refer to subject areas as classes.

C. Network Operating Policies

By network operating policy, we mean the prearranged paths of
requests through the network. Upon sending a request to a Center, three
things may happen. TFirst, it may be satisfied and the desired resource
delivered to thg requestox. If the request is not satisfied at the initial
Center, it may be forwarded to another Center. It is also possible that an
unsatisfied request is not forwarded, but is cAtegorized as unfillable and
returned to the requestor.

For a given class of requests from a given System, the network
operating policy specifies the Center at which the request is in?tiated into
the Center level of the network and the subsequent routing of the request

should it fail to be satisfied at that initial Center. The specification

of the Center at which the request is initiated we have chosen to term

allocation. The choice of the path by which a request proceeds through the

In Illinois, Systems are the points at which the requests from local
libraries are aggregated for transmission to the Centers.
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networi we torm roul ive, Wneaever @ request 16 sitisffed, its path teirdnotes
Lo -
aud docs not continue to foliow the specified routivg, Thus, a roquest peed

not alvavs be processed at every Center specified in its route.

Ciass 3 requests thatb euter the netwerk ab Center i ave termed Lype

ij requests. Ascociated with type ij requests is a rouling vector r " whevre
- ijk

-1
k refers to the k™ Center to which a type ij rcquest is routed if it has not

s

S n

yet been satisfied. The lengiir of the routing vector (the waximum k i

—
e

which may take on velues of 1, 2, ..., N vhere N is the nurber of Centers in
the network. The process by which a request proceeds along the route
specificed by its routing vector is termed referral.

To decide on the routing of a request one must choose r and n

ijk

8

iy
One has N choices for tihe first Center at which a request will be processed.

One has N - 1 choices for the second Center, N - 2 choices for the third Center,
etc. Since we might choose values of nij_ranging from 1 to N, we find that the

fgtal number of possible routing vectors for a type ij reyuest is given by

~

For example, if N = 4, the total number of possible routing vectors is 64
while N = 10 yields a total number of 9,864,000.

The above results could be applied to each class of requests from
each System. 1f therc are L Systems and M classes, then there would be a

total of
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possibl. policiea. As an cfiople, 4F theoe are 16 fysrers, § elannea, cnd 4
Centers, there arce 8,192 posaible netwosk oparoting poiicics. This gives
the reaces an idet of the compler ity of the prot lewm of choosirg a polic,.

. ) . <.

However, we nced not specifically consider such a robust set of
policies Lo pursue some of the geners) poliey issues. Tnste-d, ve will con-
sider two class s of polici:s and hou cach might be sppropricte di different
situvations,

Lefore we define these policies, con: ider svae of the basic Lrzde-
offs involved in choosing a policy. To maximize probability of successfully
satisfying a request, the request should be senk to the Centex wmost likely to
fill a request in that class. To minimize delay in satisfying a request, the
request should be scnt to the Center least distant (in delivery time) from the
requestor.™ However, more often than n?t, the Center with the greatest
strength in a given resource class will‘not be the Center least distant from
the requestor. Thus, we have to trade off delay versus fill rate. 1In other
words, how many additional requests would have to be satisfied to Justify

a given increasc in average delay to all satisfied requestors?

Onc approach to resolving chis issue is to initially send requests

. to the least distant Center and then route those not satisfied to the Center

O

with the most strength in the desired resource class. The result is that some
requestors receive relatively fast service, but the remaining requestors
(those not satisfied at the least distant Center) wait longer than they would

have if their requests had been initially sent to the Center with the most

strength in the resource class. Whether or not this policy is acceptable .

*We are, for the moment, assuming that all Centers have approximately equal
processing times.

.b.\
=
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berveon the sor o voarer ov the strocpent © LLor. Seco-t. it Cr MG, 07

the dinpersion of the wotwerk.  TFor @ onetvorh cith Jeu dicper,acn, the
strotaest Coated ey net be sonilivantly rore distant Unen Uhe 1 earont Donter.
rinally, it deperds oo the buadeet available sigce requerts 0t satin"ted zu the
rearcsl Center and ther routiu to the stronge.t Conter will incué procersirg
costs at both Centers.

teferrals not enly result in increascd total processing cosca,  ihey
algo resull in a higher processing load on the notwork. If Lie stalfing of

the network iz rot increased, then incrensed processing load will result in

increased processing time (because of queueing). Thus, to keep proccssing time
within acceptable limits, additional staff and/or new technolugy is necessaxy.
Whether or not this is feasible depends on whether or not the increased funds
generated by the additional processing load are sufficient to cover such
ivvestment, -

There are also other investment issues. Would a union list of the
network's holdings be a reasonable investment? We will shou later how such a
list could result in substantial savings in network operating costs. What
are the effects on network performance of automated circulation systems at
the Centers? Such systems would decrease processing time but, depending on
the reimbursement policy, may have little effect on network aperating costs.
Would computerized allocation and routing of requests be of value? 1t

certainly would make service morec consistent and, if it could access a union

list of network holdings and automated circulation systems at the Centers,

could result in an almost instantaneous response to the requestor concerning

(A
O
[4¥)
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whetiwer ox not his request will be satisficd. FNowever, it uvoeld not watevial by
o

®

aifvct processiug tine® at tle Center vwhere the reguest was salisfied or

delivery time for the decired resource. The basic savings would be the time
and cost of referral.

The overall policy issues hinge on the tradeoffs betveen service
and cost and between the two measures of service (fill rate and average delay).
In the next section of this repert, ve will quantitatively consider these
tradeoffs by analyzing a hypothetical network. We will consider policies that
attewpt to minimize delivery time (termed "time" policies) and policies that

try to maximize fill rate (termed "strength" policies). Also, we will look
y P

at the effects of referral on all three measures of performance,

D. A Hypothetical Network

\]

We have two motivations for considering a hypothetical network
instead of an actual network. Our first reason is that there is not yet
sufficient and consistent data for the Illinois network to allow a rigorous
analysis. This condition will be remedied in the next few months and a
detailed analysis of the Illinois network will be the subject of our nex
project report. The second reason for considering a hypothetical network
is th;t we can construct a network ;;Euation that will clearly illustrate

the important policy issues and avoid the obscurity brought on by statistical

effects and policy irregularities.

#1t would not yield improvement in processing time beyond that resulting
from a union list and automated circulation.

W

Q '1.
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A "map" of eur hypotheticel network is shown in Figure 1.% Therc
are feur reseurce Centers and sixteen Systens where requesie from local
libraries are agyregated for transwicssion to the Centers. ‘The scale of our
map is in delivery time wits. We asgune that the four Centers are on the
corners of a square, The squsxe hags diwcnsions of b delivery time units on
a side and V2 D delivery time units acrcss its diagonals. The distance
beitween each System and the closest Center is one delivery time unit.

D is our neasure of the dispersion of thc network. D may be
preportional to distance if the mode of delivery consumes time in preportion
to distance. However, the relationship between distance and time is not
-alvays as simple ;s one might suppose. For example, mail traveling within a
city may take longer to reach its destination than mail traveling coast-to-
coast. lowever, the point of this discussion is to note the effects of D and
not to consider how D might be measured.

We next vant to consider the distribution of re;ources in the net-
work. For convenience, we will assume that there are eight subject areas or
classes and that the ith Center will satisfy a class J request with probability
pij' We will consider two resource distributions: uniform and skew. A
uniform distribution is such that all four Centers have equal values of pij.
A skew distribution is such that one Center has a high value of pij while
the other three Centers have low and equal values of pij° Ve will refer to

the  high value of . as the "strong" £ill rate and to the low value of p,.
Pss Pij

as the "weak" fill rate.

*The description of this hypothetical network and the data values assumed
are not meant to reflect the specific operation of the Illinois network.

14
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C = Center
= System
Scale = Delivery Time Units

A Hypothetical Network

Figure 1
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With a uniform resource distribution, ve cssume that all Centers
have strong fill rates in all classes. With 2 skew resource distribution, ve
assume that Center 1 is stromng in classes ! and 2 while being weak in classes
3 through &; Center 2 is stroag in classes 3 and 4 while being weak in the
other classes; etc.

" We will assume that cach System receives and transmits an average
"of 1,000 requests per year in each class. VUith sixtecen Systems and eight
classes, this results in a total of 128,000 requests per year.

If a request enters a Centcr without a call number, it is
"searched" to see if the Center owns the desired item. We will assume that
the cost and/or reimbursement for a search is $1.00. If a request ié filled,
we will assume the cost and/or reimbursement to be $2.00. *

In Appendix A, we discuss how each Center is composed of six
processes: in-process request, search, verify, obtain, out-process iten,
and forvard request. Initially, we have assumed that these processes
consume an average of 0.125, 0,500, 0.500, 0.500, 0.500, and 0.125 time
units respectively. Later in this report, we will consider the effects
of processing time being a function of demand.

We have now completely defined our hypothetical network. Its
symmetry and regularity are highly idealized. The advantage of this
idealization is that we now can consider the effects of netwogk structure
and policies unencumbered by the differences in demand and policies among

the various Centers and Systems.

16




E. fAnalysis and Results

Before discussing our analysis, let us summarize the variables we

are considering.

1. Allocation policies: time and strength

2. Routing: nij =1, 2, 3, &

3. Dispersion: D=3, 6, 9

4. Resource distribution: uniform and skew

5. Strong/weak fill rates: 0.5/0.3, 0.7/0.1
We are assuming a fixed average demand of 128,000 requests per yecar and
search/fill reimbursement costs of $1.00/2.00.

For our first analysis, we assumed that sll requests enter the
network without call numbers and that the only reason requests are not
filled is because the desired resource is not owned. Further, we assumed
the processing time is not affected by the level of demand (i.e., no queueing).
We will relax these assumptions and discuss them in more detail in later
analyses.

Tables I through IV are compilations of the output of ILLINET
for the assorted combinations of the variables noted above. It should be
stressed at this point that the specifics of the hypothetical network or,
for that matter, the specifics of the Illinois network are defined by the
input data for the ILLINET model and are not "hard wired" into the program.
Thus, analysis of different networks is accomplished by changing the data

and not the program.

17
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he performance measuvres in Tabies 1 and 11 arc total satisfied,
total cost, unit cost, and marginal unit cost. Since the total input to
the netuork is 128,000 requests per year, the total satisfied dividcd/by
that number is the fill rate. Total cost includes all processing and
includes both satisfied and unsatisfied requests. Unit cost is the total
saﬁisficd divided by the total cost. The marginal unit cost of referral is
the additional number of requests satisfied by the referral divided by the
additional cost incurred by the referral.

With a uniform resource distribution, the time and strength .
policies are identical since the nearest Center is always equal in strength
to any other Center. The appropriate policy in this situation is to initial-
ize a request at the nearest Center and, if not satisfied there, to refer it
to the next nearest Center, etc. until the funding is exhausted. The unit
cost and marginal unit cost of referral are identical and independent of the
number of referrals. Fxcept for the possibility of exceeding budget limita-
tions, the only negative aspects of referral in a network with a uniform
resource distribution is the possible increase in processing time due to
increased demand on each Center.

It is unlikely that any actual network would have a uniform
distribution of resources. We preséﬁt it merely as a point of reference
with which to\compare other results.

If the distribution of resources is skew aud we employ a time
allocation policy, then a request has a probability of (N - 1)/N of being

initialized at a weak Center. If it is not satisfied at this initial weak

RIC -
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Strength Allocation Number of Referrals
Distribution Policy 0 1 2 3
Total Satisfied Uniform Time 64,000 96,000 112,000 120,000
Skew Time 44,800 74,240 93,504 106,048
Skew Strength 64,000 83,200 96,640 106,043
Total Cost Uniform Time 256,000 384,000 448,000 480,000
Skew Time 217,600 359,680 451,968 511,552
Skew Strength 256,000 358,400 430,080 480,256
Unit Cost . Uniform Time 4,00 4.00 4.00 4,00
Skew Time  4.86 4,84 4,03 4,82
Skew Strength 4.00 4,;31 4.45 4,53
Marginal Unit Cost Uniform Time 4,00 4.00 4,00 4,00
Skew Time 4,86 4.83 4.79 4,75
Skew Strength 4.00 5.33 5.33 5.33

Number of Requests Satisfied, Total Costs, and Unit Costs
(Strong Fill Rate = 0.5, Weak Fill Rate = 0.3)

Table I

P ol Wl A e it < o 1 e s oot e e o
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Strength Allocation Number of Referrals
Distribution Policy 0 1 2 3
Total Satisfiied Uniform Time 89,600 116,480 124,544 126,963
Skew Time 32,000 58,880 81,344 100,006
Skew Strength 89,600 93,440 96,896 100,006
Total Cost Uniform Time 307,200 399,360 427,008 435,302
Skew Time 192,000 341,760 455,808 539,789
Skew Strength 307,200 353,280 394,752 432,077
Unit Cost Uniform Time 3.43 3.43 3.43 3.43
Skew Time 6.00 5.80 5.60 5.40
Skew Strength 3.43 3.78 4.07 4,32
Marginal Init Cost Uniform Time 3,43 3,43 3.43 3.43
Skew Time 6.00 5.57 5.08 4,50
Skew Strength 3.43 12.00 12.00 12.00

Number of Requests Satisfied, Total Costs, and Unit Costs
(Strong Fill Rate = 0.7, Weak Fill Rate = 0.1)

. Table II
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Center and is referred, there is a progability of (W~ 2)/(M - 1) that it
.
will be referred to another weak Center. If ve continue this enumevration,
we find that the probability of a request having becn procecsed by a strong
Center inereases with the number of referrals. Thus, the unit cost and
marginal unit cost decrease with number of referrals. The amount by which
these costs decrease is directly related to the difference betwecn the strong
and weak £ill rates. A large differcnce in these fill rates results in a large
decrease while a small enough difference results in negligible decrease (I and II).%

If we employ a strength allocation policy with a skew distribution
of resources, referral always results in a request going to a weak Center
since the strength policy, by definition, initiates a request at the Center
strongest in the class of interest. Thus, unit cost and marginal unit cost
increcase with the number of referrals. If all of the weak Centers in each
class have cqual weak f£ill rates, marginal unit cost will reach a constant
after one referral. The increase in these costs is greatest when the
difference between strong and weak fill rates is large (I and II).

Thus, these two classes of policies have opposite effects on unit
cost and marginal unit cost. The cffects on total satisfied and total cost
immediately agree with intuition. Comparing the time and strength policies
for a skew resource distribution, we see that the strength policy results in
more satisfied requests and initially the total cost is higher. However, as
the number of referrals increases, the difference in total satisfied between
strength and time policies decreases and the total cost eventually changes

in favor of the strength policy.

*Numerals in parentheses are refercnces to tables.
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If the fo;r measures discussed above were the only considerations,
we would choose the strength policy and use as many referrals as allowed with-
in total cost, unit cost, and/or marginal unit cost constraints. Howevecr, we
also want to cousider the average total tire or delay in satisfying a request.
The average delays for three values of our dispersion paranieter D are sum-
marized in Tables III and IV,

Ve see that the average delay with the strength policy is initially
nmuch higher than with the time policy and that this difference increases
markedly as the dispersion of the network increases. Howcver, as the number
of referrals increases the average delays with the two policies become more
similar. In fact, if the difference betwecen strong and weak fill rates is
large enough, th2 strength policy can result in an average delay less than
that resulting with the time policy. (See Table IV for the skew resource
distribution.) This effect is seen as the number of referrals increases and
is due to the fact that the time policy results in requests staying in the
network longer.

Thus, we have scen the general effects of different allocation and
routing policies on our measures of performance. low do we resolve the trade-
offs and choose a specific policy? This is a large question yhich we do not
intend to address in general in this report. 'However, we can consider a
simplistic approach that illustrates how a policy might be chosen.

Let us assume that our budget is constrained to $400,000 and that we
are not concerned with unit costs or marginal unit costs. Further, assume

that we have made a rather arbitrary value judgement that the strength policy

<2
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Network Strength Allocation Number of Referrals
Dispersion; D Distribution Yoliry 0 1 2 3
3 Uniform Time 2,63 3.57 3.95 4,23
Skew Time 2.63 3.75 4.26 4,72
Skew Strength 4.49 4.46 4,85 5.02
6 Uniform Time 2,63 4,56 5.21 5.69
Skew Time 2.63  4.93  5.80  6.58
Skew Strength 7.02 7.20 7.38 7.55
9 Uniform Time 2.63 5.55 6.49 7.17
Skew Time 2.63 6.12 7.36 8.45
Skew Strength 9.58 9.75 9.93 10.10

Average Total Time to Satisfy a Request
(Strong Fill Rate = 0.5, Weak Fill Rate = 0.3)

Table II1I1




Network
Dispersion, D

Streagth Allocation
Distribntion Poldey 0] 1

Number of Referrals

2

Uniform Time 2.63 3.28

Skew Time 2.63 3.94

Skew Strength 4.49 4,52

3.47
4.56

4.57

3.56.

5.23

4.64

Uniform Time 2.63 3.96

Skew Time 2.63 5.31

Skew Strength 7.02 7.06

4.30
6.37

7.11

4.45

7.47

7.18

Uniform Time 2.63 4,05

Skew Time 2.63 6.69

Skew Strength 9.58 9.61

5.36

9.74

9.73

Average Total Time to Satisfy a Request

(Strong Fill Rate = 0.7, Weak Fill Rate = 0.1)

Table IV
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will be used if the resulting pc} cenit inerease in average delay (over that
ve would obtain with the time policy) does not escced one half of the result-
ing percent increase in total satisficd.

Considering the skew resource distribution with strong and weak
£ill rates of 0.5 and 0.3, respectively, ve find that the time policy with
onc referral and the strength policy with one referral satisfy our budget
constraint, The strength policy results in 12% more satisfied requests (I)
(than the time policy) and increased average delays of 247, 46%, and 59%
for D equals 3.0, 6.0, and 9.0, respectively (III). All of these per cent
increases in average declay exceed one half the per cent increase in total
satisficd and thus, the strength policy is rejected and the time policy
accepted.

Considering the skew resource distribution with strong and weak
Zill rates of 0.7 and 0.1, respectively, we find that the time policy with
one referral and the strength policy with two referrals satisfy the budget
constraint. The strength policy results in 65% more satisfied requests (II)
and, for D equal 3.0, this is more than twice the percent increase in average
delay (IV). Thus, for D equal 3.0, the strength policy is preferred. However,
for larger values of D, the per cent increase in average delay exceeds one
half the per cent increase in requests satisfied and therefore, the time
policy is preferred.

Thus, we see that cost constraints, network dispersion, and the

parameters of the resource distribution affect the choosing of an appropriate

network operating policy. Even for somewhat similar networks, different




value judgemeats by the managers of each network may result in very different

policies being appropriate for cach network. JLLINLT cannot make the value

Judgements but it can provide the irformation nccessary for the formulation
of policy decisions consistent with the nctwork manager's value judgements.
Our next analysis of the hypothetical network considercd the effects
of having a wniou list of network holdings such that all requests enter the
Center level of the network with call number specified. In such a siLuntion,
all requests are for owned resources and the only reason for a request not
being satisfied is unavailability. Thus, we adjusted the probability of a
resource being available to compensate for the difference in probability of
a resource being owned and the Center fill rate. As in our first analysis,
we assumed that processing time was unaffected by the level of demand.
Assuming a complete union list and that all requests are for
material contained in this list, we find that the resultiﬁg performance
measures significantiy differ from those in Tables I through IV in only one
component: cost. With a complete union list, no requests would cver be
"searched" since a Center would know that any request sent to it is for a
resource owned by the Center. Thus, the total cost is simply the cost of
filling a request ($2.00) times the number of requests satisfied. The tot;I.

costs resulting for the various.policies discussed above are summarized in

Table V. Note that cost savings can range up to almost $340,000 per year.

&




Strong/Weak Strength Allocation Number of Referrals

Fill Rates Distribution Policy 0o 1 2 3
0.5/0.3 Uniform Tine 128,000 192,000 224,000 240,000
Skew Time 89,600 148,480 187,008 212,096
Skew Strength 128,000 166,400 193,280 212,096
0.7/0.1 Uniform Time 179,200 232,560 249,088 253,926
Skew Time 64,000 117,760 162,688 200,012
Skew Strength 179,200 186,880 193,792 200,012

Total Costs With a Complete Union List

Table V

While in actuality, one would probably not save as much as indicated
by the figures in Table V, this analysis does point out that savings might
justify the production of a union list of network holdings. As a by-product,

- each individual library in the network would benefit from having a list of its
own holdings for use by local patrons, schools, etc.

A less impressive effect of the union list is the savings in time
"searching" the request. As the network becomes more disperse, this difference
becomes less significant. There is a-potential here for savings in staff
costs but we have not analyzed the situation to determine the exact effects.
Actually, these savings would affect the individual library but not the net-
work since the network would no longer be paying for searching regardless of

the individual library's staffing decisioms.

<
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Our last analysis concerns the effects of queueing in the network.
The specific queueing models incorporated in ILLINFT are discussed in Appen-
dix A. The basic idea of queueing is as follows. 1If a process has a fixed
average rate at which it can serve requests (termed the service rate with
dimensions requests per unit time) then, as the rate at which requests arrive
increases, longer waiting lines will form and the total average time for a
request to be processed (including waiting) will increase. To facilitate
comparison between queueing and no queueing, we chose the service rates for:
the various queues in the network so that the time policy (with no referrals)
in a network with a uniform resource distribution and strong fill rate of
0.7 would yield identical average processing times whether or not there was
queueing. Then we increased the number of referrals which resulted in
increased demand at each Center (more requests per unit time). Without
commensurate increases in the rate at which requests could be serviced (by
adding staff or new technology), the average delay in satisfying a request
increased as shown in Table VI. The delays in this table include the time
spent by requests waiting in queues, the time spent in actually being serviced,
and the time to deliver the requested resource.

The increase in average delay with queueing is not a function of
dispersion and thus, the per cent effect of queueing will decrease as
dispersion increases. This will be true regardless of the queueing model
we adopt.

This analysis with queuveing has served to illustrate how queueing

can increase average delay and/or require increased staffing or new technology.

e
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If we were to go back and consider again the tradcoff between total requests
satisfied and average delay, we would find that referral would result in
increasing delay not only because of network éispersion but also because of
the increased processing load on each Center.

The queueing analysis could also be used to predict the additional
staffing required to maintain a given level of service. While we have not
yet added this option to ILLINET, it will be included in the future. Any
analysis that does not consider queueing effect;_is likely to ignore one of

the more important determinants of network performance.

Network ) Number of Referrals
Queueing Dispersion, D 0 1 2 3
No 3 2.63 3.28 3.47 3.56
Yes 3 2.63 4.36 5.28 5.70
No 6 2.63 3.96 4.30 4.45
Yes 6 2.63 5.04 6.11 6.59
No 9 2.63 4.65 5.14 5.36
Yes 9 2.63 5.73 6.95 7.49

Average Delays With and Without Queueing

Table VI

F. Conclusions

We have considered two fairly general classes of network operating
policies; those that emphasize minimization of delay and those that emphasize

maximization of fill rate. We have shown how network dispersion and the

L 8
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distribution of resources affects the appropriateness of these two classes of
policies. Combining cost constraints and value judgements concerning the
tradeoff between delay and fill rate, ve briefly considered choosing a specific
network opecrating policy.

We discussed nctwork-union lists, automated circulation, and
computer-controlled networks. Considering ‘the costs and benefits of each of
these alternatives, a network union list might result in ;ubstantial savings
in annual operating costs and thereby justify its production. Automated
circulation systems would have to be justified by the benefits to the
individual library as the benefit to the network would be unlikely to justify
the investment. The benefits of a computer-controlled network are numerous
and this interesting alternative is discussed in more detail in a later report,

When demand increases, waiting lines or queues form., Such queueing
was shown to substantially increase pProcessing times throughout the network.
This increase in processing time is one of the costs of referral, It either
costs in service to the requestor or costs in increased staffing to maintain

acceptable levels of service.

4'4,,
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III., 1IN THE FUTURE

Our current efiforts are in threc areas. Fifst, we are continually
trying to enhance the interactive features of ILLINET. One very important
aspect of this effort is policy formulation. As noted earlier, for any
reasonably complex network, there are thousands of possible network operating
policies. To enable the user of ILLINET to consider a large number of policies,
extensive on-line ecditing features have been developed that allow the user to
construct one policy from another and thus, avoid having to start from
scratch for each policy. This saves considerable time, but further improvements
are desirable and being explored.

A second area of research concerns using simulation to test the
queueing assumptions noted in our first report. The routing vector idea
has eliminated the need for assuming a lack of knowledge of a request's past
routing. Currently, we are investigating the probability distributions of
request interarrival times and service times. This should enable us to define
the range of applicability of ILLINET.

A third effort is aimed at investigating the impact of mini-computer
circulation systems at various points in a network. Also, the possibility of
a central switching computer for a whole network is being studied to determine
its feasibility in terms of cost and impact on service,

Our next project report will mainly consider analysis of the Illinois
network in light of the data that is currently being collected. This report
will discuss how dgta can be appropriately formatted and aggregated for the

model as well as the analysis.

L
tn.’t




27~
APPENDIX A

DERIVATION OF MODEIL EQUATIONS

e

This version of ILLINET assumes a single-level distributed network.
We will first consider the equations appropriate to such a nctwork structure -
and then derive equations for the flow within each processing point,

The network is illustrated below. N processing points or nodes
and M subject classifications are assumed. Class j requests enter the network
at node i at an average rates of Aij (requests/unit time). Associated with

each request is a "routing vector" rijkqwhere k = 1,2,...,n.j and ni.‘S N.

3

The routing vector specifies the nodes that the request will successively
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visit until it is either satisfied or recaches the last node specified by

r,.

15k To illustrate, since a type ij request is by definition initiated

at node i, rijl =1i.
Defining pij as the probability of satisfying a request in class
j at node i and Pijk as the probability of satisfying a type ij request at the

th .. . . aa
k~ node in its routing vector, we find¥*

_ k-1 - . .
Pk 221 L1 p(rijz’J)] P (r;p0d) (1)
where pij is assumed to be independent of a request's processing before enter-

ing node i. The probability of a type ij request with routing vector r..

jk
being satisfied is given by
n, .
1]
P..,= ¥ P, (2a)
ij k=1 ijk

And, the average probability of satisfying a request at the node where it

entered the network is given by
Nc
. . A, (2b)
S 1 e
while the cumulative probability of satisfying a class j request is given by

M

M
P,=Z A,,P . [ 2 A, 2
L Y ij (2e)

*Subscripts are sometimes bracketed for clarity. However, the meaning
does not change. For example p,. and p(ij) are equivalent. Also, for

k-1 3
k=1, 5% ¢ YAland T ( ) AoO,
4=1 B £=1 -
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and the overall probability of satisfying a request is given by
N M N M
Pp= 2 Z AP, Z A, (2a)
i=1 j=1 MM [= 5=
We should note here that the subscript i in equations (2) indicates the nodc
at which the request entered the nctwork and not necessarily the node at
which it was satisfied.
To detcrmine the average time frcw when the request enters the
network until the requested document or information is delivered, define

A

wij and wij as the average processing times for class j requests satisfied

and not satisfied at node i, respectively, Also, define t: i as the
172
average time to deliver the class j document or information when the request
entered the network at node i1 and was satisfied at node i2. ti i includes
1*2d
‘only delivery time and not processing time. With thesc definitions, we find
that the average processing plus delivery time for a type ij request,
th .
satisfied at the k™ node in its routing vector, is given by

k-1

wijk = 221 w (rijﬂ,j) +0 (rijk,j) +t (i, rijk,j) (3)

Defining Dij as the expected value of the total time from initiation of the
request into the network until delivery of the requested document or informa-
tion,

nij

D = Z

s (4a)
k=1

Piik Visx / B -
The expected total time to satisfy a request entering the network at node i

is given by
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LY
g M
D, = & )., D, %A,
1 j=1 ij "ij j=1 1

while the expected total time to satisfy a class j request is given by

, N N
D, = Z A,.D.. [/ T A,
I il RN RS i]

-

and the exbected total time to satisfy z request is given by

N
3 Di5 [ = A,
izl j=1 M 1[4 5o 1

M=

To determine t:i i3’ we need to know the source of requests entering the
172

network at node i, Define Aijk » k=1,2,,..,L, as the rate at which
class j réquests from source k enter the network at node i . Further
let tik be the average time to deliver a document or information from
node i to source k., Then,

L
t, . .= X A A

i1i,0 o gk fik [ tig
Next, we want to determine the processing load on each node
in the network. Each node must process not only Aij but also requests
referred to it from other nodes, Define Aij as the total class j
processing load on node i. This is easily calculated recursively by
intializing Aij = 0 for all i, j and then using

k-1

A(rijk,j) = A(rijk,j) + LEI [1-p(rijz,j)] Mis

(A
N

(4b)

(4c)

(44d) .

(5)

(6a)
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for i = 1,2,...N;3 J=1,2,...,M3 k= 1,2,h..,nij. The total processing

load on node i is given by

>
]
N M=

A(1,5) (6b)
i

while the total class j processing load is given by
N
A= 2 A4,)) (6c)

and the total network processing load is given by

N M
T2 AL, (6d)
i=1 j=1

A=

Also of interest is the satisfied processing load. Defining
Kij as the average rate of type ij requests that are satisfied,

~

13 " Py My (72)
The average rate of satisfied requests entering the network at node i is
given by

~ A

A, = A, . (7b)
g1 1

while the average rate of satisfied requests for class j requests is

given by

b4

L]
™M=
=3

i (7¢c)

n

o] i=1
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And the total average rate of satisfied requests ig given by
- N & A
A= 21 it At (78)
Defining A as the total rate of requests entering the network
N M
A= & T A (8)
_i=l §=1
we should note that A is usually much greater than A since requests are
often processed at more than one node. K can be no greater than A since
the network cannot satisfy any more requests than are input,

Thus, A is the network input rate, A is the network output rate,
and A is the network processing load, P is the probability that a request
is satisfied while D is the average time required from initiation of the
request into the network until the requester receives the desired document

or information,

Each processing node is, in itself, a network. The model

adopted is shown below. We will term the processing nodes in this model

ERIC 57
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as subnodes. Subnode 1 represents in-processing of requests. Subnode 2
represents the scarch of the catalog to determine if the material requested
is owned. Subnode 3 represents the obtaining of the material. Subnode &
represents the preparation and out-processing of the material. Subnode 5
represents verification of the rcquest in the sense of checking the
correctness of the information supplied with the request., Subnode 6
represents the out-processing of unsatisfied requests. The output of

subnode 6 is X; which equals Ai minus A,

After a type ij request completes proc&ssing at subnode 1, it

proceeds to subnode 3 with probability e and to subnode 2 with probability

3

l- cij’ where cij represents the probability that a request enters supplied

with the call number of the desired material,

After processing at subnode 3, a type ij request proceeds to
subnode 4 with probability a,j
i

where aij represents the probability that the desired material is owned

and to subnode 6 with probability 1 - aij

but not available.

After processing at subnode 2, the request may proceed to subnodg
3 if the desired material is owned (with probability oij)° Or, it may
proceed to subnode 6 if the desired material is not owned (with
probability 1 - oij)° Or, if the request is unverified (information not
checked for correctness, with probability 1 - Vij)’ the request might

be forwarded to subncde 6 with probability fi Otherwise, the unverified

j.
request (with probability Vij) proceeds to subnode 5 (with probability
l'fij)°

After processing at subnode 5, a successfully verified request

(with probability Sij) is sent back to subnode 2, Otherwise, the request

proceeds to subnode 6.

\\I%
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With these various probabilities defined, we now want to
determine the processing load on each of the subnodes. Let Aijk be the
: . th .
average rate of class j requests entering the k subnode of node i. A

moderate amount of bookkeeping yields

Aijl = Aij’ | (9a)

AijZ

1+ 51 - £ -v D] -c A

Aij3 = (cij + oij [vij + sij(l - fij)(l - vij)][l - cij]) Aij’ (9¢)

-
|

i34 = aij(cij + oij[vij + sij(l - fij)(l - vij)][l - cij])Aij, (9d)

-
|

i35 = (L DA - v )0 - e 0 A, (%)

Aij6 = (1 - aij oij[vij + sij(l - fij)(l - Vij)])(l - cij)Aij’ (9£)

Summing over classes yields

M
A, , = Z

1.k A (10)

5=1

A~

where Ai.l’ Ai.k’ and Ai.6 equal Ai.’ Ai.’ and Ai.’ respectively,

Now we want to consider the processing time required to pass

through node i, Define wik as the average time to be processed at the
th

k™~ subnode of nede i. From a queueing standpoint, wik is related to

Ai K However, we will ignore this relationship until later in our

discussion, Defining ﬁij as the average delay experienced by a class j
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request being satisfied at node i, we find that

€>
|

™Mo

R

.. = cay W, 1
ij k=1 ijk ijk (11)

%17 b
%2 = (g oij[vij *2s,,(1 - £,00 - vij)][l - °1j])/‘f’
%133 = 1s
%56 = 1s

aijS = aij oij sij(l - fij)(l - vij)(l - cij)/a,

%36 = 0» -
a = aij(cij + oij[vij + sij(l - fij)(l - Vij)][l - cij]).

Similarly, define Ekj as the average delay experienced by a class j

request as it passes through node i unsatisfied. This quantity is given hv

Mo

i B,

(12)
k=1 *

3k% K

40
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where

Bijl =1,
Bigp = ([ =0, +0,.(1 - a; vy, + 2sij(i - £ = v, )

+ [ - sij)(l - fij) + fij][l - Vij])(l - cij)/B,
Bij3 = (1 - aij)(cij + oij[vij + sij(l - fij)(l - vij)][l - cij])/s,
Bige = 0>
Bigs = (sij[(l - oij) +o;, Q- aij)] + [1 - sij])

- fij)(l - vij)(l - °1j)/8’
Bije = 1
B = (- agplegy * (Lvyy 55,0 - £, = v, )]
L@ -0) +0,,0 - a)]
Y1a- s - £, +£,.011 - v, DA - 13

All that remains in our derivation, is the determination of Wy
for use in equations 11 and 12. Each of the subnodes in a processing node
can be modeled as a queueing system as follows.

Requests flow into the kth subnode of the ith node with an average
rate of Ai-k' These requests often arrive in batches. They queue up until
a staff member (called the server takes all of the requests in the queue
and services them as a batch. The server processes each request in the
batch at an average rate of Mo Upon completion of s=2rvicing the batch,

the server puts the requests in the queues of the appropriate succeeding

subnodes and returns to his queue to pick up the next batch.

— :
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Requests experience delays in two ways. First, while waiting in
the various queues, delay is experienced. Second, while in servicing, a
request not only experiences the time required for ijits own servicing, but
also must endure the time required to process every other member of the
batch. Only then are all the requests passed on to appropriate succeeding
subnodes.

The average total delay experienced Wepe is related to the proba-

1

bility distributions of which Ai°k and Hi| are parameters. If ik
increases and Wi is to be maintained, uik must be increased either by
increased staffing or productivity. If M;y cannot be increased, W will
increase as Ai°k increases. Thus, an increased allocation of demand to a
given network node results in increased service costs and/or increased
processing delays.

We would 1like an equation that relates sy to Ai-k and Mg
Several approximations have been investigated but comparisons of these
relationships with simulation results have caused us to reject these
formulations and continue our search for an appropriate analyticdl expres-
sion. The difficulty we are encountering is basically in finding a simple
expression which does not require extensive analytical gymnastics every
time Ai-k is changed.

The simulation results are, in themselves, interesting and of

use. A FORTRAN queueing simulation was developed and tested by simulating

queueing situations where the analytical solution was known. These tests

S S
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produced statistically acceptable comparisons and thus validated the
simulation. Simulating the queueing situation described above and fitting
a function to the results, we found that Wy can be approximately predicted
using

« Dik . 1 (13)
uik a - 1.15

w

ik
pik)

where

Ai-k/”ik <1,

Bik = incoming constant batch size.
The simulation incorporated exponential interarrival and service times and
constant incoming batch size. However, if we continue to use simulation,
different interarrival and service time distributions may be employed as well
as allowing for varying incoming batch size. '

Equation 13 can also be used to predict the s necessary to

k

achieve a given Wigee This would be of use for predicting the staffing

and/or productivity increase necessary to meet anticipated changes in demand.
Summarizing our queueing results, we feel that more effort is

needed in this direction perhaps along the line of predicting w,, for a

ik

general incoming batch size distribution and general service time distribu-

tion. We plan to pursue these items and present them in later reports.

r
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APPENDIX B

SUMMARY OF ILLINET USER'S MANUAL

This Appendix includes the first section of the four sections
of the ILLINET User's Manual. This first section of the Manual summarizes
the use of the ILLINET model while the remaining three sections have de-
tailed descriptions of model usage. Because of its length, we have not
included the whole Manual. However, those readers interested in the whole

Manual, will be furnished a copy upon their request.
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1.N Intreoduction

ILLINET is an interactive cormputer model for the desicn and
evaluation ~f hierarchical librarv/inforration networks. The acronyr
TLLIMET has two meanings. For this cormputer proq}ar, ILLIKET stands for
Interlib-ary Loan and Information Networy Model. Also, ILLINTT is the
name of the Illinois Lib-ary and Information Network under whose surport
this computer rodel is being developed. Howvever, we want to st}ess the
fact that the ILLIMET model has a general structure that is not specific
to any particular network and ‘can be used to deslcn and evaluate a
variety of network situations. The specific network of interest s
defined by input data to the model as will be discussed in later

cactions of thia User ‘s Manual.

JLLINET rmrodels the following situation, lle bhave a sct of
ceroranhically disperse resources and a set of geographically disperse
derands. Combinine these resources, demands, .and a communication
protcocol, we have a network. The comrunication protocol is termed the

retwork operatirg policy. ILLINET predicts the effects of network

operating policy on the following:?

(1) nrobability of a request for a resource being satisfied
(fi1l rate)

(2) average time from initiation of a request until the
requestor receives the desired resource (delay)

(3) network operating costs

(4) etwork processing load.

To be consistent with the terminolcgy used in the Illinois network,

the re-ource polnts in the network are called Centers. The points fror
vhich derand eranates are called Systems. Demand is catecorized into

clas~es which can represent subject areas, requestor status,ctc.
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This Us '+ ‘s jlanual is comrosed of three main sections in additior
to this int-oductory section. The first section deals with the input
data for IJLLIICT that characterizes re'burces, demands, processine
times, etc. Mlso, in this scction, we discuss editing of data files.
The second s~ction deals with the formulation and editing of network

operatina policies. The final section deals with running the network

model and int~rnreting the results.

1.1 Hov to Start and End ILLINET

We assure the user is familiar with the log-in and log-off
procédures of the specific computer he is accessing. This section of
the manual will describe how the user begins Interacting with ILLINET

and how to exit from ILLINET.

Once the user has propérly logged-in to his sﬁecif!c computer, he
will receive a signal that indicatesshe may access any files availahle
to him. Acain it is the u.~r’s responsibility to be fariliar with the
spec’flc comruter he 1is using. In the case of the DEC Syster 10, the
user Is notified by a period. This period Is sometimes referre¢ to as
the monitor level. Other computers signal the user in a siniiar vay
althouch they -ay not use the period or specifically refer to the

monitor level.

At the rmonitor level, the user is able to execute the ILLINET

proaram. He enters RU ILLIMET which in fact means run ILLIKET. ILLIKET

will irmediat~ly respond wvith a “*“, The following illustrates how the

user begins execution of ILLINET and ILLINET’S first response:

%
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Throunthout this manual we will present examples of interaptinn vith
TLLINET. The underlined segments indicate user input. M
non-underlined response Is grnerated by ILLINET. (In the above example,
the period 1is not aenerated by ILLINET but by the specific corputer

faci lity beling accessed by the user).

The ‘*7 is a signal that ILLINET is waiting for Inforratior to be
ent~rred by the wuser. After receiving the “*“, the user ray enter the
follovina options:

(1) a "simple" carriace return
(2) a "procedure' name followed by a carriage return.

For nurposes of this manual, we will define a “simple" <carriage
return a< the user inputting only a carriage return. (For a given line
of Input, a simple carrifage return 1is never preceded by other wuser
input). Entering a sinple carriage return at the “*’ level of ILLIMCT
will enc execution of the proagram. The wuser will subseaquently be
returnec¢ to the monitor 1~vel (signaled by a period in the case of the
DEC System 10). At this point the user may log-off or access any other
files av%i]ab]e to him. The user should take note that all input must
be terminated with a carriage return (sometimes referred to as the_ send

key).

The word "procedure” has a speclial meaning in ILLINET and will be
defined in the following section. The various procedures available are
____summarized in section 1.2.1 and described in detail later in this
manual. The user will have a better understanding of. how ’to

success‘ully utilize these procedures if he reads the entire manual
Al

before ~i*ting at the terminal.
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1.2 Interaction with ILLINFT

To interact with ILLINET, the user must provide "nrocedures" and
"snog ficatinon~®, M Y"procedure" invokes a particular operation such as
cditina, innut/cutput,etc., vhile a "specification” indicates the data

file or eler~rts on which the chosen operation is to be perforned.

Generally wve can describe procedures as user iIniftleted. Initiating
a particular nrocedure will cause ILLINET to ask the user to specify
sore information or data. These specifications are procedure dependent.
In other word-, the user chooses the procedure while ILLINET asks for

the nrcessary snecifications to perform the desired procedure.

The procecdures described in this manual have the following general

functions?

(1) access, editina, and display of the input
data files characterizing the network’s demand
level, fill rate, delivery time, and
relmbursement schedule.
(2) creation, access, and editing of network operatinc
policles which define the allocation and routing
of reauests to various resource hodes in the network,
(3) orerating upon specified data with the model
to predict network perforrance.

Thrse functi-~ns are described in the following four subsections.

1«2.1 Procecurens

The purnose of procedures in ILLINET can briefly be described in

terms of their operationse. At the end of this subsection there is a

l1ist of procrdure nares and operations.
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Procedu~ s are input by the usecr afte} receivine the &7 fror
TLLINET. JLLTVET will only'understand a procedurc if it is entercd at
the “*7 leve'. Durlng a “ession with ILLINET ‘the wuser will probably
utilize rrost of the procedures. Since he can enter only ~ne rroccure
at a time, ho ~ust direct his interaction with ILLINET in such a way
that he returts to “*7 lovel. The general strategy for escapina frorm a
nrocedure and reachinag the ‘=7 level 1Is to enter a simple carriage
return in response to every specification asked for by ILLINET. (For
the . definitinn of simple carriage return see section 1.l.) Upon
returning to the “®“ level, the user can then select another procedure.
Full exnlarati-n of all procedures are given in this mranual. The
spec” fication requirements and the way 1in which one can exit from a

nrocedure a-e explained in the sections corresponding with the

procedurnss.

Any procedure name followed by an “HY Indicates to ILLINET that. the
user needs h~1p. ILLINET responds by referrina the user to the section
or subsection of this manual which explains the procedure entered by the
user. For evarple, suppose the user wants to know the names of the déta
files which hc can view at the terminal. Since this Is related to the

NSDAT procecu:v~ the user would enter:

-

*DSDATH '
SEE SECTION 2.1 QF THE USER’S MANUAL
*

The followine list briefly describes the procedures. For more detailed

explanation see the sections in this manual that correspond with the

~rocedurcs.

“
AN
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Nare Cperation
DATA ORYENITED PROCEDURES:

DSDAT Displays data file at the terminal
or output all data files as hrardcopy

on the lineprinter.

EDDAT lakes changes in elerents of the
data files.

SVDAT Stores data files (on disk) wvhich
have usually been edited., fdited
versions of data files are thus
avallable to the user during a late
session, .

RODAT Makes data files available (from
disk) to the model., Used to restere
T the version of the data file as it
existed before an edited version.

POLICY-NTENTED PROCEDURES:
MAKF ) Creation of netwvork policies.
LIST Listing at the terminal of

existing policies by identifying
number and label.

DELETE Deletes policies as specified by the
user,
COPY Duplicates policies as specified hy
. the user.
RELPL Changes policy label as specified

by the user.

EDPOL Changes In allocation or routing
of the nectwark nolicles a- speci fied
by the user.

SVPOL Stores network nolicies (on cisk)
. created by the user, Access to
previously crecated policies is
possible during 2 later session.

RDPOL Makes available (from disk) to the
user previously stored network
policies.

£
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MOPFL-CRICHMTED PROCEDUPES:

RUM Executes the model for speci{ied
policies, without the queueina
option.

RUNO Executes the model for «peci fied

policies, with the queueing cption.

1.2.2?2 Specifications

A specification is information that ILLINET reauires to perform the

oneration indicated by the wuser’s choice of a procedure., A single
auestion mark indicates that ILLINET is requesting a specification and

vaiting for user input. Specifications may be generally grouped as:

data file name

data file ~lement (numerical value)
center abbreviation

system abbreviation

class or subject abbreviation
table name

policy number

policy label

allocation vector for a policy
routing vector for a policy.

OV N WA -
Mt " e et Mt e N e

~

In the follovina example ILLINET asks the user to specify a data file

name 3
FILE 2 DEMAND

This specification may have been requestced after the user entered the
DSOAT procecdure. Detailed explanation of speci fication options is found

in each section of this manual corresponding with a procedure.

Typoara-~hical error< and misspellings are checked by ILLINET. The
user js alven a 1list of abbreviations or names acceptable for the

narticular specification query, and asked for iInput again. For exarple:

o3
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CEMTTR 2?2 CT5 .
2 ? CYNTERS: CT?,CT2,CT3,CTL
COiI'TZR 2
The double aurstion mark indicates ILLINET does hot understand the last

input and a list of acceptable {nput options will follcw. The user ijs

repeatedly a-knd for input until an acceptable specification is entered.

Note that a simple carriage return is an acceptable response and
will cause ILLINET to exit from the speci fication question. In some
cases, this will result in return to the “*° level or, in cther cases,

to a more general specification level.

1.2.3 Data and Policies

Data and -etwork policies are the quantitative input to the model.
Procedures and specifications are the communication tools which cause

ope-ations t~ be performed upon the data and policies.

Before the model Is rxecuted, data files and network policies must
be available. Data files are made available to the model automatically.
The user is not required to define which data files are available for
the model. However, 1if the user has utilized the EDDAT procedure at
some time, it is his responsibility to know wvhich version cf the data
files the rodel is using. See section 2.2 for an explanation of the

EDDAT procecure.

Network rolicies provicded to the model must be input by the wuser.
Policies can be 1input using the RDPCL procecure to access previously
stored polici~s (from disk). Or, the MAKE procedure can be used to

Construct n~w policies. Cften , a new policy can be formed by editina
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an ~1d policy usina the EDPCL procecure. For an explanation of netvorf

noticies sce section 3.0.

1.2.4 Runnine the Model

While r~st of our previous discussion has focused on preparation
and editine of data files and policies, the heart of ILLINET is the
retwvork model. Basically, the model is a distributed queueing network.
It is distribited in the sense that any node can communicate a recuecst
to any other ncde. Quecueing comes into play when we choose the
procedure that allows processing time at a node to be a function of the
derand on that node (because higher demand results in longer waiting

lines).

Running the model involves only the choice between two procedures.
The RUN procedure is used to predict retwork performance in the absence
of or~ueing. The user may sclect this procedure because he vants to
comrare perforrance with and vithout queueing to see the magnitude of
the cueueine cffects. Or, the user may sclect the RUN procedure because
he has insufficient data to consider queueing. The RUM procedure is

discussed in section 4.1.

The RUNQ procedure is used when one wvants to consider queueinc
effects. It requires a 1little rore data than the RUN procecdure (sée
discussion of SRVTIM file in section 2.1.3) but is a more real}stic
repr-~sentation of a library/{nformation netwvork. The RUNQ procedure
vill eventually be programmed to predict the fincreased staffince
necessary to keep processing time within acceptable limits in the face

of increased demand. However, this version of RUNQ is not yet
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available. The RUNQ procedure is discussed in section 4,2,




