N A A A o T Ty T bt

. DOCUMENT RESUME ., ~ =~ + . o

3 oo

ED 103 382 . . o . gt sP _0,08"'988 o R
AUTHOR ' Schutz, Robert We > S S #
© “PITLE . Possible Solutions to the Problems of Measuring . *
o "+ | - change 'in Motor Behavior. Quantification Laboratory :
R ~ Technical Report No. 24, o Co
JPUB DATE .- -  Mar 7% . . : S
NOTE . . 37p.; Paper presentei at the, measuremenz and + . f. S
. o F " Evaluation Symposium of .the Knnual Heet of t e’ e
e h . - American Alliance for Health, Physicalmpdacation’ and' ‘
~ . ©© Recreation (Atlantic City, New Jerseyo March. 197SL£ 4,
EDRS PRICE -~ = MF=-$0. 76 HC~$1 95 PLUS POSTAGE S { :
: DESCRIPTORS =~  Analysis of Variance; *Behavior Change° Criterion .o
3 _ " -Referenced Tests; Factor Analys1s~‘*ueasurepent i
. : o - .Techniques; *Psychomotor SkillS' *statisticai SN
. Analysis : , S L S
" ABSTRACT | | | o IR

This paper deals with problems of measuring chanqe:aua \"

'motor behav1or. Conventional measurement procedures and statistical :
analyses involving change are presented in the first section, This:
section discusses. difference scores as thé criterion measure ‘and the
use of all scores @as the. dependent variables.” This lattericategory o
involves using either,nnivariaie or multivariate analysis of.variance . ~° .
(ANOVA, MANOVA). The author gives suggestions for gemnerally" DA
conservative researchers who want to.use the methods-discussed, but
the second section describes alternative nethods for analyzing- '

- change, The statistical techniques described are gradually being :
adopted by associated ‘3isciplines and are probably more appropriate'
for describing .and predicting performance over time. This second.
section includes stochastic processes, time-series, factor analytic
models .of change, and curve~fitting as a change indicator. An- <

appendix provides empirical comparisons among. theenunerous LT
statistical methods described. (PB)‘ Y . T




I." .ry:(:‘b_-: :\;' " ., i -
)‘ -0 . " /O B
Lo BEST COPY AVAILMBLE
Ct et e L :
oo hat ) . .
i, '. ..‘- ) 'P‘ ¢ '\‘. . '
..’- '
@t ~; . -~
F
S e mmsmuuc OHANGE IN mronf»BEuAva -y 3 .
o h .‘ ) ,e ) - *
.»'«;.'»‘.._ ‘%“. . -"-' . S \ ’ ;‘,‘l_%;. e .
S T -y o B i
PRTA Y %, N - P , 3
| e . . : ' . ¢ F:.':‘- k ' -‘\"’ %
' ) . . i . ) Y e . \‘ R Lot . ]
o - :-.,) q C " ’ e : - . o Preseﬁced N ’f;; f,
Lo Tl W at the : !
R , "\ \r“ i
ST SR Measurement and valuat::lon Sympoaiu;h
T 1975 Nattonai.;AARPER COnvgnt:l.en
\,\ R ) moor N QT.. :{}1 . ) ‘
L AR A ~At1ar&ic C:l.ty. New Jersey R _:.-»’: j ‘
S © "March, 1975 WL
i . g "{, Ty, A
. .o . ' ;: : A ." , ) LN - . \ N
; my o e U.5. OEPARTMENT OF HEALTH, G007 "_.'.Q ;o . '
Ry © EOUCATION & WELFARE ¢, .
s NATIONAL INSTITUTH OF - . .
AN ) EDUCATION : : ¢
. o) THIS .DOCUMENT HAS BEEN nsﬂno : v ' 3
5 ’ DUCED EXACTLY AS RECEIVED FROM . 4P ’ ;
e - « THE PERSON OR CRGANIZATION ORIGIN * o ; .
ATING i %.POINTS OF VIEW OR OPINIONS v :
STATED DO NOT NECESSARILY REPRE - et X
SENTOFFICMLNATIONALINSTITUTEOF
EDUCATION POSITION 69 PoLICY . . ; .
L ’ R Robért W, Schucz
’ A R - . Quantificacion Laboratoty .
T SRR s School of Physical: Education
w ) - and Recreation’ - -
Quantiftmt:irm Laboratoty - -, .University of British Coltmbia
'l’echx&cal Repoxt #24 .- 7 " Vancouver, B. Co
.;\' ass B . ) : : ' N R
]
4
. . /434 .

A .170x Provided by ERic:

'
.
wy
.
SR
»
f
K
[}
b
e




et 2

o o "Nothing endues hut change"

' (Heraclitua, 500 B, C ) -
ﬂ "There is nothing in this world constant, but inconatancy
o - /' B (Jonathan Swift, 1707)

Chanpe, the focns of many diaciplinee (history, geology, anthropology) and

- central to - almosé all scientific research, LB such a necessary process and yet
such a diificult one to measure. Science demands emipiricism anu, if we wish to

'_ infer cauuality, this empiriciamamnst be in the form of controlled experimentation, '

-

often leading to a pre-post type of design with a resultirg change or difference |
score. The problems inherent in the measurement of .change have been well expouncedv .
:'(Dotaon, 1973; Harria, 1963, Stelmach, 1975) ‘but. the aolutione seem slow to develop.'-
" ‘Beraiter (1963) has claimed- that it 4s only uin this area that he has heard of

researchers abandoning research oﬁgectivea due to the lack of suitable statistical

lproceduree available, The taah of providing valid sﬁ%ytiona to’ the -problems. of
‘measuring change 1s obvioua ly a formidable one, “and’\ is certainly not going to be
.-accompliahed in this paper. What is rresented, is a rather empirieal account of ,'

the' available methods.for analyzing performance over time, the advantages and dis~
advantagea of these procedurea, and some biaaed, pereonal deciaions regarding the-

' "beat" aolutiona. The discussion is dichotomized into two general approa%gee, one
' involvinn the cotimon difference ‘scores and repeated measures designs with their -
;aeaociated parametrio statiatical procedurea, and the ‘other approach focuaaing on ,
_alternate\ leea common, ways to. etudy change, epecifically, arochaatic methods,
| time-aeriea analyeie, factor analytic procedures, and curve fitting._j

A CONVENTIONAL MBASUREMENT PROCEDURES AND STATISTIOAL ANALYSEQ INVOLVING OHANGE

An overview of the educational and paycholegical literature dealing with -the -
problema encountared in meaauring change reflecte that an, indication of change is -
uaually provided by two scores only - a prestest and a poet~teat acore, interapereed |
* with some treatment condition ot time lapse. However, reaearch in eport and phyaical
‘activity often reenlta in a large number of reaponaea per aubject, rather ‘than just -

" a pair of scores, thus allowing for a greater variety of poesible deaigns and,ana~

lyses. Coneequently, it is necessary. ‘to exatiine the conventional meaeurement o£
change as two- dietinct proceeaes, one involving a difference enore, the other

. ntilizing all the datu in a repeated tieasures deelgn. /

v,
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1.

Difference Scores gs the Criterion Measure. : o ?'

a): Selection of a Criterion Score (unadjusted).

kil
If.the research methodology utilized yields a single score on the.

 first administration of a test’ (X1) and-another single score on a repe=
tition of that test at some. subsequent point in time (xz), then there is
jlittle choice in the criterion score to use 4f the researcher wishes Jo .

: use a single, u ldjusted, dependent variable. It has to be this difference

(D = ‘X2 = X1)  which has many inherent deficiencies and numerous possible

~ transformations to.- reduce these deticiencies ,(none’ of which are very
' satisfactorv). hnse are discussed in section.l(b). A more likely situa~
'vtion, however, is when there are a number of observations available for

each § (e.g., heart rate at each minute o a 1S~minute exercise bout, 30 -

..1earning trials) but the investigator wishes to reduce this data to a

single change score or learning score.' The problems then confronting him

!‘..are' (1) how many trials should he use to ostimate both the initial and -

final states of the Ss?, and (2) should he use the best, or the average,
of- each of these sets of triala? . Before' commenting on some possible

' sdJutions to these two’ problems, it should ‘be noted that neither of these '

problems ghould ever arise vhen dealing with the analysis of change..

Discarding or reducing data, when suitable statistical methods are available
~ for’ analyzing all available data, seams 1ike very inefficieng research.
‘- If the goal is the be able to understand motor behavior,” for purposes of .

- explanation and prediction, then one must look at all the data, and analyze

it by a repeated measures ANOVA, time series, or some other equally suitable
tool, However, nany investigators insist’ on obtaining a singie change

."score, thus some discussion on: these points. seems necessary. ‘

/

The problem of choosing betveen the best and the average score hag
only one acceptable solution =~ use the average., There is sufficient 'f;
suppont for use of the average rather than the best in ‘the general case

'(Baumgartner, 1974, Henry, 1967, Kroli, 1967) and in’ the specific casé of

difference scores it is even more necessary. The reliability of a differ-
ence gcore is so dependent upon the reliability of the tvo scores which
produce this difference, that it is imperative that these two scores
possess maximum reliability themseIVes « thus ‘averages are necessary.

P
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' The solution to the question of the optimal number of-trials to’use
“ in computing these pre and post~score dverages is. not’ quite SO unambiguous.
The problem facing an investigator who uses & learning*task*is ‘how cdn he
choose a gcore which maximizes both reliabillty and discriminability at
. . the same time? Irn.a task which has, say, 20 trials,. the dtfference between"
| trial one and trial 20 will probably show the greatest discriminability
, as’ far as learning is ancerned- however, it may not be very reliable.
A ; ; ! If ong useS”the average of the first ten tkials as an indication of initial*
) score, and the avet e of the last ten’ as the performance score, then- the ’
difference be@heen these twvo may show high reliability, but it probably
) : will not show wuch learning. Carron and Marten*uk (1970) pointed out the
-;'." S necessity for comparing the’ differences between both the’ reliabilities and
discriminability obtained by groupiny trials in different ways. .- Others
(Baumgartner and Jackson, 19703 McCraw and McClenney, 1965) have’ attempted pl
| to give definitive rules for determining the number of‘trials and the
. : ' measurement schedules one should employ. Because of the great variability
4 R © type of task, characteristics of Ss, etc., it doesepot seém possible

/

et . to choose a specific rule for’ determining the "best" criterion measure Hf“

for all situations - ‘even for all situations involving a specific‘task or ;i'.a
' _set of measures. If one. decides that it 18 necelsary to reduce the data
. 7 to a single dependent variable (wbich, to rhis writer, does not seem to
) be a valid procedures), then utilizing procedures as suggested by Carron -,'
and Marteniuk (1970), and following the bas*c principles of reJiability
and. validity of dependent variasble scores which have been frequently and
explicitly laid out for us (e.g., Alexander, 1947' Burt, 19553 Feldt and
hcﬁee, 19573 Krause;, 1969 Lomnicki, 1973, Schutz and Rov, 1973) one should
be able to arrive at a procedure - for selerting the most suitable criterion

o [ J

AR score in each specific situation. L

a b) oelection of a Criterion Score (adjusted).

, ln situatlons where thele are only two opportunities for observation
"\ " and measurement (pre and- post), or where the - investigator {nsists on Te=
ducing repeated measures to a preupost case, then it is probably necessary
to apply gothe. type of statdstical adjustmenr or corwation factor. to either
the difference score ot to tbe tinal soore.. “The following section gives
possible solutions ‘for each of a number of commou problems associated with

using difference gcotess . . e




. T o W : .
. These problems have been'well'defined by many investigators (Bereiter, 1963;
v wcronhach‘and\rurby, l970;'Lord, 1956, 1963;-McNemar¢ 1958). '
(1) Problem l.. Regression Fffect° In general, on the second admini- ‘ .
' | stration of a test, and in the absence of any true change or treatment effect,
% " the observad scores for those who scored’ high on test {1 tend ‘to decline and
" .the observed scores of those who scored"lowest on test #l tend to increase f-u
on test #2. . |

.-
. .
' . Lo . .
. i P
. . . . . t. - t
. < . . - . L.
.

Solut‘ons. The most valid, and'least complicated, solution, is to use
a homogeneous group so all Ss have essentially ‘the same initial score, lf
the experiment 1involves comparisons between groups. then equate the group o
" means initially, either by . randomization with large sample sizes, blocking,. | '
matching, or. statistically through analysis of ' covariance (these methods ate

"'discussed below in Section Il(a)

' B . X '.'/
- . e /'

Another p/ssible solution, the,ahe to which psychometricians have direc~
ted their attention, is to adjust the final score on the basis of the pre—
post.lipear regression effect, This can be done by fitting a regression
ine to the pre—post scores (xl, X9) under the conditions of the null hy- ‘
pothesis, i.e., no treatment effect, and then use deviation from the
regression line as the dependent variable indicating true change (Lord,
1963) . This requires either a -separate control group or a (xl, xz) measure
, for each subject under a treatment condition and a control condition ~ a
procedure which is not’ always possible.' The most reasnnable solution seems
to he to use’ ana&ysis of covariance (ANCOVA) as it is essentially an analysis o
of the x2 scores, adjusted on the basis of the regression ine between X;
and x1. . S _ B : .

(ii) Problem 2, Measurem%nt Errors or the Unreliability~lnvalidity )
Dilemma The degree ‘to which' meagurement errors exist in the initial and/
or final measures, along with the degree to which the X1, Xs correlation
_exceeds zero, is reflected by a reduction in the reliability of the x1~x2
N o e T cod

o

difference score..

3w

. s

, Solutions. There exists a wealth of intormation on possible solutions
to this problem (aig.} Lord, 1056, 1963 McNemar, 1958; Ng, 1974, Tucker,
19o6° Wilev and Wiley, 1974) S Y




. of scores. )

“The . basic'thesislof all.theee articles 18 that it is poeeible to compute'

a reliability coefficient corrected for attenuation', that is, the re-

ﬂliability of a difference between 'true scores' _(erroriess measures yielding
‘reliabilities of 1,00 in both X; and in X,). Once having obtained a ;

reliable estimate of true difference it is then poesible to usn this
attenuated reliability coefficient and multiply it by the observed Xz-X1

;=difference (but ecaled as deviations from the means), thus obtaining a

hypothetical true difference score or "regressed score" (McNemar, 1958)

E Although this is the basis of the eolutiona advocated by many psychometri- |
' clans it hag its deficiencies, the primary one. being that the number of

alternate vays to compute this true gain score geems to be exceeded only
by. the number' of papers written on the topic. The non-specialist is left -

o with a morass of equations and confusion. Another deficiency with the

uae of eatimatedtruedifference scores 1s that the regression coefficient
used in the predictor.equation is based on a number of assumptions, some

. of which may not always'hold true;_ A recent report by Wiley:and Wiley

(1974) indicates that the aasumption of lndependence of errors of meagure-

| ment between tests, is frequently violated thus giving overestimatee of

the attennated reliability coefficient. This in turn would result in -

~overestimates of the true gain score,

(111) Probleh'3.. Equality of Scale Along the ﬁiﬁéé“Bf”SE&Eég (the

'Physicaliem~8ubjectiviem Dilemma) An observed score at the lowﬁrange

of the continuum may be measuring an attribute of behavior:quite different
from that which ie reflected by the saine’ "test at the high end of the range

2 ' v

& » e

Solutions: rhere seem to be no adequate solutions per ge for this

problem, = One could use P~technique methodology (a aort of factor analysis

app§0priate for change data) to test the assumption that the two measutee '

are in fact measuring the same thing (Bereiter,.-1963; Cattell, 1963). ’
However, thia is not a ‘solution, but rather a technique to reveal the

exiatence ot ‘nonw-existonce of a problem. The answer seens to ‘be in

. finding ways to avoid the problem rather than aolve it - and this can- ]
be accomplished 'to .a 1imited degree. If all groups are equated initially

v with respect to their scores on the dependent variable, then’any diffet=

ences between groups in the amount of change within groupe can be logically
1nterpreted (Schmidt, 1972). ‘ . ey

!
!
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This reatriction allows for the conclusion that une group changed more, or

_ ’fleas, with regards to the particular dependent variable being used, If one
. group showed very,large changes, and the other group very small ones, then

it may; be difficult ‘to interpret the meaning of the relative magnitudes of h

change scores, but it is still possible to state that ore . roup ehould;f
significantly greater change than the other group on that particular trait,

A Ceneral Solution to thefProblems.Assocfated with Difference Scoreéz

' At this point the reader must be\wondering, "Is there no adequate solution to
._the problem of measuring change?", iy answer is "Yea" there are adequate methods,
but not throughotbe use. of difference scores.. If one must use a change 9core,

' " then perhaps the "best" estimator of a true difference scoce is Crombach and. Furby's

"complete estimator" (l970) L B .

. «
‘A . . . L

.

where D is the "true difference score",,and Xl is the rue score at tﬁne 1, taking
- into account numerous other categories of variables, W, which may be multivariate

. in nature and relate to the pre or post scores in some anner, The ‘true score for -

- Xy is estimated as~

N A S (Xex1) . axlm(w xl,xz) L »
’x pxx'xl + oZ(XZ-X1) (X2 X1) + 02(w X1,X2) " (WeXy,X2) + constant

. where’ (Xz « X1) and (W . Xj, Y1) are partial variates. ‘The purpose of'préaenting*f
this. equation is not to provide the. reader -with a ugeful statiatical tool, but
,rather to point out' the extreme degree to which the raw data can be transformed if
one wishes some sort of pure measure, The difficulty in interpreting this trans— '
~ 'formed score is obvious - at least in tems of predictable observed. behavior.

(T : o o i '

Two quotes provide a suitable summary of this investigator s position on ‘the
‘use of difference scores. ' |

"Both the historv'of the’problem and the logic of invebtigation
‘indicate that the last thing one wants to do is think in terms of
or compute such change scores unhless the problem makes it abeolutely
| necessary. (Nunnally, 1973, p. 87) |
g

"Gain scores are rarely uaeful, no. matter how they may be adn‘
'justed or refined." (Cronbach and Furby, 1970, p. 68)




; Or on scqres adiusted for initial differences between groupsn_

' per S.

2, .The Use of All Scores as the Delgn&ent Variables, ' LT

The anal&ais of all of the avaiiable data should'provide an investigator with

'more information than does the limited, and suspect, informapion provided in a
difference score. These repeated measurea analyses may be performed by either
univariate or multivariate analysis of variance (ANOVA, MANOVA) on the raw scores
The more informa~
tion available on the nature of change in hehavior over time, the great&r should

be the degree of understanding of the nature and causes of that change. Conse»

o quently, in an experiment involving any length of time between the initiation of

.‘the treatment and the final odservation, it is desirable to take nuierous measures
Although in some cases it is not possible to do this, either due to’ the
contamination effect of the- ‘measurement tool or to the nature of the treatment |

o procedures, in most motor behavior studies such repeated measures are:. quite :

feasible.

' a) Repeated Measures ANOVA., ' I . .:v, ST

The common method for. analyzing change for a repeated measures design-is
through a repeated measures ‘or Ss X Treatments ANOVA. Given a typical exe
periment involving two treatment groups (or -a treatment and control) with 20 |
Ss nested within each group and repeated across say 10 trials (Fig. 1), one
apprOpriate method for analyzing change could be to break down the total

i variability as given in Table I.

X [Ingert Fig. 1 and Table I about here].
“'\xgz effects of most interest here, with respect to the analysis of change,
the Groups x Trials and its trend analysis components, Groups x Trials
,'(Linear) and Groups x Trials (Quadratic). The Groups x Trials interaction
indicates the degree to which the. change over trials is the same for each
group - which is probably the research question of most interest, l.ey 18
. there a significant change in behavior over the time gpan of the experiment, 4
and, if so, does this, ‘change show - the same, or different, characteristics

between the two" experimental groups?

!

..‘ ‘.
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o The Groups x Trials (Linear) asks essentiallv the same questioﬁﬁ%ut with the

constraint that the change over time is linear. In this: case a Tinear - function '15;53,

is forced on the data and the test of signiﬁipance tests for equaltty of slop@ﬁ
'betweenfthe two groups, which iu behavi%ialéterms amounts to a comparison of

et O

the rates of ‘learnipg, rates of recovery etc. Similarly the’Groups x ﬁrial#

-
(Quadratic) compar 8 the two treatment groups on»the basis 9f the degree(pf '}'

Lo
'-' / oyt 34 ae . B li':

' This analy’ s’then prcvides one pébsiblefsplution for the analysis\of B f??
'change suitable for many, experimeng%; conditions. By using ﬁ number of measures. ¢ L
’ ‘instead of Just two, thé’pzoblems of regression effect an& mgasurement erroré
‘arezgreatly reduced. The unreliability of theﬁdata 1s reflected by the magni-
tude of the 5" x Trials interactionegor in this case ‘the S(G) xI) and is thus
a sort of built in'protection against making erroneous research conclusions f
based on unreliable data. The less reliable thé dats is, the larger the 'ﬁp_z
S x Trials error term, the more difficult it s ro attain statistical signi- '

@

.

. ficance and the less 1ikely it is to nake a Typt I error. "
”';*f " The repeated measures. ANOVA is not the ideal. solution to the problems of -
. analyzing change//hgyevér, for a number of reasons. Firstly, ‘the tests of
”‘ significanqi%giVe limited information regarding thc nature or form ofhthe

s(‘*"

change oVer time, as theltrend analyses fit only polynomials to @Pe data,

. data which is frequently better fitted by a logarithmic or exponential func~
tion. . Secondly, it deals with mean values onlv and does not reveal reliable
differences between subjects (within the same group) with respect in intra~-'

 individual b~havioral -changes over time (a stochastic model wouldzdetect‘this);
Finally, and perhaps most importantly, the nature of the data common' to most

'fstudies in motox behavior is such that it violates the assumptions on which )
the repeated measures ANOVA is founded. These agsumptions are that tne
measures (1) are normally distributed, (i4) exhibit equsl variances under all

¥ treatment conditions, and (1ii) have ‘equal covariances between all trestmenn
" pairs (the precise mathematical assumption is that all covariances equal zero
fbut the F ratio is virtually unaffected by violation of this assumption,'pro—

W viding all covariances are equal). While the first two of these assumptions

; are usually ‘met with mator pcrformance data, the third one rarely is,

o ) o . [ . '“~. 3‘,)"’
4 o Y EN . . . ’ ) ,_'» T,
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. This assumption can - be casually tested by examining the correlaticn matrix of o
‘the repeated measures - the degree tp which all correlations are not equal
indicates the degree to which this assumption is, violated L 1t 4s frequently‘

" the,case in out* field of study to obtain data in- which adjacent trial correla- '

:K‘.yf‘ tions are very high, but diminish as’ a function the number'of intervening o
‘a;'.observations between. any two measures. The resultant of this situation is an '
: ',“inflated F value and a substantial increase in the probability of cbmmitting a

Type 1 error (as high as p = .15 when- assuming -8 p - .05)

S B R o
~ The analysis of variance for repeated measures, which was first presented
',-here as a possible solution to some of’ ‘the problems inherent in the analysis ,
of change, has now beconé a problem itself. There are two’ possible ways by b
which ANOVA may be validly used on repeated measures data which exnibits |

‘Unequal between ‘trial correlations' o L o

(1) Inflate the magnitude of the ¥ needed ror significance bv reducingl
. the associated degrees of freedom (d.f. ). - Box (1954) has suggested
_ that the d £, for ‘both- the numerator and denominator be multiplied

by a factor €, which is a function of the degree of heterogeneity of

L)

“ ".,'both the variances and the covariances.. The greater the heterogeneity
.o K '. the smaller the calculated € and the larger the F value must be in
s order to reject the null hypotheses.

1

(2 Greenhouse and Geisser (1959) questioned the validity of the estimator ”
s ¢ and its effect on the approximate F distribution. - They suggested
the use of'the~minimum‘possihle value of €y namely 1/(kfl) where k
is the number of levels of the'repeated factor,~assthe factor which
should be applied to the d.f. in all situations, Although this is a
’statistically valid technique At is very conservative, thus resulting
in a rather large probabiiity of committing a Type 1l error.”

”’Thereiare a number of excellént’ articles available which provide a lucid ex-

| ,planation of both the problem and the merite of these solutions (e.g., .
Davidson, 1972} Gaito,: 1973' Gaito and'Wiley, 1963 McCall and Appelbaum, L
1973; Mendoza, Toothaker and Nicewander, 1974). i |

' lProcedures for statistical tests of this assumption are available in -
Winet (1971, P 594)0




b) Repeated Meausres MANOVA.

, eThe other solution to .the prohlem of;non-homogeneity of covariances is to .

. use a techniqie which does not. require this assumption ~ namely the nultivariate
| analysis of variance. MANOVA requires no agsumptions regarding the homogeneity
of covariances and allows for an exact statistical test based on a known slg- .
; nificance level. %Although this technique has been available for rauny years,

' L ' it has not ‘been adopted by practicing researchers due to its extreme computa-

tional complexity. However, the present acceseibility of suitable computerized
'multivariate*statistical packages at most universities has eliminated such an J""

‘.'_‘excuse for ignoring this very useful test and it should now ‘be a atandard

atatisticel tool for all researchers. Very briefly, what MANOVA does- is to
transform thd:k repeated measures for each subject into a get of (k~l) scores
through the application of’ independent contrasts (these are uaually orthogonal

- polynomials, but they need not be as the resulting significance test is inde~:

pendent. of the choico of contrasts). An analysis of variance type procedure

18 then carried out on' the vector of means of tﬁese derived scores with the
"mean ‘square error being a variance-covariance matrix of Vithin cell. variabilities
rather -than a unitary scalar value as in-the univariate procedure. The tests

of significance provide an F ratio for the overall multivariate hypothesis

that the trial means are equal, and for ‘a two. group experiment. that the change

'in performance across repeated ‘measures is the same for each group., An overall
: significant % on these multiVeriate hypotheses allows the investigator to use
' appropriate follow-up tests vhile maintaining an overall pre~determined level
of significance. These follow-up procedures can take. the form of simultaneous ‘
confidence: intervals, step—down F ratios, or even ‘the usual univariate F tests
on each dependent variible separately or- on, rhe single d.f. contrasts aseocieted
with trend analysis. i S ‘

Another frequently used procednre associated with MANOVA is discriminant
"anslysis which’ tests whether two or more groups can be significantly separated
'on the bages of their profiles (or, in the RM design, their pattern of change

over time)._ It has been shown, however, that a Groups x Trials ANOVA is more
| versatile in detecting the ‘nature of the differences between group profiles
than is discriminant analysis (Thomas and Chissom, 1973). Although Thomas :
and chiesom fatled to consider the restrictive essumption inherent in the
univariate G x T ANOVA, this is not a factor if the Trials effect- 18 broken
down into polynomiel ooefficients (linear, quauratic, otc,).

.....
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'Thia essentially converta the univariate procedure to a multivariate technique
~ and thus no longer requires the assumption of equal covariances. Bock (1963),.

Cole and Grizzle (1966), and' Finn (1969) have provided comprehenaive discussions
on’ the applioation of MANOVA to repeated measures data, and comparisons of the
applicationa and outcomes of ANOVA veraus MANOVA are well given by Davidson -

: (1972) Hummel and Sligo (1971), McCall and Appelbaum.(1973),.and,Poor (1973).

Fo) Experimental and Statiatical Adjustmenta for ANOVA and MANOVA.

As was atated above, a number of the problems asgoclated with the meaaureu' .
ment of change can ‘be reduced if all treatment gronpa ‘are initially equal with
respect .to the dependent variables. The four procedures available for L '

* achieving thia.initial equality are: - random aaaignment, balancing or matching.
" blocking and analysis of covariaﬁce._' :

) Random.Aaeignment. ‘This, theoretically, is the best. way as it equates
groups initially with respect to all. variables. Unfortunately, the success.
of random aasignment is dependent upon the: size of the samplea and the popu~

 lation variability of the independent variable of interest. Samplea of sire

100" almost guaranty equality (buﬁ‘it is never a certainty) whereas samplea o
of aize 5 are rather unlikely to result in equal distributione among the _
treatment groups, '

- Some investigatore advocate the random aesignment of Ss to treatment groups

: folloved. by a t test (aometimes with an exaggerated alpha, say .90) to determine

if the hypotheses of initial équality can be accepted (Rosemier, 1968). 1£
the hypotheaea of initial equality is ot tenable, then the investigator needa .
to either’ reaesign 8s to treatmenta, increaae his aample gize in the hope that

* the randomization process will eventually work, or adjust his groups with some .

type of balancing procedure, Nome of these procedures are very eatisfactory,
from a atatistical aa ‘well as a procedural aspect ..

(11) Balancing and/or Matching, These procedurea {nvolve agsigning Se

to treatments on the basis of their initial scores (or gome other related

-.variable) in an attempt to equate groups initially. It has been shown that

, matching ia always less effioient than analysis of covariance -and is uauallx\
"~ less effioient than aimple random sampling (Billewiaz, 1965).

A




A Summary of'éection’A .

. It has. also been shown (Pinney 1957) that matching is never as suitable.as
~_'blocking. The obvious recommendation is that these procedures should not be
used anymore in our empirical research studies..

_ iiii) locking. Blocking, when done on ths basis of initial scores, is
“'essentially the game idea as balaneing, however, the sampling ‘and assignment
B procedures are quite different, thus making blocking a statistically sound

procedure. Correct blocking technique requires knowledge of the distribution

‘,.of the blocking variable in the population, an a priori ~determination of the

cut-off values which determine the blocking levels, and then sampling £rom
' each of. these population strata to form the blocks. ’
. : . : L ot
(iv) Analysis of Covariance.. Whereas blocking provides an experimental
" method of equating groups, analysis of covariance provides a statistical
.method for doing 80. The choice between these two techniques is not a simple
one, ag the relative advantages of one. procedure‘over the other depend.upon '
; the degree -of relationship betweén the concomitant variable (used for blocking
or as the. covariable) and the dependent ‘variable, Feldt (1958) has shown that
. if the correlation between the concomitant. variable and dependent variable is

Voo

'less than .60, blocking is better, whereas if it is greater than «80, analysis ;

of covariance provides a more: powerful statistical test. However, Feldt
suggests that even.with high correlations, blocking is preferable as the -
-"relatively small. advantage in precision shown by analysis of covariancs is

more than lost due to the strict assumptions of regression inherent in co- .

variance, i.e., linearity of regression, and equality of regression within
treatment groups. : L o T '

' Por those”generally'conservative researchers who wish to reatrict'their
statistical analyses to conventional parametric techniques, here are gome .guide~
lines°" SRR :

j'l. Use MXNOVA - with trend analysis and covariance 1£ necessary.
' a) Obtain a series of meagures on each subject throughout the treatment
 perdod when changs 19 expected, g
'b) Use at least 20 more subjects than there ‘are neasures pet subject.
¢) Test for- equality of groups. initially-~ if they are not equal, thsn
. use the initial score as a.-covariate. o

. d) Analyze the data using MANOVquroceduras..

'l{/

y .
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. 2. If difference scores- are required for experimental or theoretical reasons. '
| then make the best of them by: T R &

u‘

a) Attempt to'maximiae the reliabilitiescf’the pre~test and post-test
- scores -and minlmize .the* pre~post correlation (while at the same time
e L 2:__ - maintaining equality of meaninging between the two seta ‘of scores).
., b) Equate the- groups initially . as best as- poasible - either through ‘ _
- "-..randomization with a large N, or. through blocking on relevant variables.\»f'd
~J;c); Compute the reliabilities of the difference scores so the datargay be f‘_; :
o f‘interpreted witn the required caution."‘

.*@}- Analyze the data with a t-test or. ANOVA.

| - : v ?.4_ ..'“ 1; -;;:, -~~d o ;c‘ -.-,z-ry. 1 g:
R B AL'I‘ERNATE Ma'raoss ToR ANALYZING CHANGE . . = " o I

A

Within the discipline of human kinetics, the usual methods for analyzing change
.are the deterministic, parametric methods discussed above. However, there Aare’a
fnumber of . alternate statistical techniques gradually being adopted byaasaociated
"'disciplines which may not be ag precise in terms of hypothesis testing, but are-

: probably more appropriate for deacribing and ptedicting performance over time,
Included in- these procedures are three techniques which have potential as useful
._statistical tools for the analysis ‘of change of motor performance data, namely,

‘ stochastic methods and the associated time series analyses, factor analytic tech- ’
"niques for measuring change, énd cnrve~fitting. T

| .':1. Stochastic Processes e | "_ | Iﬂ;,' - oo ;- X
A stochastic variable, which may be defined as a time-dependent variable,
refers to any dependent measure which is observed: repeatedly over time. Thus, |

in this content, all change scores are stochastic to some extent. A ‘more
general use of the term. stochastic, however, is’ through its association with
stochastic processes and Markov chains ~ a geries of time dependent events
which are related to each other by a—trahsition probability, A transition -

" ",. matrix, composed of a ‘number of : these transition probabilities, defines the

B | probability that a dependent variable ot measure will make a change (of some .

specified magnitude) during the time between two successive observations.

&,

Stochastic processee are usuaily descrihed in: terms of a set ot discrete
- atates and a set of one-gtep transition probabilitiea. )
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The states are classifications of - the variables under observation, such as the
'number of errors made in & 1earning task, the attitude of an individual toward
jphysical activity at a certain point in time (e.g., favorable, indifferent,
' unfavorable), or:a heart rate at various stages of activity . (altered from a.
“ratdo scale to, an ordinal scale or nominal olassifﬁgation)._ In géneral sto- .
?»chastic processes can be divided into four distinct classes: (4) discrete
state w discrete time, (b) discrete state - continuous time, (c) continuous
‘ state. - discrete time, and {d) continuous state - .contdnuous time. . Type (a)- .
18 the process ‘mest commonly applied to models in the behavioral sciences as
measurement, calculation, and interpretation all become more difficult in the
mcontinuous cases. Queueing processes, "and the birth-death processes of ecology .
~ and genetics are - examples of the second type. The third and fourth types of .
' stochastic processes ate ‘less commonly used (see Bailey, 19643 or Karlin, 1966,
~ for examples). R o o b

LY

o

- The statistical analysis of change data throagh the application of stochas- _
_”f tic models will yield both descriptive and inferential statistics which can .
“help the researcher test his theories. Descriptive statistics of interest are
such values ‘as: . the transition probabilhties themselves (and comparisons asiong
d'_transition probabilities under” different experimental cdnditlons), the asymp- _
~totic value of a transition probability irom time one_ to some very distant

‘ time, the expected number of trials befoue learning, fatigue or some . snch

f absorption state occurs, and the probability of being: in gome particular state
at a specified point in time.  These statistics, which are calculated directly
from the,observed data, can then be compared with theoretical values calculated
" from the theorems of a model, Such comparisons prove very helpful 4n- isolating
dfaulty assumptions in the theory. For nxample, it could happen that the ob-
served values for the total number of errors and the number of times the process
was in a particular state both agreed c]osely with the theoretical -values, but -
the observed Variance of the mean number of errors deviated substantially from
the theoretical value, This wonld suggost that perhaps a more tealistic model
' could be developed by using, say,‘a fout state process ‘rather than the two or
. three gtate one originally hypothesized. ' ‘ S

" The application of inferential statiatics requires knowing the distribctidn'.'
of the particular test statictics before any probability statements can be made, -




Such distributions have been’ established by Anderson and Goodman (1957) for
making statistical. inferences about Markov chains (a stochastic process in
~which the probability t:ansition from one state.to another is dependent only’
- upon the gtate of the process at- ‘the previous time) Knowing these d.etribu-
. tiong (they ate all asymptotically distributed as y¢ with various degrees of

freedom) the following null hypotheses may" “be tested.

‘ ,e) :The transition probability 18 independent of t, that is, test the B
o stationarity of the -process to see if the transition from one state
R =

to another is the same no matter what trial it occurs on. '

"b)- The stochastic process defined by. treatment group one is the same _
| »Merkov chein as’ the process defined by treatment group two. If this
.»thypothesis 1s rejected and in fact the group one ‘data £its a first-
'order chain’ and group two a seeond-order chain, this tells the researcher
that the trial/to trial scores for group two exhibit a greater degree -
‘;‘_ L ;j-iof dependency on the past than do. the scores for ‘group one;

c) 1In a process involving two sets of states, the transition probabilities |

| lin one set are independent of those in the other set of sj&tes For
example, the two state‘spaces may be levels of respirat ry'rate and '
levels of heart rate during continuous exercise.  This- Zypothesis tests
whether the sequence of changes in respiratory rate is independent of _
the sequence of changes in heart rate. This is not at all the same as
the usual hypotheses which tests whether a series of discrete respira~ 5
tory rates are independent of a series of discrete hsart rates.

. Once the statistics as predictéd by the model’have'been compared with the'ones
. calculated from the observed data the investigator’has a good indication of the_

| adequacy of his model. Mbre specifically, 1f the data do not agree with the p:
model, he can tell ‘exactly where the model and the data- were incompatible»andf
rade the necessary adjustments to the appropriate theorems or assumptions of
the model, Barring a very gross misrepresentation of the data by the model'

it 18 not necessery to digscard the whole theory. In ‘general, lack of sgreementfﬁ
between the model and: the. observed data may be due to one or more of the
following. inappropriateness of. the model (the model requires a chenge in
theorems or assumptions),errors in the design and - execution of the experiment
(perhaps better experimental controls will eliminete'the effect ‘of some eXe
traneous variables), or a ‘flaw 1in the theory upon which the model was based

(the model-observation discrepancy should suggest the appropriate theoretical
'revisions). ‘




‘2, Time-Series '_:“ . o to k , "_)l‘

Stochastic methods have been used rather extensively in psychology, primarily
in the area“of learning, (see, for example, Greeno and Bjork, 1973, who list

: 243 references. dealing with mathematical learning theory, a large number of

which are stochastic in nature) end to a lesser extent in sociology (Carlson,
1972, Guppy. and”Fraser, 1973). ln the area of sport and - physical activity we

'are Jjust beginning to examine the possibilities of stochastic methods, but so
" far have very little empirical support of its usefulness over the more conven=

tional statistical techniques. Schutz (1970a) has described 1its potential on

a theoretical basis, and provided an example of its practicality as’ an analytical

tool in evaluating(%coring systems (l970b). However, he has also provided an

interesting example of -how a behavioral theoryfcan be. represented by a rather f

'complex 'stochastic model which leads to nothing but confusion and mathematical

merry-go-rounds (Schutz, 1971). Guppy and Fraser (1973), by usiug a Markov .

:"model to eﬂamine occupational mobility in professional _sport, showed that%base~

ball players have differential mobility natea according to race.. Other ongoing
research (by Rennick at .the University of_éashington and Salmela at the Univer-

fsity of Laval) nay provide us with further examples of ‘the advantages ‘of >
. stochastic processes, but until such time as’ a number of published research
‘ :°articles appear ‘whieh clearly show that stochastic methods provide greater
- insight into the interpretation of empirical data than do standard statistical
'4'procedures, their general adOption cannot ‘he recummended.

I .
N\

A time~series experiment involves repeated measures on one or more indivi~

' 'dduals over a period of time, -thus the’ resultant observations for éach individual

are time dependent and usually correlated (in effect, stochastic). Under these
conditions repeated measures ANOVA procedures are not appropriate,fand, unless
the sample size is large relative to thexnumher of observations per "individual,

.neither s MANOVA. Methods for analyzing data from time-series experiments,

IS

which may be done on repeated measures from a single individual or on, the ‘means
of a number of individuals, have developed tather 'ecently and consequently

have not, yet been used extensively in empirical regearch. ‘Statistical nodels

for testing the significance of the change in 1eve1 of a nonstationary time- .'

’series and for comparing time~series among different treatment groups have been

proposed by a nutnber of statisticians in the past ten years (Box and Tiao, 1965
Jones, Crawell-and Kapuniai, 1970, Glags and Maguire, 1968; Gottman, McFall and .
Barnett, 1969' Shumway, 1970, Strahan, 1971).h,j} T v

&




Most of these nethods 1nvolve rathex complex matrix nanipulations and for :
this reascn, along with the fact that they have. not been used to any extent

in empirical research ‘studies, they are not recommended to the non-statisti-

- clan in our field at this time, One time-series procedure which has ‘been
shown to: be useful, however, is the autocorrelation (serial correlation) which
' provides an indication of the degree of sequential dependencies among the'

: successive observations. A serial correlation of lag one (r1) ig obtained by
'pairing the first observation with the second, the second with the third,
etc., and then calculating the product-moment correlation coefficient on thkse .

R4

nel pairs (n being the number of repeated observations) . Similarily, serisl .

correlationa of- lag 2 3, etc., (rz, r3) can be caitulated. Each coefficient
'by itself gives some information on the serial’ dependencies in the dats, and
"if one were to plot ry-against t (the time. lag) for successively increasing
: values of t, .the resultant graph,.or correlogrsm, would indicate the change

‘ _‘in gerial dependencies throughout the total series.

Correlograms are particularly useful for experimental situations in which

" a  serdes of repeated meaauree are obtained before and.after a treatment is

‘administered. A change in ¢he nature or degree of rne serial dependencies
following administrstion of v treatment indicates a significant treatment o
" effect: (the test for atatistical significance of a serial correlation coef~
ficient is the same’ as that for an ordinary product-moment correlation

"coefficient). Other appropriate situations for utilizing a time-series are

the - two»group case in which the correlograms of the two groups can be compared;» '
' « and experiments inuolving measures on a number of, dependent variables at each

point in time. This latter case’ lends itself to multiple time~series analysis,
involving cross correlstions (serial) between the variables, and thus tests :

~ the extent to which trial-to~tria1 variation in one variable can be attributed

- to conccmitant tria1~to-tria1‘variation in anothsr variable (ﬂoltzman, 1963).
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3 Factor Analytic Models of Change

The use of various factor analytic methodologies as'a powerful tool for

analyzing change has been advocated by a number of researchers, especially
those in developmental psychology (e.g.; Baltes end Nesselroade, 1973; Bentler,
. 1973) and educational psychology (Corballis, 1970; Harris, 1963).  These pro-
. cedures, . requiring multiple measures at each point in time, may involve the . .
- comparison of fActor loadings and factor scores between time periods (Corhallis
11970), or. may require an extension of ‘the usual two~-way da“a matrix (subjects i
by variables) to a three~way data matrix (the’ third variable being occasions) _
and its resultant, and rather complex, factor structure (Tucker, 1963).. In e
motor behavior research we usually restnict our dependent variables to a few
(five or less), and thus factor analytic procedures are mot appropriate. For
) this ‘reason (along with ‘the fact that this investigator has had no previous -
experience with factor analytic change models), and also ‘because it -is not
appropriate for the data used for the empirical examples. given in this paper,
;no further discussion of factor analysis ard its associated image and canonical
“analyses are presented here. Readers interested in this method are encouraged
to read the references previously mentioned and attempt to. apply these methods
’,to motor behavior data. Unfortunately we are. all somewhat reluctant to attempt
a new technique until we are provided with empirical evidenee that it will tell
us something that the conventional, established procedures do’ not. Factor
analytic change models may be useful tools - we need someone to prove this to

. v
" Uuse. . . ' . S »
N . ' .

s,

ﬂ 4, Curve~Fitting as a Change Indicatbr ,". ; ‘-'f

_ The fitting of 'a mathematical function to a set oF points spaced along a.
‘time continuum can be done in a number of. ways, the mosr common of which is the
- 'previously mentioned trend analysis. Trend analysis will fit a set of ortho-
~ gonal polynomial ooefficients to a geries of trial means, yielding an F ratio
 for. each degree polynomial. This provides as estimate of the degree of linearity,
quadratic curvature, etc., displayed by a sexles of points, or, if there is more
y than dne treatment group, the groups x» trials (linear), ete., effects indicate
the differenoe between groups in the nature of ‘the change in performance over ,
the total series of trials., While this procedure is adequate 1if the data are .
indeed of a polynomial nature, two problems arise 1f 1t is not, First ly, it
18’ obvious that. if the data can be bettar represented by an exponential or lo~"
garithmic function, then the best fitting polynomial is less than adequmte. '

¢ . N . .v ' ‘ —, ‘12.1 ’ L o
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k The'second problem sssociated with using‘*rend“avalysis'is that the curve ia" /
fitted to the trial means rather than to- .he individual scores of each trial - ?/‘
- for each subject. If the data is in fact polynomial in nature, then the func~ - °

- tion fitting the trial means will -bhe- identinal to that ohtained by finding the
‘function for each subject and then averaging the coefficients of the individual p

' equations. However, 1if the data is expovential, then the curve of the means - -e&ﬁ
may grossly distort the typical inuividual curve in that it will srooth out | |
:reliable and consistent discontinuities in the data. This has been clearly “‘

-ghowm. by Merrill (1931) with growth data, and’ by Sidman (1952) with.learning
-_scores. S S C e

Examples of fitting non—polynomial curves to. .motor beliavior data are not
| -uncommon, however, in most cases. ‘the. investigators restrict their analyses to -
descriptive techniques only, that is, they find the best fi ing function, and
_attempt to interpret 4t in'a subjective manner. Furthermore, ‘it seems that at
- times researchers attempt. to find the best fitting mathematical function -
without regard to the theoretical meaning associated with the parameters of
,Lthe derived function. While it is’ true that such a function may be useful.’ _
for predictive purposes, it is of little value in the description and explana- ‘

tion of behevior.‘ A S . ' o _Z“-_ o e

s

.
.

The procedures recommended here for anSlyzing change through the application'_
- of curve-fitting are as follows. ool S 5' L o

o
a) Select, a priori, ‘the type of function which best represents the under- "
" lying physiological or psychological process hypothesized. The function
¢ should be simple enough so that the parameters are interpretable and -
.can differentiste between treatment groups. For exsmple, th% exponen~

. tial function o y = a+ be‘Ct L é" ‘
Co repregsents a negatively decelerating function suitsble for a number of
~ motor performance data sets. The parameter a reflects the asymptotic
value of y (its minimum in this case, which will be reached eventuaily),
the parameter b indicates the total change in y from time zero to
 asymptote, and c describes the rate of change in y with respect to

time t,




'. }:b) After'collecting the data, f£it this-?unction to the aeries cf data
~ points for each subject. _Thus each aubject now. has - three dependenti
Avariable scorea, a value' for each of 4, b ‘and c. . : CL e

c)_ Determine ‘the percent of variance accounted for by the function and
" either accept it or reject on the basis df an a priori cut-off level.

- d)- Assuming that there are: two Or more¢ treatment&groups, ANOVA can now -
be performed on each of the three dnpendent variables, providing
SR . stests of hypotheses on differencea ~among the groups with respect to:.
‘ ) asymptotic performance, total amount of change, and/rate of change.

oL

L
L]

o . ) "'»‘l ) ] ‘ . -t .‘ v ¢ : . .
A general theoretical explanation of: theae procedures, along with sugges-;'i

' tions for more sophisticated techniquee, is provided by Snee (1972), and Henrv
.{and DeMoor 8 '(1950) article givee an excellent example of this type of method~
'fology., ' - :




. arPENDIX .
S , . \ --7(;0 o
The following tableg and figure sr@ provided for emp*rica& comparisons amoug
: ;_f L the numerous statistical methods suggested in this paper. cThree sets of data were
h )ﬁ, computer generated,each one simulating a 2x ?0 factorial design with repeared L
. measures on the second factor. ' !
B "+ (n = 30/group), and Factor two can be considered a days or trials factor. The '-f ‘

. /
three. experiments represent different condttions of the variance-covariance matrix,

Factor one represents "two treatgent groups

but. all had the same means and variances (a constant variance of 10.0- for all:

Fig. 2 shows ‘the trial means for

' htrials, aud means ranging: from 7. 0 to 31. 0).

| each treatment group, and Table 1 gives the exact values for each case.’ The three |
: cases representing different covariance structures are. o ‘scw\;, '
. : . . 1 ’ : - L
ﬂ\ Case 13 ' -A constant covariance of 2 0 betqeen all pairs”
‘ . of trials, thus yielding an rij = ,2 for all B
o trials 1,} (1,1 = 1, ==~ 2031 #wr) |
'_Case;g:, A constant’ covariance of 8 0 betleen all pairs c
C ' of trials (r = .8). S o
- . - . ; L
Cage 3: A varying covariance, ranging from 9.0 for ’

adjacent trials to'1.0 for trials 15 or more

R steps apart (r = .9 to ,1). '

Tables 2 and 3 give the F ratios .and error variances for each of the stati—
'stical tests commonly used. to analyze change. The t tests ‘at the top of Table 2 ‘

- .are included as' this procedure is used occasionally, even though it is. completely -

. invalid. In this 2~t~test procedure at value is caltulated on the difference o
(Post test - Pre test) for group I and another t for group II. A subjective

assessment is then made on the reélative magnitude of the two t's. The other }ﬂ

tests are standard statistical procedures using various forms of the dependent

variable (difference scores, trial 20 ninus trial l difference scores, mean of

trials 18-20 ninus mean of trials 1-3 finsl score; all scores)

Table 4 shcws the autocorrelations for lags of one to ten for each group,
within each casé, - : : o o L

.
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’Tab{g 1. Summary of Génerated Data

R, o Gase’l ‘f_J' Case 2 - case3

' Méané:' ﬂf' o v _ o . L C , : o

o T w0 7.0 T 100060 7.06¢ 10006 7,04
T 26.29 " - 31,29 . 26,95 - 31,95 26,37 . 31,37 -
. .all trials .| 22,40 -22.85 - = 22,90 .23.3%7 22,84 - 23,24

vy N

Standard Deviation: e R o
| T v /7| 316 3.6 3.16 . 3.16 3,16 773,16 -
Tao . 7| 316 316 . - 3,16 3.6 . 316 - 3,16

Correlation | .20 © .20 . .80 .° .80 . .90+.10'.90.10.
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