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"Nothing endu::.es but change"

(Heraclitusc 500 B.C.)

"There is nothing in this world constant, but inconstancy,"-

(iondthan Swift, 1707)
. .

Change, the focus of many 'disciplines (history,. geology, anthropology) and

central to almost all scientific research, is such.a necessary process and yet.

such a difficult one to measure.

infer causality, this empiricism,

.often leading toll. pre-post type

score. The problems inherent in

Science demands empiricism am, if we, wish to

must be in the forM, of controlled experimentation,

of design with a resultivg change or difference

the measurement of.change have been well expounded

(Dotson, 1973; Harris, 1963;Stelmach, 11975) but the solutions seem slow to develop.

Bereiter (1963) 'has claimed. that it is only In this area that he has heard of

researchers abandoning research octives due tOthe lack of suitable statistical

.procedures available. The task of providing valid'so'vtions to.the-problems. of
,t4

,measuring change is obviously'a formidable one, anie certainly not going to be

accomplished'in this paper. .What is presented, is a rather empiriCal account of

the'availablemethods.ftirAnalyzing:.perf4mance over time, the Advantages and dis-

advantages' of these procedurest'and some biased, personal deciaionsregarding the.

"best" solutions. The discussion ii.dichotomized into two generaiapproPges,-one

involving the common difference i9Orei and-repeated measures designs with their
,

associated paraMetric statistical'prodedureer and the 'other-approach focussing on
,

alternate, less.coMmOn, ways to .study change, specifically; .0.Ochastic.methods,.

time-series-analysia, factor'analytic,Procedures, And curve fitting.
.

A.. .CONVENTIONAL MEASU REMENT PROCEDURES AND STATISTICAL ANALYSES INVOLVING CHANGE

An overview of the educational ,arid psychological literature dealing with .the

problems encountered in measuring change reflects that an,indication of change is

'usually provided by two scores only - a pre-test and a post-test score, interspersed

with mime treatment condition or time lapse. lowever, research in sport and physital

activity often results in a large number of r!sponses,Rer subjectfrather'than just.-

a pair of scores, thus'allowing for a greater variety of possible designs and,ana-

P lyses. Consequently, it is necessary. to exaMine..the conventional measurement of

change as two distinct. processes, one involving a difference store, the.other

utilising all the data in a repeated measures design.

41
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*(D1012.- Xi) which has many inherent deficiencies and numerous Possible

transformations to!oreduce these deficienciea,(note'of Which are very

Satisfactory). These are discussed in sectiona(b). A-more likely situa-
,

tion, however; is when there are a number of observations avAilable.fA

each S (e.g., heart rate at each minute oi A'15-minute exercise bout, 30

...learning:trials)', but the investigator wishes to reduce this data to a

single change score or learning score. The-problems. then confronting him .

_are: .(1). how many trials should he use to estimate both the initial and

final states of the Ss?, and (2) should he use the best, or the' average,

of each of these sets of trials? Before-commenting',on some possible

sautiona to thesetwo"problems, it shoUld-belloted that neither of these

problems should ever' 'arise when dealing with the analysis of-change.
. .

Discirding or reducing data, when suitable statistical methods are available

ford analyzing all availabiedata, seams like ,very inefficient research. .

If the goal is the be able to understand motor behavior,°for purposes of.

explanation and.ptediction,. then one must look at allthedata., and analyze

it by .a repeated measures ANOVA, time series, 'or some other. equally Suitable

tool. :However; many investigators insist on obtaining a sinale.change

. score, thus some discussion on.thesn poiits.ceems necessary.

The problem of choosing' between the best and the average score his

only one acceptable solution - usetheaverage. There is sufficient

support for use of ehe average rather than the best in the general case.

(Baumgartner, 1974; Henry, 1967; Kroll, 1967) and in-the:specific-case of

difference scores it is even more necessary. The reliability of a differ-

ence score is so dependent upon'the'reliability of the two scores which'

produce this difference, that it is imperative that thee two scores

possess maximum reliability themselves thus 'averages are necessary.

4

1. Difference Scores s the Criterion Measure.

o a). Selection of a Criterion Score (unadjusted).

If the research 'methodology utilized yields a single aeons on the

'first administration of a teit'(4)andAnother single score on A'repe-
.

tition of that test at some subsequent point in time .(X2), then there is

'little choice in the criterion score to use if the researcher wishes to .;

use a single, u Idjusted, dependent variable. It has to be this difference

ti

/1
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The solution, to the question of theOptimal number of trials to use

in computing these 'pre and post-score .6erages'ivnot'quite sac unambiguous:

The problem fading an investigator .who uses a learning task4is how can he .

choose a score which maximizes both reliability and discriminability.at

the. same time?' Ina task which has, say,,20 trials,. the difference between

-trial one and trial-20 will probably' show the greatestAistriminability
.

as far as learnini isp'Jncerned; however,-it may not be very reliable.

/ If one uses-the.average-of the first ten trials as an indicatiOn of initial
score, and the avetlpe of the last ten as the'performance.score, then the

difference beiween these two may show high,,reliability, but it probably

will not Show much learning. Carron and Marienluk (1970) pointed out the

necessity for comparing the'differences betweenboth the:teliabilitiesand

discriminability obtained by grouping trials-in different ways. .0thers.:

(Baumgartner and Jackson, 1970; litCraw and McClenney; 1965) have Attempted.
,

to give definitive rules for determining', he number ertrials and the
. .

measurement schedules one should em'OlOy. Because of. the great variability

in type of task, characteristics of Ss, etc.,, it doeienot seem possible"

tO choose a specific rule for'determinitg, the "best" criterion Measure,

for all situations - even for all situations involving a specific°tasicor

.set of measures. Il_one,decides.that necessary to -reduce the data

to a Single dependent variable .(which; to this,writer, does ,not seem to.

be a valid procedures)',Ithen'utiliiing prodedureias suggested by Carron

and Marteniuk:(1970), and following,thebasic)irincipled'of'reliability

and, validity of d'ependent variable scores which have been' frequently and
-)

explicitly laid out for us (e.g.; - Alexander,. 1947; Burt, 1955; Pal* and

IICKee0957;Kraus% 1969;J,Omnicki,1.074.Schutz and Roy, 1973) one'should.

be able to arrive at a prodednrefOr.selecting.the most suitablecriterion

.,.score in each specific situation.

b) Selection of a CriteriOn-Score'(adjusted).

In situations where:thete are only two opportunities for,Rbservation

and measurement (pre and.post), or where .the.investigator insists on re-
,

clueing repeated meaauresto a pre-poSt case, .then it is probably necessary

to .apply.soMe type of statistical' adjustment or corigitIon faotor to either

the difference mire or to the'final:score. The following section ,gives

possible solutions:for each of a number of common problems associated with

using; difference scores:
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These problems have been well defined by many investigators (Bereiter, 1963;

.Pron'bach'andFurby, 1970fLord, 1956, 1963; McNemare 1958).
4

ay- Problem 1. Regre,ssion Effect: In general, on' the second a4mini-
, .

stration.of a test and in the absence of any true change or treatment'effect,
.

the observed scores .for those wh4 scored 'high on test #1 tend `to decline and

.the observed' scores of those who scoredlowest on test #1 tend to increase'

on test #2..

Solut!.ons. The most valid, and least complicated, solution, is to use

a homogeneous group so all .Ss have essentially 'the' same initial score. If

the experiment involves comparisons between groups, then. equate the group

means initially, edther by randomization with large sample sizes, blocking,

matching, or statistically,through analysis of'covariance (these methods are
*

discussed.below in,;Section II(a).
.

Another /Pssible solution, the'Ae to which pCychometrieians have direc-

ted their attention, is to adjust the final score on the basis of the, pre-

postAipear regression effect. This can be done by, fitting a regresSion

>line to the. pre -post scores (X1, X2) under the conditions of the null hy-

pothesis; i.e., no treatment effect, and then use deviation from the

regression line as the dependent variable indicating true Change (Lord,

1963). .Thig requires either a.seParate control group or a (Xi, X2) measure

, for each subject under a treatment condition and a control condition... a

procedure whichis not always possible. The most reasonable solution seems

to he to use analysis of. covariance (ANCOVA) as it is essentially an analysis

of the X2scores, adjusted on the basis of the.regression;line between X2

and X'.

(ii) Problem 2. Measurembnt Errors or the Unreliability-Invalidity .

Dilemma:' The degreeto which' measurement error's exist in the initial and/

or final measUres, along with the degree to whichthe.X1, X2 correlation.

exceeds zero, is reflected by a reduction in the reliability of the X17X2

"difference score.. ,"
Xt

.

i Solutions. There exists a wealth of information on possible solutions

to this problem (e4.;,Lord, 1956, 1963; McNemar, 1958; Ng, 1974;,Tucker,-

1966; Wiley and.Wiley, .1974).



'The basic thesis'of all these articles is that. it is possible to compute

a reliability coefficient 'corrected for attenuation', that is,' the re-
1

liability of a difference between .'true scores',(erroriess measures yielding
0

reliabilitiee of 1.00 in bath X1 and in X2). Once having obtained a

reliable estimate of true difference it is then possible to us/2: this

attenuated reliability coefficient and multiply it by the observed X2-X1

difference (but scaled as deviations from the means), thus obtaining a.

hypothetical true difference score or "regressed score" (McNemar, 1958).

Although this is the bodis of the solution's advocated by many psychometri-

clans it has Its deficiencies, the primary one.being that the number of

alternate ways to'comptitethis true gain score seems to be exceeded only.

by. the 'number' of papers written.on the topic. The non7eipecialist.is left'

with a morass of equations and confusion. .Another deficiency with the
.

use of estimated bruediffeience sdores.is that the regression coefficient

used in the predictor:equation is'based on a number of assumptions, some

of whiCh may, not always' hold true. A recent report by Wiley and Wiley

(1974) indicates that the assumption of independence of errors of measure

ment.betweeh testi;,isfrequentlyviolated, thus giving overestimates of

the attenuated reliability coefficient. This in turn would. result in

overestimates of the true gain score.

Problem 3. Equality of Scale-Along-the Range of Sdi:res (the

Physicalism-Subjectivism Dilemma): An observed score at the low range

of the continuum may be measuring an attribute of behavior:quite different

from that which is reflected "by the -sane 'test at -the. high end of the range

of scores.

tolutions: There seem to be no adequate solutions per se for 'this-

problem. .011,0 ,could use P-technique methodology '(a sort of factor analysis

appropriate forchan& data) to test the assumption that the. two measures

are in fact measuring the lame thing-(Bereiter,..1963; Cattell,.1963)

However, this is not a solution, but rather a technique, to reveal the

existence or non'existnnce of a problem. The answers seems to 'be in'

-finding ways to avoid the problem rather than solve it - and this can-

be accomplished 'toa limited degree. If all groups are equated initially

with respect to their scores on the_dependent variable, then any differ-

ences between groups in ,the amount of change within groups can be logically,

interpreted (Sthmidt, 1972). -:7;
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This restriction allows for the conclusion that rale group changed more, or

<less, with regard's to die particular dependent variable being used. If one

group showed very large changes, and the other group very small ones, then

it maybe difficult-to interpret the meaning of the'relative magnitudes of

change scores, but it is still possible to state that.aelroup should,

significantly greater change' than the other group on that particular trait.

A General Solution to ile.Problems.Associated with Difference Scored:

At this point the reader must be voTiering, "Is there no adequate solution to

the problem of measuring change?" my answer is "Yes" there are adequate methods, .

but .not through the use. of difference scores. If' one must use a change °score,.

then perhaps. the "best" estimator of a true difference;Sco'ce is Cronbach.and.FUrby's

"complete estimator" 0.970):

A A A .

D.

A

where D. is the "true difference score ", ,,and 'Xi. is the

into accOunt numerous other categories of variables, W,

in nature and relate to the pre or post scores. in some

Xi is estimated as:

(X2 Xi). 0)(1.07. Xl ,12)

;MC X1 + "rya xi) ac2a1) .02(4.4,x2) voc1px2)

rue score at- time 1, taking

ihich may be multiviriate

annex. The'true score for

+ constant

where'(X2 Xi) and (W 'Xi, Yi) are partial variates. The purpose of.presenting:'

this.equation is not to provide' the,reader.vith a useful statistical tool., but

rather.to point out the extreme degree to which the raw data can be transformed if

one wishes some sort.of pure measure.' The difficulty in interpreting this trans-

'formed score is obvious.- at least in terms DE predictable observed. behavior.

Two quotes provide a suitable summary of this investigator's position-on the

use of diffetence scores:

"Both the history of the problem and the logic of investigation

'indicate than cute last thing one. wants to do is think in terms of

or. compute such change scores unless the probleM makes it absolutely

necessary." .(fluthally, 1973,, p. 87)

"Gain scores are rarely useful, tmatter how-they may be ad-

justed or refiriect." (bronbach and Furbyt.1970, p. 68)

a.

*to
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The Use of All Scores as the De enlant Variables.

The analysis of all of the available.data should provide an investigator with

more information'than °does the limited, and suspect, informa ,pion prbvidid in a

difference score. These repeated measures analyses may be performed by either

univariate or multivariate analysis of variance (ANOVA, MANOVA) on the raw scores

or on scares adjuated for initial differences between groups. The sore informa-

tion available on the nature of change in behavior over time, the greater should

be the degree of umderitanding of the nature and causes of that.change. Conse-

quently, in an experiment involving any length.Ortime between the initiation of _

.,the treatment and the final oliservation; it is desirable to take numerous measures

per S. Although in some cases it is notpossible to do this,either.due.to.the

contamination effect of the measurement tool or to the nature -of the treatment

procedures, in most motor behavioristmlied such repeated measures are:quite

feasible

Repeated Measures ANOVA.

\

The common method for analyzing change for a repeated measures design is

through.a repeated measures:or Ss x Treatments ANOVA. Given a typical ex-

periment involving two treatment.groUps (ora treatment and control) with 20

Ss nested within, each group and repeated across say 10 trials (Fig. 1), ot.e

appropriate.method for analyzing change could beto'break down the total

variability as given in Table I.

[Insert Fig.. 1 and Table I about here]

he effects of most interest here; with respect to the analysis of change,

a the Groups x Trials and its trend 'analysis Components,Groups x Trials

.(Linear) and Groups x Trials (Quadratic). The Groups .x Trials interaction

indicates the degree to which the.changeover trials is the same for.each

group - which is probably the research .question of. most interestvi.e., is

9 there a signlficant change. in behavior over the time'span of the eXperiment;

and, if so, does this, change shqwthe same, or different, characteristics

between the two:experimental,groups?
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Fig. 1. Schemata of 2 x 10 Factorial Experiment with
Repeated Measures on the Second-Factor.
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TABLE

Analysis of Variance, with Trend, tor a 2 x 10 Factorial Experiment
with-Re ted Measures on the Second Factor

Source

Groups

Ss within "Groups

Trials

Linear

.Quadratic

Residual.

Groups X Trials
,

x

TOad.

G x TResict

SwG x Trials
eLt

to'

Total .

'#7

df

1

Mean Square

, .

38

:to

`.1.) .

.9
MST

1
MSTL
MSTQ

7 MSTR

MSGT

1
MSGTL

1 wo MSGTQ

mgcTR
¢ mSs(G)T

MSG

MSS (G)

342

OweaWA

399

F Ratp

MSG/MSS(G)

/
IIST/MSSIGyi

4STL/MSPXG)T.

1.13TQ/MS5'...(G)T.

it/MSS iOn:,

. MSGT/msS(G)T

MeGTL/m41(0)T

m!OilimsS(G)T

.MSGTIIIMSS(G)T

srL

4
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The Groups x Trials (Linear) asks essentially the same questiout with the ' '
(,,.....-'

Constraint that the change over time is linear. In this case a linearfunction
,

is
.

forced on the data and, the test of. significance tests for. equality, of slop
$.

./feW5 ' , . .

betweene the two groups, which iu.behai4Oral4terms amounts to dcOmpar4Son of,
e... ,'

the rates oflearni rates of recover etc. Similarly the Groups x Tiall
a

:if; y,.

1

(Quadratic) compar s the two treatment groUps on;4he basis of the degree/ (,

.

f plateauing of the scores over time, "curvature or 'time

This analy s then Provides one PASible4olutian-for the analysa,of.

'change suitable for many, experiment conditions. By'using* number of measures

instead of juet two, the problems of regression effect and'm§asurementerrors

are, greatly reduced. The unreliabifity of theVdata Is reflected by the magni-

tude of the rx Trials interactione(or in this case the S(G) xcT) and is thus

a ''sort:of built improtection against making erroneous r'search conclusions

based on unreliable data. The less reliable thd data Is, the largdi the

S x Trials, error term, the more difficultitis to attain statistical signi-
.

ficance and the less likely it is to make a:Type,I error.

, .10

repeated:peasures.ANOVA is nit the ideal-solution. to the problemi of_

Analyzing change:, ho

significarl e g

fbr a 'number of reasons. Firstly,the tests of

ve information. regarding the nature or form of the

change over ime, as the trend analyses fit only polynomials to Oe data,

45-

data which is frequently better'fitted by ajogarithmic or expOtiential func-

tion. . Secondly, it deals with mean values only and,doe6 notreyeal*eliable

differences between subjects (within 'the same grOup),with respect in intra-.

individuil b-havioraIchanges over time (a stochastic model wouldedetectAhis)4

Finally, and perhapsTmostImPortantly, the natuiee,of the data, common' to Most

Studies in motor, behavior is such ;hat it violates the assumptiohs on .04c11.

the repeated. easures ANOVA is founded. These assumptions are that the

Measures (i) are normally distributed, (ii) exhibit equal variances under all

treatment conditions,.and (ii) haVe equal covariances between all treatmen'.

pairs (the precise mathematical assumption is that all covariance". equal Zero

but the F.ratio is. virtually unaffected by violatic% of this assuMPtion,.pro-

viding all vhariancea are equal), While the first two of these assumptions
4

are usually met with mator performance data, the third one rarely is.
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This assumption can be.casually'tested by 'eximining.the correlation matrix of:

.the repeated measures - the degreelO. which all correlations are not equal.

indicates the ''.egree to which this a3sumption is violated.L It is ,frequently

"T the,case in otirfiel4 of.study to Atain data in.which adjacent trial correla-
I

t ions are very, but diminish as'a functio n the number' of' interiening
.

. abservatione--between,any two 14easures. The resultant of this, situation is an

inflatedF'%ialue and' a substantial increase in the probability of,cupittipg.a
M

_. A. /
. 9

Type'I error (as high as p = .15 when-assuming 4,P fif my. .. .

,

The analysis of variance for repeated measures, which'wes first presented .

,
.

here as a possible solution to some of the problenis inherdnt in the analysis .

of change, has now becoine'a problem itself. There are two,pessible ways by'

which ANOVA may be validly used on repeated measures data which exhibits'

, .

Unequal between.trial correlations:

(1) Inflate'the magnitude of the F needed foi signifiCance by reducing/

the associated degrees of, freedom (d.f.). Box (1954) has suggested

that the d.f. for.both.the numerator and denominator be multiplied

by a factor's, which is a function of the degree of heterogeneity of

both the variances and the covariances.,. The greater the, heterogeneity

the Smaller the calCulated c and the larger the F value must be in

order to reject the null hypotheses.

(2) Greenhouse and Geisser (1959) questioned the validity of the.estimator

c and its effect'on the approximate F distribution. They'suggested

the use of the minimum possible value of c, namely 1/(k-1) where k

is the number of levels of,the repeated factor, as, the factor which

should be applied to the d.f. in all situations.' Although this is a

statistically valid technique it is, very conservative, thus resulting

in a rather large probability of committing .a Type II error.'

"There are a number of excellent'articles available which provide a lucid ex-

.planation of bbth the problem and the merits of these solutions (e.g.',

Davidson, 1972; Gaito,.1973; Gaito and'Wiley4 1963; McCall' and Appelbaum,

1973; Mendoza, Toothaker and Nicewander, 1974).

.Procedures for statistical tests of this assumption are available in
Winer (1971, I). 594).

J

1 ft
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b) Repeated Meausres MANOVA.

1

"
The other solution tothe problem of non-homogeneity of covariances is to

use a technique which does not. require this assumption - namely the multivariate

analysis of variance. MANOVA requftes no assumptions regarding the hOmogeneitY,
. . .

of covariances and allows for an exact statistical test based on a'known slgw

nifiCance level." Although this technique has been available for many years,

ii'has not.beenadOpted.by practicing researchers due to ita extreme'computa-

tiOnal complexity.: HoweVer,41vpresent. accessibility of suitable computerized
6

multivariate43tatiatical packages at most univerditieslasliminaied such an

excuse fofignoring.thia very useful test and it ahOUld no4:be a standard'
,

statistical tool for all researchers. .Very briefly, whatMANOVA doe3a is to

transform the .k repeated measures for each subject into a set of (k-1) scores.

through the application of independent contrasts Xthese are' usually.

polynomials, but they need net be.as the resulting significance test_is

pendent.of the choice,: of contrasts)_: An-analysis of variance type procedure

is then carried out on-the vector of means othese derived scores with. the

mean square rror being.a variance-covariance matrix ofsiithincellvariabilities.

ratherthan a unitary scalar. value as in,the univariate procedure:: The tests

of significance provide an F ratio for the 'Overall multivariate hypothesis

that the .trial means are equal, and fora two, group experiment, that the change'

in)erformance across repeated 'measures is the same for each group. An overall

significant YT on. these multivariate hypotheses. allows, the investigator to use .

appropriate follow-up tests while' maintaining an overall pre-determinedlevel

of significance: Ihese.follow-up procIduree can takethe form of simultaneous

confidence. intervals, step-down F ratios, or even the usual univariate F tests

on each dependent vaeable separately oron_the single d.f. contrasts. associated

with trend' analysis.

SI

Another frequently. used procedure associated with MANOVA is discriminant

atalysis which'tests whether two or more groups can:be significantly separated

on the bases Of their profiles (or, in the RM design, their pattern of 'change

over time). It has been shown, however, that'a Groups *Trials ANOVA is mire

versatile in detecting.ihenature of the differenced between group profiles

than is discriminant analysis (Thomas and Chissom 1973). Although ThoMas

and Chissom failed to consider the restrictiye assumption inherent in the

univariate G x T ANOVA, this is not a factor if the Tritils effect. is broken

down into polynomial .coefficients quakiratict etc.).
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This essentially converts the univariate procedure. to a multiVariate technique

and thus no longer requires.the assumption of equal covariances. Bock (1963),.

Cole ,and Grizzle (1966), and. Finn (1969) shave provided comprehensive discussions

On.the application. of MANOVA to repeated measures data, and comparisons of the

applications and outcomes of ANOVA versus MANOVA are well given by Davidson

(1972),.liummel and Sligo (1971), McCall and Appelbium.(1973),,and.Poor (1973)..

c),'Experimental and Statistical Adjustments for ANOVA'and MANOVA.

'As was stated above, a number of the problems associated with the, measures,:

merit of change can'be reduced if all treatMentgroups:are.initially:equal With

respect..to the dependent variables. Thefourprocedures available for

achieving thid initial equality. are: -randoni assignment, balancing or matching,

blacking and.analirsis' of covariance.

(i) .......ylcaikaRatiinent.' This, theoretically, is the best way as it equates

groups initially with respect to all.variables. thfortunately,'the success,

of random aseignment is dependent upon the size of the samples and the popu-

lation variability ofthe independent variable of intereet. TSamples Ofsire
4

100 almost guaranty equality (bait is never a certainty) whereas sampled

of site 5 are rather unlikely to result in .equal distributions among the
(

treatment' groups.

Some investigators advocate the random assignment of Ss to treatment groups

lolla/ed by a t.test(sometimes with an exaggerated alpha, say .90) to determine'

if the hypotheses of initial equality can be accepted (Rosemier, 1968). If

the hypotheses of initial equality la 'not tenable, then the investigator needs

to either reassign %s to treatments, increase his sample size in the hope that

the randomization process will eventually work, or adjust his groups with some .

type of balancing procedur.. None of these procedures are very satisfactory,'

from a statistical as well as a procedural aspect.

(ii) .......m.....111/orj......."Balanciatilatchin. These procedures involve. assigning. Ss

to treatments on the basis of their initial scores (or some oilier related

variable) in an attempt to equate groups initially. It has been shown that

matching is always leis efficient than analysis of covariance "and is tuniallt1

less efficient than simple random sampling (Billewicz, 1965).
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It has. also been shown (Finney, 1957) that matching is never as suitable as

blocking. The obvious recommendation is that theSe procedures should not be

used anymore in our empirical research studies..
..

(iii) 2194.421, BlOcking, when done on ths basisof initial scores, is

essentially the same idea as balancing; however, the sampling and assignment'.

proceduresAre 'quite different, this making blocking a statistically sound

procedure. Correct blocking technique requies knbwledge of the distribution

of .the' blocking variable in the population, an a 1)411A-determination of the

cut-off Values which determine the blockingleyels, and then sampling from

each of these PopulatiOn strata to form the,bloCks.-

(iv) 'Mavis of Covariance:, Whereas blocking provides.an experimental

method olequatini.groutis, analysis of covariance provides a statistical

method for doing so. The choice between these two techhiques.is.not a simple *.

onet.asthe relativeadvantages of onelmocedureover:theother dependupon

the degree,OfielatiOnship betWeenthe concomitant variable '(used forblocking

or as the:Coveriable)and the dependent 'variable. 'Feldt.(1958) heti shcm,that:

if the correlation between the'concomitent:variable-and dependent variable is

'less than-.60,'blockingis better, whereas if it is greater than .430,. analysis

of CovarianceprOvidea. a more powerful statistical test. However.,yeldt

suggests that eVen.With highCorrelations, bloCking is preferable as the.

"relatively'siall.advantage in precision shown by analysis of covariance is

more than lost due to the strict assumptions of vegresSion inherent inco-

variance; i.e., linearity of ,regression, and equality of regressien within ,

treatmentiroups.

A Summary of Section A

For those generplly conservative researchers who wish to restrict their

statistical analyses to conventional parametric techniquei, here are some.guide-
,.

lines:

1. Ude MANOVA f with trend analysis and covariance if necessary.

a), Obtain a series of measures,on each subject throughout the treatment

period when change is expected.

,b) Use at least 20 more subjects :than there are measures per subject.

c) Test forequality of groups initially if they are not equal, then

use the initial score as a covariate.

Analyse the data' using MANOVAlpxocedures.
, 4



If difference scores.ate.required for experimental or theoretical reasons,

then'make the best o'f them by:

a) Attempt to maximize the reliabilities of the pre-test. and post-test

..scores.and minimize.:thw-prepost correlation (while. at:thesame time

maintaining equality of meaninging between the iwo..sets'of scores):

Equate the" groups initially, as best'asvossible ieithei through.

...randomization with a large N., Or . thrOughlilocking, on relevant Variables.
.

Compute the tcliabilities of the differefiCe mires so the data may be

-.interpreted with the required caution. ,

AnAlyze'the'datA"with a t-test or,ANOVA.
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ALTERNATE,. METHODS- FOR ANALYZING, CHANGE

Within the discipline of human linetics,.,the usual methods for analyzing change
i.

are the deterministic, parametrie methodsdisCussedcabovel; However; there arela

'number ofalternate statistical techniques gradually being adopted by
.0

assodiated

disciplines which may not be as precise in terms ,of hypothesis testing, &it are

probably more' appropriate for describing and ptedittingperformahceover time.

Included inthese'procedures are three techniques which havepotential:aS useful

statisticaltools'for the analysis Ofchange:of motor performance data; namely,

stochastic:methods,and the assotiated',time series analyies,JaCtor analytic tech-

niques for measuring change, And curve-fitting.

Stochastic. PrOcesses

A stochastic variable, whiCh may be defined as a'time4lependent variable,
(')

refers to any dependent measure .which is obseritedre;ieatedly over time. Thus,

in'this content,, all change scores'are stochatitic to some'extent. A:more'

general.dte of the term:stochastic, however,,is'through.its association with

stochastic processes 'ind Markov.cbains -.a series of time dependent events

. ,

which are related to each other by a transition probability. A transition

matrix, composed.of a'number of:these trahsitionprobabilities, defines the

probability that a dependent liariableor measure will make a Change (of some,

speCified magnitude) duringthe. time between two successive observations.

Stochastic perocesses are usually described in, terms of a set of discrete'

states and a set of one-step transition probabilities.



The States are classifications of the variables under observation,.such as the

number of errors made in a learning task, the attitude of an individual toward

physical activity at a certain pointin time (e.g., faVorable, indifferent,

unfavorable}, br'a heart rate at various stages of activity (altered from a

ratio scale toan ordinal scale or nominal classifi(cation). In gdneral axon,,

chaitic processes can be divided into four distinct classes: (a) discrete

state discrete time, (b) discrete state -.continuous time, (c) continuous

state - discrete time, and (d) continuous state continuous time. .Type (a)- ,-

is the process.most commonly applied to models in the behavioral sciences as
.measurement,' ,calculation, and interpretation all become more difficult in the

continuoUs.cases. Queueing processes, and the birth-death processes of 'ecology

and genetics areexamPles of the second type. The third and fourth types of

.stochaiiic procesies are:less commonly used (see Bailey, 1964; or Karlin, 1966,

for examples).

The statistical analysis of change data thrbiugh.the.application of.atochas-

tic.modeld.willideld both descriptive and inferential,statisticsyhichcan-

help the researcher testAlis theorlesescripttoe.itatisties of interest are

such values as: the transition probabilities themselves (and comparisons among

transition probabl4ties under different experimental.cdnditiond); the asymp-

totic value of a transition Probability from time one,to some very distant
6 .

time; :the expected number of trials befo;tie learning, fatigue orsome.subh

absorption state occurs;:and the probability.of being.in some particular state

at a specified point in time. These statistics, which are calculated directly.

from the obeerVed data, can then be compared with theoretical values calculated

fromitfie theorems of amodel. Such comparisons prove very helpful.irvisolating

issumpt ons.in the theory. For example,,,it could happen that the ob-

served Values for the total number of errOre and the number Of times the process

was in particular state both agreed aosely with the theoreticai.values, but

the observed variance of- the mean number of errors deviated substantially from .

the theoretical.value. This would suggest that perhaps a witerealistic model

could be.ddveloped by mango. say,''a four state proCess'rather than the two or

three state one originally hypothesized.

'The application of infetential statistics:requires knowing the distribution
,

of the particular test'statictics before. any probability statements can be =de.
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Such distributionshave been' established by Anderson and Goodman .(1,957) for.

Making statistical.inferences about Markov chains (a.stochastic process in

which the probab4ity transition from one state to another is dependent only

upon the state of the ,process .at- the previous time).' Knowing these dl.stribu

tions (they are all asymptotically distributed'as x2' with various degrees of

freedom) the followiag null hypotheses tilay'be tested.

a) ,The transition probability 'is independent of t; that is, test the

stationarity Of the process to see if the transition from one state
-

,

to another is the same no matter what trial it occurs on.
.

,.,

b). The stochastic.process defined by treatment group one is the same

Markov chain.a6'theprocess defined y treatment group two. I this

'hypothesisjs rejected and in fact tha.group one data fits a first-:

Order chain'and group.two a second-order chain, this tells the researcher

that-the trial/to trial'scOres for group two, exhibit a greaterdegree

of dependently on the past than do. the scores for group one:
. 0 .

c) In a:proceas involving two seia.of states, the,transition probabilities

1.n.one set'areindepende0,-of those 'an the other set of 's tev. For .

example, the two state spaces may be levels of:respirat r ratiAnd.

levels of heart rate during continuous exercise.- This. ypothesis tests

whether thesequence.of changes in respiratory rate. is independent of'

the sequence of changes in heart rate. This is not at.all the same as

the usual hypotheses which tests whither a 'series of discrete respire-

tory ratesare independent of a series Of'discrete'heart rates.
, .

Once the statistics as predicted by the model'havebeen compared with the ones

calculated from the observed data the investigator has a good indication of the

adequacy of his model. More Specifically, if the data do not agree witkthe

model, he can 'tell exactly where the model and the datawere incompatiblepand

made,the necessary adjustments to the appropriate theoreMs or assumptions of

the model. Barring a very gross mistepreseniation of the data by the model,

it is not necessary to discard the whole theory. ingeneral, lack of agreement..'

betWeen the Model and.the.observed data may be due to one or more of the

following: inappropriatenessd.the model (the model requires a change in

theorems or assumptions),errors in the design and execution of the experiment

(perhaps better, experimental controls will eliminate- the effect of some ex..

traneous variables), or a flaw in the theory upon which the model was based

(the model-observation discrepancy shoUld suggest the appropriate. theoretical

revisidge)



18

Stochastic methods have been used xather extensively in psychology,priaiiily

in the area"-of learning, (see, for example, Greeno and Bjork, 1973, who list'

243 references. dealing with mathematical.learning'theory, a large number .of

which are stochastic in nature) And to a lesser extent in sociology (Carlson,

1972; Guppy,And'Iraser, 1973). in the area of sport andphysical.activity'we

Are just beginhingto examine the possibilities of stOchastic,methods% but 4p

far haVe very little empirical support of its usefulness over the more conven-.

tionalstatistical techniques. Schutz (1970a). has described its potential on

.a theoretical basis, and provided an example of its practicality .as'an analytical

toolinevaluatingtcoring systems (1970b).. Howeverhe has also provided' an

interesting exampleof-how a behavioral thiorican be. represented by a rather

complex:stoChastic model which leads to nothing but confusionand mathematical

merry-go-rounds (Scnuti,.1971).' Guppy and,Vraser (19734 by using a Markov

model to eXamine,ocCdpationaltobility in profeasional.sport, shoWed thatIbasei

ball players have ;differential mobi7.3.ty ate according to race. . Other ongoing

research (by Rennick at.the Uniyeraity.ofhington.and Saliela at the Univer-'
,six, .of 'Laval) may irOO.de yaWith.fdrther ;exathples. of.'the Eavant4ges.'of .. ,.,..

stothastia 'priteeisei3';. but :.i4nt il; such '.tithe. es A number .,Of ,published' ,research

'articles appear .which' clearly. show that stochastic methods provide' greater

insight into the'interpretation'of empiricaLdata than do standard statistical

'proceduresr.their general adoption cannot' be recommended.

Times - Series

A timemseries.experiment involves repeated meisures.on one or more indium

dUals, over a perioctof time,,hus the resultant observations for each individual

are time dependent and usually correlated (in effect, stochastic).. Under theSe,

conditions repeated measures ANOVA procedures are not appropriate, /and, unless

the Sample size is large relative 'to thonumberof observations per' individual,

neither'is MAMMA.. Methods for analyzing data from time-series experiments,

which May.be.done on repeated measures from.a single individual or on.the:means

of a number of individuali, hive developed rather recently and consequently"

have not yet.beenfuSed extensively. in empirical research. Statistical models

for testing the significance of the change in-level of a nonstationary time -

series and for comparing time - series among different treatment'groups have been

proposed by a nuMber of statisticians in the past ten years.(Box and Tiao, 1965;

Jones,, Crawell.and.Kapuniai, 1970; Glass and Maguire 1968; Gottman, Wall and.

Barnett, 19690humway, 1970; Stratum, 1971).
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Most of these methods involve rather complex matrix manipulations and for

this reason, albng with the fact that they have.not been used to any extent

in empirical research'studies, they are not recommended to the non- statisti-

cian in our field at this time. One.time.»series procedure which has teen

shown to'be useful, howeyer, is the autocorrelation (serial correlation) which

provides an indication of the degree of sequential dependencies among the'

successive observations. A serial. orrelation of lag one (ri) is obtained by

pairing the first observation with the second,the second with.the third,

etc., and then Calculating the product-moment correlation coefficient qn these

n-1 pairs (n.being the number of repeated,pbservations),, Similarily, serial

correlations oflag 2', 3,-etc.; (r2, r3) can be calculated.. Each coeffidient

by itself,gives:some informatiOn.oh the serial'dependencies.in the data, and

if one 'were to 'plot reagainst.t (the time lag) for successively increasing-
-

values of ti,the resultant grapn,sor correlogram, would indicate the change:.

in serial dependencies throughout.the total series:

Correlograms are particularly useful for experimental situations' in which

a series of repeated measures are obtained before and.after a'treatment is

administered. A change lathe nature or degree of tberserial dependencies

following administration ofi treatment indicates.e:significant treatment

effect.(the.test for statistical significance, of, a serial correlation coef-

ficient'is the same"as that for an ordinary pioduct-moment_ correlation

'coefficient). . Other appropriate situations for utilizing a time - series are

the'ttio-group.case in which the correlogrems of the two groups can be compared,

and experiments involvingmeasures on knumber of,Aependent variables at each

point in time. This latter caselende itself to multiple time-series analysis,.

involving cross correlations (serial) between the variables, and thus teats

the extent to. which trial -to -trial variation in one variable, can be attributed

'to concomitant trial-to-triaIvatiation in andther variable (Holtztan, 1963).
1
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Factor. Analytic Models of Change

The use ofvarioue factor analytic methodologies Asia powerful tool for

analyzing change,has been advocated. by a number ofreseardhers, especially

those .in developmental. psychology (e.g.; Baltes.and Nesseiroade, 1973; Bentler,

1973) and educational psychology (Corballis, 1970; Harris, 1963). These pro-

'.cedures,requiring multiple'measures at each point'in time, may involve the.

.comparison.of loadings.and factor scores between time periods.(Corballia;'

1970), or:may require an extension of the usual.twO-way data matrix (subjeCts,-

by,variables) to. a three-way data matrix.(the'third variableining occasions)

and its reaultant,ind.rattier complex, factor siructure:(Tucker,,1963).,'In
e 4.

motor behavior research we usually restrict our dependent variables'to a .few.

(five 'or less) , and thus factor analytic procedures- arePnot'appropriate.4

this reason (along.kith the fact that this investigator has hid* pteviotta

experience with factor analytic-change models),and also'because

appreptiate for the data.used,for the empitIcal'examplealiven in this paper,

Ao.furthet discussion of factor analyais and its associated image and canonical
( I ,

'analyses'are.preiented heti. Readers interested.-in thie method are encouraged

to read the references previoualy.mitionedand attempt to.apPly these methods

to motor behavior data. Unfortunately' we are all 'somewhat reluctant to attempt

a new technique until we'are provided with empirical. evidence that it will tell

us something that the conventional, established procedures do not., Factor

analytic change models may. be useful tools -. we need someone to prove this to

'use

Curve-Fittirtg as a. Change Indicair

The fitting of'a mathematical function to asset of points spaced alOng'a..

time continuum can be done in a number of ways, the most common of which is the
. t

previouslY mentioned trend analysis. Trend analysis will:fit a set of ortho-

gonal polynomial coefficients' to a:series_ of trial means, yielding an F ratio

for. each degree polynomial. This Orel/idea as eatimate of the degree of linearity,

quadratic curvature, etc.,' displayed by a series of points, or; if there is more

than brie treatment go.* the groups *trials (linear), etc., effects indicate

the 'difference between groups in the nature of the change in. performance over

the total series of trials.. While this procedure, is adequate 'if the data are ,

indeed vf,a polynomial' .nature, two problems arise if it .s not. Firstlyvit

is'obvious thatjf4the data can be better represented by an exponential or lo-'

garithMic function, then the best fitetpg polynomial is less than adequate.

cln



The second problem .associated with using rend aralysis is that the curve iS

fitted to the trial means rather than to the individual scores of each trial

for each subjeOt. If the data is in fact polynomialin nature, then the'func-
,

tion fittinkthe trial means will be identical.to that obtained by finding the

function for each subject and then averaging the coefficients-of the individual p

equations. However, if the data is exponential, then the curve of the means

may grossly distort the typical inuividual curve in7that it will smooth-out

Ineliableand consistent discontinuities in the data. This has been 'clearly

. ahown,by Merrill.(1931) with growth data, and by Sidman (1952) with learning

.scOres.

Examplesof fitting non-polynomial curves to.!Dotor behavior data are not

uncommonvhoweverl'in'iost:caseertheinvestigators restrict their analyses to

descriptiie techniques.only, that is, they find. the best fi/ In function, and

attempt to.interpret"it-in'a subjective manner. Furthermore, it.seems that at

times researchers. attempt.io find the 'best. fitting. mathematical functiOn'-,

withott regard to the theoretical meaning associated with the paraMeters of

;the derived function.' While it,is-true that such a function 'may be useful

for predictive purposes, it is of little ValueA,n thedescription.and explana-.

tioh of behavior. 1 .

4

Thp protedures recommended here for intyzing.change through the application".

of curve-f itting are as. follows: * 4

a) Select,:a priori,. the type.of function which' best represents the under-°

'lying physiological or paychological'processjtypOtheiized. The function

should be.simple enough so.that the parameters are interpretabie.and

can 'differentiatel'etween treatment groups. For example, the exponen-

tial function
y a + be-ct

represents a negatively decelerating function suitable for a number of

motor performance data sets. The parameter 'a reflects the asymptotic.

Nalue of y (its minimum in this case, which will be reached eventually),

the parameter b indicates the total change in y from time zero to

asymptote, and c describes the rate of change in y with respect to

time t.
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b) After collecting the. data, fit this function to the series of data

poitts fot each subject. ,Thus each Subject now. has three dependent.
, e .

variable.scoreb, a value for each of.a, b, and c..

Opeterminethepercentavarianceacconted-forbythefunction and
either accept. it-or reject on the basis ,cif. an 4 priori'cutiff level.

. 4/ ,

Assuming that there are two Or more. treatMencgroupd;ANOVX can now.

be performed on each of-the.three dependent variabldb,-providing'

'tests of hypotheseson differences, among the groups with respect to:. .

aSymptOtic performance, total amount of change; and -rate of change:

d.)

es

'A general theoietical explanation of. thiseprocedures,'along with augges-'

tions for more sophisticated techniques, is provided by Snee (1972), and Henry

and DeMoor's11050) article gives an excellent example of this type of method-

ology.
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APPENDIX 4

The, following tables and figure ari prof ded for empirical comparisons among

the numerous statistical methods suggested in this paper. ',Three sets of data were

computer generated,each one simulating'a 2 x 20 factorial design with repeated

measures on the second factor: FaLtor one represents two treatment groups

(m 30 /groUp), and Factor two can be considered a days or trials factor. The

three experiments represent different con,ions of the variance-covariance matrix,

but all had the same means and variances (a constant variance of.10.0.for all

.trials, and means ranging.from 7.0 to 31.0). Fig.'2 shows the trial means.for.

each treatment -group, and Tableil glivos the exact values for each case.' The three
,

cases representing different covariance structures are:

Case 1: . A constant covariance of 2.0 between.all'pairs

of trials, thus, yielding an rii\N .2 for all

trials i,j (i,j = 1, -- 204 A j)

Case A constant' covariance of 8.0 between all pairs

dise 3:

of trials (r .8).

'A varying covariance, ranging from 9.0 for

adjacent trials to 1.0 for trials 15 or' more

steps apart (i sx .9 to

Tables and 3 give the F ratios and error variances for each of the stati-

stical tests commonly used to analyze change.. t tests at the top of Table 2

are included as this procedure is. used occasionally, even though it is completely.

invalid. In this 2-t-test procedure a,t value, is calculated on the difference

(Post test -,Pre, test) forgroup I and another t for group II. A, subjective

assessment is then made on the relative magnitude of the two es. The other

tests are standard statistical procedures using various forms of the dependent

variable (difference scores, trial 20 Minus _trial 1; difference scores, moan of

trials 18-20 minus mean of trials 1-3; final score; all scores).

Table 4 shows the autocorrelations for lags 'of one to ten for each group,

within each case.
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Table 1. Summary of auerated Data
/

13

. . ., Case. 1. Case 2

.
3.

I : . II I xi
..Case..

I -II

Means :

Ti
, .

10.04
'1

7.04 . 10.04 7.04E 4' 10.04 . .7.04., .

T20
all trials 26:29

22.40
31.29
22.85.

26.95
22.9Z

31.95
, 23.37

.26.37
-.22.84

31.37 .
23.24

,..
.

,
,

Standard Deviation.:
T1 r 3:16 3.16 3.16 3.16 3.16 ''. -3.16
T20 ,3.16. 3.16 . 3.16 3.16 3.16 3.16

Correlation
.

.20 .20 .80
.

, .80 .90 + .10' .90 + 40,

0

is
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