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CCMEUTIL AN e T e D e TR ERVIRY
Adele oldbery and Patrick Suppes

Our earlier research in the design of instructional systéms and
curriculums for teaching mathematical logic to rifted elementary school
atude: +3 has been extended to the teaching of university-level courses
{toldrers, 1973; Suppes, 1972; 3Suppes % Thrke, 1970). In this report,
we describe the curriculum and problem types of a computer-based course
aftered at Stanford University: Philosophy %7A, Introductinn ‘.o Symbolic
Toric, We base our description on an analysis of the work of 79 students.
Tata on these students were collected during the third and fourth quar-
ters (gpring and fall, 1973) in which the course was offered. The in-
aty-ietional prosram was written in LISP 1.5 for the DEC PDP-10 at the
Tnetitute tor Mathematical Studies in the Social Sciences (IM3SS). Pro-

sramming; details of the computer-based cystem, proof checker, and lesson

driver are provided elsewre. : (Goldaberg, 1973, 1974).

Course Description

The main objective of the Stanford logic course is to iamriliarize
the ctudent with an exact and complete theory of logical inference.
The course is taught solely by computer; all material is presented on
the terminal and all problems are solved through interactioﬁs with a
mechanical proof checker. Seminars, with optional attendance, were held
geveral times during the spring quarter to discuss special topics. At-

tendence was low, £o seminars were not held in the fall.

(!
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No book was required, although cper o fute cnanters ol Introduction

to Logic by Suppes (1957) were recommended. Depeuding-onvthe c¢lass size,
one or two teaciiing assistants. usually graduate students in the Philos-
ophy Department, were available 2 hours each week te answer cuestions
arisine from the computer-based curriculum. A research programmer was
elso available.

An outline of the course is shown in Tabhle L. Froblems given the

students emyhasize proving arguments valid by constructing proofs in a

S T O N P en S W G ED D AS

natural deduction system (lessons 401-408), or provia. arguments invalid
hy elther *he method of truth analysis (Lessons 403 and 409) or of inter-
preta~ion {Lessons 423 and 428)., The method of interpretation is also
ap: lied ¢ prove premises consistent, or axioms oi' a theory independent
(Tesson 429).

leginning with Lesson 415, examples of axiomatically formulated
theories are introduced. Two examples, the elementary theory of Abelian
croups and the elementary theory of non-Abelian groﬁps, are given in
Tessons 415 through 420, The axioms and theorems studied in these les-

sons are listed in Table II., Numerous other examples, in the form of

Y T T R T N YN YRR Y

LY T R A PN T W TN R PN Y

findirg-axioms exercises, range from the algebra of real numbers to a
segmert of elementary geometry.
lesson 421 teaches the student how to do the finding-axioms exercises:

how to specify a set of axioms from & given list of statements, and how to

2
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(Table I, cont.)

BEST COPY AVAILARIE

Lesson

Number of
problems

Averago
nunber of
hours

Al

ilontent

409
(cont. )

410

hio

L13

Liu

J.l"')

L16

L17

418

419
L20

20

23

20

19
11

53

.23

.87

1.0L

l.02

1.16

1.4k

1.13
1.54

Inference rule;
. L + + B . e b " - / Lt \
petdnition o tmpiiestion symbot (A

Elementary algebra:
Well-iormes formules using equality (=)
and inequality (>,<) relations

Number definition (ND)

Rules about equality:
Sommute equality (CE,
Add equal term (AE)

Rules about equality
Subtract equal term (SE)
Zogical truth (LT)

Review
Replace eguality (RE)

More practice with RE
Introduction to the INIT command to make
up one's own probhliems

Definition of "axiom" and "instance of an
axiom"

Mirest axiom for a commutative group:
Jommute addition (CA)

Second axlom for a commutative group:
Associative law (AS)

Short furms of AS:
Associate left (AL)
As: ociate right (AR)

Remaining axioms for a commutative group:
Zero (Z)
Negative number (N)
Additive inverse (AI)

Theorems on addition

Theorems 1-3
Using theorems in a derivation
Short forms for thecrems and axiams

Theorems S5-7

Axioms and theorems for a noncommutative.
group

Reprove theorems 1-7 without commutative
axiom
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Duality
Theorems 1lol1-182
L33 1£ 2,04 Bonlean algebra
Axioms
Subclass (SA)
Theorems 183%-192
L3, 48 L.1o Symbolization of English sentences

especlally related to the predicate
calculus with identity; proof of
equivalence of forms
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TABLE II BEST COPY AVAILABLE

Axiom and Theorem List for lessons 401-429

Rules g; Infererice

CON (P —Q) IFF (NOT Q - NOT P)
DFA (P —»Q) IFF (NOT P OR Q)
DNA NOT (P —»Q) IFF (P & NOT Q)

FOR AllY FCRMUIA S
QA (A X) S(X) IFF NOT (E X) NOT S(X)
GNB (A X) NOT S(X) IFF NOT (E X) S(X)
Quc (B X) 5(X) IFF NOT (A X) NOT S(X)
D (E X) NOT 5(X) IFF NOT (A X) S(X)

For the following axioms snd theorems, assume universal quantification
unless otherwise specif.ec.

Axioms on Addition

CA (commutativity): X+Y=Y+X
AS (associativity): (X+Y)+2Z=X+ (Y +2)
7 (zero axiom): X+0=X
N (negative number): X + (+Y) =X -Y
AI (additive inverse): X + (-X) =0
U (unity axiom): NOT 1 =0
Theorems on Addition
TH1: («X) + X = O
THZ: O+ X =X
TH3: X=X=0
THh: O« X ==X
THS: 0= «0
T™HE: X =0=X
THT: X+ Y¥Y=X+Z - ¥ =2
TH8: X+ Y =2 - X=2 «Y
- THO: X=2 =YY= X+Y¥=2
T™I0: X +Y=0o X =Y
TH11l: X =Y - X+Y =0
TH12;: X+ Y =X-> Y=0
TH13: =(-X) = X
TH14 («(X + X)) + Y = =X
TH15: ~(X +Y) = (-X) - Y
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{(Theorems o Additioyn, oot

THL:  («X) = 7 ¢ (=Y) = X

TH17: = % = 7Y« ¥V o ¥

THIB: (X « 1) = 72 X 4 ((=7) = Z)
THiv, X = T8 = s X o= (Y + )
THO; X+ (Y =« X) =Y

THYe v - [+ YY) n Y
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prove that the rect or the gtatencrts ar. O ooreng lerival o trom the
axioms selected YLy use ot the riles of logical. i.lerernce so far intro-

duced., The program itselr determines whether the student has satistfac-
torily comple*ed arn exercise, providirnt a completc report on toe axions
selected and on which axioms and lemmas were needed by the student to
prove a :riven +theorem.

Two protlem formats are used in the lessons on translating English
into the formalism of the first-order predicate calculus. ILesson 422
is restricted to iterative requests for possible translations until the
student's response matches an instance of one of several stored correct
answers. By lesson 435, the student is expected to show a proficiency
in determining whether or not two expressions are logically equivalent.,
Thus, if the student's symbolization of an English sentence does not
correspond with one of those stored with the curriculum, he or she must
decide whether it is possible to prove logical equivalence. The student
uses his skills in constructing proofs to show that an if-and-only-if
relationship holds, or uses the method of interpretation to show that
the equivalence Foves not hold.

The system of inference for first-order pred%cate logic follows
that of Suppes (1957). The problems in Lesson 426 motivate the restric-
tions on the use of the quantifier rules, and those in Lesson 427 have
the student prove each of four guantifier negation rules. A large num=-
ber of exercises at the end of each lesson give the students practice
with the general principles introduced.

The student receives a passing grade in the course if he completes

Lessons 401 through 429, and does the first five finding-axioms exercises.

10
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Our intention was to make available a set of opzional lessons from which

the students could select ones to use to qualify for & grade of B. Dur-
ing the spring and fall quarters, only oue such set of lessons was avail-
able: ILessons 431 throurh 433 on an axiomatization of Boolean algebra.
Theorems for these lessons are also shown in Table II, Students desiring
a grade of B did two additional finding-axioms exercises. Lesson L35,
on gymbolizing sentences in Fngiish, completed the course and the stu-
dent's requirement for a grade of A,

The course curriculum is thus a linear sequence of lessons which
the student follows. He can interrupt that sequence to make up his own
problems, prove lemmas to help in proving problems presented to him, or
move around in the course in a nonlinear fashion. This last feature
proved beneficial when unplénned computer dowr-+ime meant that the stu-
dent's history of problems completed was not properly recorded by the
program. Ihe student could skip anead to the next problem in the se-
quence without waiting for a proctor to patch his history file. On the
average, the studen<s used *hie program feature 11 +imes (12 times in
the fall) out of an average of 62 sessions (37 in the fall) a%t the ter-
minal, We found that thiz simple feature improved the students' atti-
tude *towards studying with an instructional system sometimes prone to

electronic error.

System Usage

A total of 179 students enroiled in the Stanford course during the
four quarters from fall, 1972, to fall, 1973, with 121 students completing

a grade of A, B, or pass, The distribution of students by quartar and

11
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38 from the fall-197% class.

Catracy to the reoular pace of Jdaily leclures, students' work habits
rofe led more the spovudic offarte Sonsidered characteristic of most research
workers.  Almost -1l of them abstained from any contact with the course for at
ieast 1 week, poseibly during periods when precsures in other courses mounted.
Duri: - *he spring term, 11 studerts took a break o at least one month.

Ae can %e seen from Table TII, the dropout rate was approximately
14,5 ercent, with a zlight bias upward in thiz number because students
in omie Yall-197% class did not have any period except the Christmas vaca-

25 %o mare up incompletes., Univereity repgulations allow them to finish
the o urse within one year after enrollment., It ie interesting to com-
pare +this rate with two other courses. The elementary introduction to
rhiloasopry, which is 2 general course not oriented toward logic at all,
ta? & Luvrger sverage enrollment than the logic course, and over the past
' years the average dropout rate has been 13.H percent. A course of a
differenrt sort, the first intermediate course in logic, which is tech-
nically harder and requires scme mathematical ané logical sophistication
on the part of the students, has a smaller enrollment than the logic
course by a factor of % or 4. Summing the enrollment over the past 6
years, the average dropout rate in that course has been 27.8 percent.

Tt *hug can be seen that the oropout rate i¢ more or less comparable to

other courses., It should be emphasized that the University has a system




TABLE ITT
BEST COPY AVAILABLE

Distribution of Grades

Grades at end of =ach guarter
Quarter
No Incom-
A B Pass ~redit blete Total
Fall, 1972 13 3 9 14 1% 52
winter, 1970 3 0 b 2 12 21
Spring, 1973 20 0 b L 18 L6
Fall, 1973 22 9 11 12 i £0
Total 58 3 28 3D 58 179
Grades of incompletes finished as of January 1, 19742
Quarter No
A B Pass . Total
credit
Fall, 1972 2 4 3 4 13
Winter, 1972 3 1 4 L 12
b
Spring, 1973 3 3 Y 8 18
b
Fall, 1973 _2 9 2 10 ]
Total 10 8 14 26 L8

?According to University rules, students have one year efter enroll-
ment to complete a course.

b
These students actually had further time available to complete the
coursge.,

i
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Voagrat, A

R Y ) L -
; CTTImMAa YT

maton e

seademic 2valls the atudenns receirad,

atE W +"“

\I:
i A t JI )=
TS wnnT o f.flkf.‘a
SN PSSR PR

Lime spent or'f tue
~axioms exercices lar esti-

rne five unites of

Table TV giver The mean and

Tveert Tovis IV oalout hers

D

var igrree of wime Tois
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problem types, bubt does
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="Ao0.  THUS We S-e time 1tnereases in leg-
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aa v owhich tne students are taugnt indirect proof procedure and in-

verarce riles for o quant ifiers,  The Targe vertince in Lesson L35 high-

chararter Ot laston.  edtner a s-tudent can egsily translate

\

statements expressed in Eaglish into tne prediceie calculus, or he

ne: *o spend a significantly longer “ime trying dit'ferent translations

or proving that nic transiations eres O are not lopiecally equivalent to
the stored answers.
Another view of sys+sm uzage was compiled in order to examine each

student's deviation from the average zmount »1 time per lesson. Except -

for 9 stuaents (3 fzst, 1 clow), students were not uniformly fast or

zlow with respzct *o *tne avera: amoant of taime per lesson,  Moreover,
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TABLE 1V BEST COPY AVAILABLE

Average Time per Lesson

Lesson Average time Standard No. of students®
in hours deviation campleting lesson
401 .31 .21 42
4O2 .21 .05 42
403 .50 37 k3
Lol 1.29 oT7 L3
405 3,12 1.40 43
406 1.56 2.28 43
LO7 1.00 1,22 43
408 4.43 2.79 43
409 2.57 95 43
410 A2 .20 43
411 Ul .24 43
412 53 .28 43
413 .23 .07 b2
L1k .87 .63 43
W15 1.0k4 €2 L3
416 1.02 AT 43
417 1.10 5k k3
418 1.b4 8L 43
419 1.13 .60 43
420 1.54 .93 k3
) 421 40 .20 43
422 1.55 .71 39
423 48 .19 40
T hak 1.65 .61 37
= 1425 1.61 .60 37
426 2,66 1.31 38
427 0,74 1.01 36
428 5.05 2.78 35
15
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(Table IV, cont.)
lLesson Average time Utandard e, of students®
" iu hours deviation cuampleting lesson
42G e 90 3,30 30
b3 5 4 36 1.82 25
433 3,05 2,71 25
435 4,12 3,45 20
Bq .
Spring class only.
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the gtrderts do ror aprear to slow down or speed up in a uniform manner,
but are quite diverse in their deviation from the average.

Summaries of computer usage, total number of sessione each student
spent at the terminal, number of minutes spent, and the number of central

processor minutes each student's work regquired, are shown in Table V.

Insert Table V about here

RBecanse the instructional sysiesm is basically a proor checker, consider-
ably mors camputation time i3 required to carry 5at the computer-student
interaction than is required by a tradltioﬁal drill-and-practice system.

Students worked on Teletype (R) Model-33 terminals; terminals were
availatle in & clasaroom at IMGGS, During the spring quarter, the stu-
dente had access to 10 terminals frem 320 t.m, until 6£:00 s.m., Monday
throurh Friday, and 211 day Saturdey and Sunday. In the fall, the daily
schedule was extended to allow all-day access during the week; Friday
nights and Saturdays until 4:00 p.m. were reserved for machine maintenance
by the IMSSS staff.

A summary of the actual times the students uced the system is shown
in terms of the total number of terminal hours per hour Qf the day in

Table VI. Thus, the entry for hour ™ is the total number 5f terminal

B M ki AP R S U D SR AR e o W AR g W KSR e

“ngert Table VI about here

- em S am ve am e TR A P R kel AR w mhd mD S

hours logged between midnight and 1:00 a.m, In the spring, 9:00 p.m.

wag the most popular hour for working; while 2:00 p.m., wag preferred
by the fall studerts, it wac no% svailiabie to students in the spring.

In each case, terminals were mainly utilized during hours when there

17
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Number of Dersious, Tinnect Time, snd P Cyeles

for ach Utucent, dpring, 1973

Student Number Minutes U vtudent Number Minutes CPU”

identif. o? of connect Minunes identif. a? of c?nnect ninutes
number sessions time numbesr sessions time

2850 ¥ ShGl.oh 122,645 2875 56 %3603,32 110,33
2851 e 2019.7.2 Th,53 2877 37 1685.80 70.00

PB8s2 57 3308, 72 37,58 2878 33 1837.92 50.18

2853 He ZoLL, 87 105.87 28719 17 2:49,12 74,27

2854 cu 13%5,97 41,53 2880 L 3833,43  106.87

2855 90 3657.23 123,92 2881 29 1929.15 48,78
856 o0 2056, 27 9%.58 2882 73 3708.98 110.32
2857 20 L330,77 N 2883 91 3410,52 121.28
7858 20 2777.65  100.78 2384 18 1852,72 29.5%
2859 "8 27h1,72 32,57 || 2886 26 2072.28  76.85

FREGC 31 LO3=,22 Li,58 <383 17 1546.6Y 41.93

2861 49 2381.32 4,23 2389 67 2758.68  107.28
o863 3 228,00 7€.15 2890 35 3285,87 118.45

i 2864 65 3747, 5 34,73 || 289l &9 2859.57  92.97

2865 H6 219,44 105,10 2892 13 807.95 32,77
2867 83 2661.62  11..38 2893 288 6710.22 200,73
2868 17 893, 38 24,78 2894 218 hbsé,53 1Lh4,55

2869 b X4 1512.75 b, 77 280t 27 1700,72 53,87

2870 59 2707.72 87.67 2897 L 1940.17 62,70

2871 59 3018.18 113.73 2898 40 - 2811.85 $9.42
2872 57 18%6.15 56.67

2873 47 2877.75 92.70 Averages 56.4 2742,52 85,45

16
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TARLE Vb

Number of Sessions, Connect Time, and CPU Cycles

for Each Gtudent, Fall, 1973

Student Number Minutes oPU Student Number Minutes CPU
identif. of of connect minutes identif. of of :2onnect minutes
number sessions time number sescions time

1301 27 2680.97 75.55 1333 %6 2079. 32 6442
1302 Li 2357,02 67.17 133 25 2180.47 54,05
1203 52 3791.35  8C.Lo || 1335 L 3297.72  95.28
1304 L1 3518.07 48,52 1336 37 2474.85 63,63
1305 38 325,22 . Bl.67 1338 45 1977.37 53.80
1310 28 2070, 32 61,42 1339 32 276k, 12 95,07
1311 39 2738.05 90.€8 1342 Ly 2u58.50 69.83
1%12 52 3013, 20 73,48 1345 47 3766.53 9k, 40
1313 30 2877.23 225,28 134( 21 1798.17 60.18
1314 32 1853, 22 40,62 1347 36 2647.22 82.98
1315 5% 3453%.50 57,87 1348 27 2220.40 W, 15
1320 31 17€6.35 41,75 1349 21 1331.65 53,23
1322 %6 1710.37 71.38 1352 3k 1821.97 59.33
1323 U5 3333.15  120.68 ||'1355 15 1216.63  3k.87
1324 5k 1857.67 62,08 1%56 35 2824 ,07 72.87
1325 L2 227,87 63,35 1358 31 143€.17 hiy 67
1328 50 2357.65  85.25 || 1359 36 1748.63  57.78
1330 ar 2009,05 £9.28 1360 31 1570.50 63,05
1331 37 1853, 17 61.90

1332 43 2506, 30 60.08 Averages 3.9 2422,64 71.88
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TABLE VIn

Total Number of Hours Terminals Used

at Each Time of Day (Fall, 1973)

i

Hours of Total number of
the day terminal hours
¢ 62
1 L1
2 18
3 i
L 11
p) 9
& 9
[ 7
8 15
9 %
10 2C8
11 206
12 238
i3 35k
14 292
15 589
1€ 339
17 222
18 112
19 211
20 254
2l 250
22 175
23 , 104
21
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popuilarity of the coorse ' ol Yo b v te,
~ T L} M N
Student Vvaloa! N e Tearae
Ta deteormive the sUaden et oW o Lo e rrobians, we waked

thoge stidents who completed Lesson 409 to rank order ali probiem types

acceord i Lo their prarerence in doing the tyvpe ot problem, with the ex-

ceptian 1 vhe gymboliravion problems found iu Lesson %5, Table VII

Ingere Tavle VIT about here

shows <hat derivations using the rules of conditional proof (CP) and
indirect prool (IP) were preferred (also the most frequently encountered),
while sentential derivat:ons 1in feneral ranked second., The low rating
or e Tems dnvelving proof that axiomt are independent or not, or prem-
0o inconsistent or not, io almost curely duc to the low frequency of
ocrurrcence of these problem Sype: in the curvicuium. Data on the stu-
dents' ability o make the reuqir-u chioices in these kinds of problems
ahow *ha: the enuient?' antuitions for determining consistency of prem=
ises or independence of axiomas were not as well formed as for determining
the validity of an armument,

Ve also acked all the students Lo complete an attitude survey.

Questions ere shown in Apperndix I; ratings on a 1-7 preference scale

are civen in Table VITII. For the most part, students enjoyed the course,

Y T Y R R R R TR N Y R Y

Tnger+ Takle VIIT about here

P e T R L R R R R e R R R R Y R X

-

would like to take other computer-bas=d courses, and tound they liked

the active interuaction the syntem afforded. They were not happy if a

T
e
vy,
Q i."
-ERIC
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atyudent Ranking of Preferred Probiem Types

TABLF VII

Chcize
Probilem type
1 2 3 i g e 7 9 10
Multiple choice 4 2 5 12 3 0 0 3 5
Sentential
d-r1vat1on 3 7 7 b 5 2 3 1 3
fouriterexampie by )
truth assignment & L 5 6 e Y 0 L 1
Deravat ione using )
CP ana IP 12 & g o} 3 1 3 1 1
Proofs in
elementary algsbra 5 5 6 2 L L 4 2 1
Finding axioms L I 1 I 3 3 & 2 5
Cerivations of
fermulas having
guantifiers 0 5 1 1 6 8 10 2 0
sounterexample by
interpretation 1 2 7 1 5 N T L 1
Proving preomices
consiztent or
inconsictent 2 3 0 1 1 L 2 12 5
Proving axioms
independent or
dependent e 1 0 0 2 1 3 5 15
23



BEST COPY AVAILABLE Results of Questionnaire (24 3tud

TR
TATda

el sl ol o )
Nara o]

Scal
Questinn
number 1 2 3 b g 6 7
1 7 10 1 1 1 1 3
2 19 3 1 0 0 1 0
3 0 C 1 2 4 5 12
4 0 0 1 1 2 2 18
5 0 0 2 0 2 L 16
6 3 3 3 L 3 5 3
7 0 3 b 2 5 L 6
8 0 0 = 6 8 L b
9 7 5 5 1 2 2 2
10 3 3 Te5 0 5 55 0
11 11 3 o 5 2 0 1
12 0 e 5 6 6 5 0
13 3 6 2 2 L N 3
14 7 6 6 0 1 2 2
15 3 6 6 i 2 2 1
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humar “ufor wir nonh avs
that the terminals wers not available betors 5:CC pam. By an outstand-
ing majority, the studarnto Tikel working ot th=ir own pace at the ter-
minals and enjoyed woerking on thelir own, independent of the activities
.
of their classmates,
Bazed on commantc maje-by +he ctudenss on these questionnaires,

geveral -commends were addea Lo *hs system in order tc facilitate review-
ing partial proofs and shortening solutiocns. Comrents by stucents 1n

the winter-1773 clase precipitated the aiditicn of the LEISCN command

for ckipping around curriculum probliems,

Example Problem:z

The examples we have cnosen to describe in detall were selected
for one or more of the foilowing reascns. (1) the distribution of num-
rer of stepz to complete = solution indicatad a great variety of soln-
tionz, (2) rules required *n solve the problem had a iigh percentage of
errors, and (3) averags rumber of hints rajuested tor the probliem showed
that the problem was considered difficalt by many ~tndents. In each
example presentation, we provide a sample solution ané the overall aver~
age, minimum, wnd maximumc numbar of steps. WMany problems are randomly
celected. If a student stops.a session in the middle of constructing
a derivation, there iz a good chance that he will not receive that same
problem at his next ses-ion., Randomly assignea problems are numbered

T as: lesson.problem.l or lesscn.problem.2.

A table of +he minimum and maximum mmber of solution steps for all

derivation problems .r(C such problems occur in the curriculum) is providsd

~ERIC P2
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fall data.

In the initial lessons of the course, siudents learn to construct
propositioral or sentential lerivations, They oo wzepht o s omnle come
mand langpuage consisting of mnemonics for inference rules, and conditional
and indivect proof procedures. The summary of inference rules given to
the students appears in Appandix [II1.

The first example, shown in Figure 1, is interesting bhecause it re-

quires & subsidiary derivation whose hypothesis is identical to one needed

e e A 40 e e e M W WP e MR S

Insert Figure 1 about here

in the main derivation. At the point of presentation of this problem,
the student has learned the rulez modus ponens (AA), working premise (WP),
and conditional proof procedure ((P).

Indirect proof. The indirect proof procecure (IF) is taught in

Tesson 408, where the eighth problem, shown in Figure 2, is the first

. A M LA N LA S S R G R W e W R R

Inzert Figure 2 about herc

- e R m iy kel g o8 gl W R s W e U A M M

derivation example. To encourage the use of IP, the inference rule deny-
ing the consequent of a conditional sentence is not pefhitted in solutions
to any problems in this lesson., Control of this nature is part of the

basic lesson driver. The tenth problem in the lesson, shown in Figure 3,

o Y L L L L L L W Y T N N ]

Insert Figure 3 about here

R Y L TN T PR LR

is significant because three hints were available, and, on the average,
students requested one hint. This was one of only ten probleme in which
26
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DERIVE (((R & Q) -Q) » ((R&Q) »8)) »{((R&Q) »(Q —=8))

WP (1) ((R%Q) »Q) »{(R&Q) —»8)

WP (2) R & Q

WP (3) Q

WP (L) R & Q

L3P (5) (R & Q) —Q

1.5AA  (6) (R & Q) -8

3, 7CP Q&S

2.8 (9) (R &Q) - (Q & 8)

1.0% (10) ((R&a) »Q) = ((R&Q) —»38)) »{((R&Q) »(Q -8))

Average number
Minimum number
Maximum number

Fig. 1.

of steps: 10.3
of steps: 10
of steps: i5

Sample derivation of Problem 405.12.2

27

.y



BEST COPY AVAILARLE

DERIVE (NOT 3) -» {3 - NOT @)

WP (1) NOT 3

WP (2) S

WP (3) &
1.2.3IP (4) NOT Q

2.4CP  (5) S - NOT @

1.5CP  (6) (NOT 3) - (S - NOT Q)

Average number of steps: 6
Minimum number of steps: 6
Maximum number of steps: 10

Fig. 2. OSample derivation of Problem 408.8.2

28



BEST COPY AVAILABLE

DERIVE (NOT((W & R) —&)) — (W & R)

HYP (1) NOT ((W & R} - &)
WP {(?) NCT (W & R)
WP (3) W& R

WP (&) NOT S
Q.Q.MIP (5) S

2,5CP (6) (W& R) =8
1.6.0IP (7) W& R

1,72 (8) (NOT ((W & R) =8)) — (W & F)
Average number of steps: 3.6
Minimum number of steps: 8
Maximum number of steps: 17

Fig. 3. Camp.e derivation of Problem 408.10.2

‘l
29
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e

the averams rmber cU it e pTar Ty o T e P era, Many
students seemed to have “ermi~ntel o vession 4t tuis protlems.  The new
rple used in the sample solution is [IYP, o introduce the hypothesis of
the desired conclusion,

Truth values. BExercices on assigning truth values to atomic formu-

las and on determining the truth value of a complex formula prepare the
student for the task of finding counterexamples to arguments that can be
symbolized in the propositional calculus. An example from IZesson Lo9,
seen in rigure &4, shows the sﬁeps 5 student might take to decide on the

validity of an argument.

P L LY L R L N R R

Insert Figure 4 about here

e e . A Lk M G G P e SR LS W D M R R e B8 o s e

Our tabulation of problems in which the student had a choice be-
tween constructing a counterexample or a derivation shows that this par-
ticular problem was attempted 37 times, 17 of which DER (derive) was
correctly chosen first, 12 times as the second choice, The derivation
is ‘ricky because one premiz¢ is not needed in the solution. New rules
used are form-a-disjunction (FD) and commute-a-diszjunction (CD).

Identities. By Lesson 411, the student constructs proofs using
rules for identity: number definition (ND), commute-equals (CE), and
addition of equal terms (AE). Tistribution of steps in the example,
shown in Figure 5, is especially scattered, possibly because the solu-

tion can deceptively be congtructed without a conditional proof. Only

R Y L L L L E T T Y N

Insert Figure 5 about here
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DERIVE NOT (R)

P (1) Q '
P (2) (8 &Q) »NOT W
P (3) W

CONSTRUCT A DERIVATION OR FIND A COUNTEREXAMPLE
TYPE DER OR CEX
FIND A COUNTEREXAMPTE:
NOT (R)
P (1) Q
P (2) (S & Q) - NOT W
P (3) W

YOU ARE LOCKING FOR A COUNTEREXAMPLE. THUS, THE
CONCLUSION MUST BE FALSE AND THE PREMISES TRUE.

NOW ASSIGN CONSISTENT TRUTH VALUES TO THE
REMAINING SENTENCE LETTERS.

o O = W
t3l3l3te

LET'S CHECK TO SEE IF YOUR TRUTH ASSIGNMENT
MAKES THE PREMISES TRUE AND THE CONCLUSION FALSE.
S &0 F

NOT (W) O F

(8 % Q) -»NOT W T

YOUR ASSIGNMENT MAKES ALL THE PREMISES TRUE.

LET'S CHECK THE CONCLUSION.

NOT (R)  F

CORRECT

Average number of steps: 8.1
Minimum number of steps: T

Meximum number of steps: 12

Fig. 4, Semple derivation of Problem 409.16
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BEST COPY AVAILABLE

DERIVE (B=C & C=1D) -D =B

P (1) (D=C%&C=18) -D =8
1CEZ (2 (D=C& B=2C) -D =238
51 (3) (C=D&B=C)—>D=B8
3CC1 (4) (B=(C & C=D) -D=23B
Average number of steps: 7.8
Minimum number of steps: N

Maximum number of steps: 17

Fig. 5. Sample derivation of Problem 411,1L.2

32
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ore of the tall students, tut five spring students, found the four-step
solution.

Replacement of a term hy au equal term (KT is introduced in Lesson
41%; more practice is given with this new rule in Lesson 414k, Only one
spring student and several fall studeuts found the clever eight-step
solution in the example, shown in Figwre . The proof requires the

rule of number definition.

- W e i $b tes e 1 L L R R W L e R e e b e

Tngert Figure © about here

Axioms. The commutative axiom (CA) is presented in Lesson 415 and
the associastive law for addition in Lesson 416. As our analysis of
rules shows, AR and AL (associate right and lert over azddition) were
difficult rules to use (a3 were the zzeociative laws for Boolean algebra).

Two problems from Lesson 4li are presenred jn Figures 7 and 8. We

e g R R N S M P ek e o M W R R e e e R AD R LR S BB MR e

Insert Figures 7 and 8 about here

selected them alsy because they are typical of the symbolic manipulations
performed in constructing proofs an elementary alpebra and in the propo-
sitional calculus. The minimum proof in the second exemple from this
lesson does not require use >f the AL rule, despite the fact that AL
was introduced immediately before presentation of the problem. Several
examples of such improper ordering of problems--improper in the sense
that their context is misleading--have been corrected in later versions
of the course.

Three more axioms are teaght 1u Lesson 417. zero (Z), negative

number (N), and additive inverse (AT). The example from this lesson is

%3 -
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DERIVE NOT D < B

P (1) D=7

P (2) 6 =B

P (3) 5+1=RB-aNOT7<B
ND6 (b)Y 6 =5+ 1

2.4REL (5) 5+ 1 =3

3,5AA (6) NOT 7 < B

1CEl (1) 7=0D

5.7REL (8) NOT D < B

Average number of steps: ~ 9.1
Minimum number of steps: 8
Maximum number of steps: 1k

Fig. 6. Sample derivation of Froblem u4lL,7.2
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DERIVE 8 = (2

me
o7
1.2RE1  (
NDO (
(
(
(
\

L= OO

3.LREL
SARL
D2 7
TRl 3
5.OREL (9
0
1

Co £ W 1o H

Lo o 0®mT

FLANE LI B S | I

Average number
Minimum number
Maximum number

Fig. 7.

BEST COPY AVAILABLE

+

1) + 5
T4+ 1
O+ 1

(6 + 1) +1

[ S L B LR

of steps: i2,5
of steps: 11
of s*teps: 17

Sempe derivation of Problem 416.19.2
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DERIVE (5 + 1 =

+
PO
f
!
\N
+
(S
+
-
e
1
Ch

+

5

c.1REL

I S | B |
o~~~ u[\)#‘\ﬂ}—’
Rl W o
[ ]

3

PN TN N TN TN TN ST S N

O)RE
HARL
TcAzZ

1,8CP

e
N
+

|

O 01 OVl £ 1

W AN ™ FE O Ot

+ +

D WL I N

5
+
o]
il

Average number of steps: 13.6
Minimam number of steps: 9
Maximum number of steps: 25

Fig. 8. Sample derivetion of Problem 416.22,2
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interesting because the wide distribution of mmber of steps might have
resulted from the inability to use the short forms of the axioms. The
short form for N {(apply N in one ctep by letting the program determine
the correct instentiation of the axiom) is explained just before the

example problem, shown in Figjure 9, is assigned.

Theorems. Otudentsz first lesarn about theorems and their use ir
constructing proofs in Lesson 418, The example problem, shown in Figure

10, is an extremely ¢imple one, yet only two students found the four-step

T L L L L T R LT N

solution. They had just proved Theorem 1 ((;B) + B =0), and had been
encouraged to use it in sutsequent proofs. The problem is misplaced,
but we are still surprised at the dirficulties most students seemed to
have,

Iesson 420 is included irn the curriculum to demonstrate a second
axiomatic system, one in which the basic binary operation is noncommu-
tative. We added this lesson in the winter, 1973, because in our pre-
vious expe..ence we seemed to find students finishing vith the impression
that "the world commutes.' Theorems proved in Lessons 418 and 419 must
be proved in this new sysitem; the proofs, without CA available, are of
course more difficult than when CA is available.

Problem 420.4, shown in Figure 11, is the proof of the first theorem.

It is, in terms of the number of hints requested "y the students, the

Insert Figure 11 about here
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BEST COPY AVAILABLE

DERIVE (0 + 6) + (11 - 5) =6 + (11 - (5 + 0))

T
TT+6)+ (11 -(5+0)) (1) (0+€)+ (11 - (5+0)) =

121
2CA%
321

Average number of steps:
Minimum number of steps:
Maximum number of steps:

(0 +6) + (11 - (5 + 0))
(2) (0 +6)+ (11 - 5) =

(0 + 6} + (11 - (5 + 0))
(2) (0+6)+ (11 -5) =

(6 + 0) + (11 - (5 + 0))
(4) (0 +6)+ (11 -5) =

6+ /11 -« (5 + 0))

10.5
4
3L

Fig. 10. Sample derivation of Problem 418.8.1
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B:-B (1) (-B) + (--B) =0

_Z: B+ 0 =8B

B:-B (2) -B+ 0 = -B

AI

B: B (3) B+-B=20

30HEL (k) O =B+ -B

2.4kF1 (5) (-B) + (B + -B) = =B

ZAE

i=-B  (6) ((-B) + (B+ -B)) + --B = (-B) + (--B)

EALL  (7) ((«B+ B) + -B) + -=B =(-B)+ (--B)

gARE (8) (-B+ B) +((-B)+ ==B) =(-B)+ ¢-B)
T1 (9) (-B + B) + 0 =(=B)+ (==B)

921 (10) (-B+ B =(-B)+ (-~B)

10A71 (11) («-B+ B =0

Average number of steps:
Minimum number of steps:
Maximum number of steps:

LG
o

Fig. 11. Sample derivation of Problem 420.L4.0
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BEST COPY AVAILABLE

most difficult problem in the curriculum. An average of approximately
two hints were req.e ned, higher than any other problem. When this
theorem was proved in the theory of Abelian groups, the average number
of steps for a solution was twe, in contrast to the average of 13 steps
required in proving the same theorem without the commutative axiom.
This same difficulty held true in proving the remaining six theorems

in the lesson, despite the fact that availability of Theorem 1 should
have made the proofs as simple as when CA was available.

Translation. Ve show only one example from Lesson 422 on translating

English statements into the formalism of first-order logic (without quan-
tifiers). It is a problem in which the student has already translated

each premise and the conclusion as geparate problems (Figure 12). The

- AN nd A B G S S e g AP N P S W s e G5 mE e S S g

sample proof uses De Morgan's lLaw (DM), definition of implicatlons (DFA),
deny-a-disjunct (DD}, and right conjunct (RC).

Quantifiers. The notation we have developed for teletypewriter rep-
resentation of “"for all x, S(x)' and "there exists an x, S(x)" 1is
"(A X)S(X)" end "(E X)S(X)", respectively. The commands for intro-
ducing and eliminating quantifiers (Lesson 426) are universal specifi-
cation (US), universal generalization (UG), existential specification
(ES), and existential generalization (EG). Restrictions on the use of
these commands are taught in Lesson 427.

The rules US and UC are used in the next example problem, Figure 13,

in which the student shows the validity of an srgument about featherless



Q = IOVE IS BLIND
R = MEN ARE AWARE OF THE FACT THAT LOVE IS BLIND
S = WOMEN TAKE ADVANTAGE OF THE FACT THAT LOVE IS BLIND
DERIVE S
P (1) (Q & NOT R) OR (Q & S)
P (2) (NOT R) - NOT Q
2DFA (3) R OR NOT Q
EQM (4) NOT (NOT R & Q)
oC1 (5) NOT (Q & NOT R)
1.5DD (6) Q & S
6RC (7) S
Average number of steps: 10.5
Minimum number of steps: T
Maximum number of steps: 20

Fig. 12. Sample derivation of Problem 422.39.0




w.ee. ... . DEST COPY AVAILABLE -

ONLY BIRDS HAVE FEATHERS
NO MAMMAL IS A BIRD
.+ EACH MAMMAL IS FEATHERLESS

DERIVE (A X) (M(X) - NCT F(X))

P (1) (A X) (F(X) - D(X))
P (2) (A X) (M(X) -»NOT D(X))
U8
X: X (3) F(X) -D(X)
28
X: X (4} M(X) — NOT D{X)
CON (5) NOT D{X) - NOT F(X)
.5HS  (6) M(X) - NUT F(X)
-UG
X (7) (A X) (M(X) —NOT F(X))
Average number of steps: 9.1
Minimum number of steps: 7
Maximum number of steps: 17

Fig. 13. Sample derivation of Problem 426.44.0




B B

" *matmtata. Tt is the*last problem in-tse lesest.  The minirum seven-step

proof uses the contrapositive rule (CON), one not especially emphasized
in the curriculum.

In the case of &3, we adopted the convention that the variable of
quantification may only be replaced by an 'ambiguous' name. Ambiguous
or arbitrary nemes are denoted by an asterisk followed by any variables
occurring free in the formula to which ES is applied.

The rule EG replaces all osccuwrrences of a proper name or ambiguous
name by a variable oif quantification. We chose problem 33 from Lesson

427 (Figure 14) to demonstrate the use of the four quantifier rules.

v e e T AR D A g D A P S OGP WS SD ES Gy e me e

The problem is not necessarily a difficult one, making the wide distri-
bution of the number of steps to solution somewhat surprising. The fall
students did much better than the spring students on this problem.'

In reviews reyuested during work on derivation problems, the pro-
gram provides references to any flagged variables (1.e., those variables
introduced free in a premise line) occurring in each line, as well as

references to the premise line upon which the flagging depends. Again,

this notation follows the rule usage adopted in Introduction to Logic

(Suppes, 1957).

Interpretation. The notion of interpretation of a set of state-

ments written in English is introduced in Lesson 423 and then elaborated
on in lLesson 428 where the method for showing an argument invelid is ex-
plained. We take the set of rational numbers as the domain of interpre-

tation. To show that an argument is invalid, the student provides an

4L
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BEST COPY AVAILABLE

DERIVE (E X) (1(X) & (A Y) (P(Y) -» NOT L(X,Y)))
P (1) (A X) (P(X) - H{X))

P (2) (E x) (I(X) & (A Y) (H(Y) - NOT L(X,Y)))
2ES

x* (3) TI(*) & (A Y) (H(Y) = NOT L(*,Y))
1U8

X:Y (%) P(Y) —H(Y)

3RC (5) (A Y) (H(Y) - NOT L(*,Y))

2Us

Y:Y (6) H(Y) - NCT (*,Y)

4.,PHS  (7) P(Y) -»NOT L{*,Y)

(8) (A Y) (P(Y) —NOT L(*,¥})

TG

'Y

3L (9) 1(*)

9.8FC (10) I(*) & (a Y¥) (P(Y) -NOT L(*,Y))

1OEG

*: X (11) (E X) (T(X) & (A Y) (B(Y) -»NOT L(X,Y)))
Average number of steps: 12.8

Minimum number of steps: 1t

Maximum number of steps: 20

Fig., 14. Sample derivation of Problem 427,33.2

’




interpretation of each atomic formul: in ‘e aregument anld fhen proves
the truth of an interpretation of a premise by deriving it as a theorem
in the algebra of rational numbers. To prove a conclusion is false,
the student derives the negation of the interpretation of the coneclu-
sion.

The student facilitates the repeated need to prove such statements
as (A X)(NOT X=X —» X=X) and (A X)(X=X — X=X) by using the system's
INIT mode to prove lemmas. The ability Lo predict the usefulness of
such lemmas shows a good level of understanding on the part of the better
students in the course., We discuss this further in a later section.

In addition to construct;ng derivations to show that an argument
is valid or invalid, we use derivations to show that an axiom is depen-
dent on other axioms or that a premise is inconsistent with other prem-
ises. We use an example from Lesson 429 (Figure 15) to demonstrate the

format of such problem types. The students show that a premise is

P T r Y P T Y T T YR

Insert Figure 15 about here

inconsistent with other premises if its negation is derivable from the
other premises. A set of premises is consistent if and only if it has
at least one true interpretation (in terms of the axioms and theorems
of elementary algebra), For example, students construct a proof that
the two premises

All unicorns are animals.

No unicorns are animals.

are consistent; in the figure, the student proves Axiom 1 is inconsistent



BEST COPY AVAILABLE

ALL MEN ARF ANIMALS
ALL ANTMALS ARE MORTAL
SOME MEN ARE NOT MORTAL

SHOW THE THIRD PREMISE IS INCONSISTENT
WITH THE FIRST TWO PREMISES

DERIVE NOT (E X) (RiX) & NOT M(X))

p (1) (& XY (H(X) -»S(X))

P (2) (A X) (s(X) ->M(x))

U

X:X (2) H(X) -S(X)

G

X:X (L) 8(X) -M(X)

3,LHS  (5) H(X) -2 M(X)

2DEA (6) NOT H(X) Ok M(X)

&DM (7) NOT (H(X} & NOT M(X))

106

: X (8) (A X) (NOT (H(X) & NOT M(X)))
8an (9) NOT (E X) (H(X) & NOT M(X))
Average number of steps: 11.3

Minimum numter of steps: 8

Maximum number of steps: 18

Fig. 15. Sample derivation of Problem 429,11.0
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with Axioms 2 and % by constructings o neoor © 0 whiideh the Cirst axiom is
R .
false and the other two true,
We selected one problem trom the lessons on Boolean algebra (I'ifure

16). The average number of hints for this problem was one; two hints

. e g g s S A B B S mk %R SR ED S P W am g am e A e e

Insert Figure 1t about here

- e e ML A R R S e WP S G S S an an W e AR

were actually available. This is proof of Theorewm 179. Data from the
next three theorems also showed a high number of requests for hints.

The symbolization problems in Lesson 435 present another challenge
to the students' intuitive reasoning. If the student's response is not
logically equivalent to a stored answer, he mus; construct a proof to
show that logical equivalence does not hold between his answer and the
one stored with the curriculum problem. He must also designate which
of the two expressions will have the false interpretation and which the
true, since the implication may hold only in one direction. To carry
out proofs in this lesson, students were encouraged to prove (NOT NOT R)

IM" R, which should have made problem 435,13 (Figure 17), an exercise in

Insert Figure 17 about here

Y T Y T Y Y N RN LYY

proving two statements not logically equivalent, quite easy. Judging
from the scattered distribution of solution steps, this suggestion did
not seem to help. This problen was also the first time RQ, replace-
equivalent-formulas, was available for use by the students. We show
two solutions--one using quantifier rules, the other using RQ.

Finding exioms. In a previous report (CGoldberg & Suppes, 1972)

we examined the diversity of solutions obtained by students for the

48
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BEST COPY AVAILABLE
THEOREM 17 : . .

PROVE (G VY =G tHn) —G=H

it

(13 GVH=3 1]
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Fig., 16. Sample derivation of Problem 423.4l4.0
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Proof 1l:

Proof 2:

DERIVE NOT (A X)

P (1) NOT
WP (2)
2DN (3)
2. 3CP (&)
WP (5)
DN (6)
.6CP (7) NOT
J4LB (8) NOT
1.8Q1 (9) NOT
P (1) NOT
HYP (2)
1GNC (3)
ES
}E (4)
2US
X:* (5)
4.5.2IP (6) NOT

Average number of
Minimum number of
Maximum number of

D(X)

(A X) NOT NOT D(X)
D(X)

NOT NOT D(X)
D(X) — NOT NOT D(X)

NOT NOT D(X)

D(X)

NOT D(X) - D(X)
NOT D(X) IFF D(X)
(A X) D(X)

(A X) NCT NOT D(X)
(A X) D(X)

(E X) NOT D(x)
NOT D(*)

D(*)
(A X) D(X)

steps: 9.8
steps: 3
steps: 19

(STEPS 2-8
ARE A
LEMMA. )

Fig. 17. Sample derivation of Problem 434,13.0
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BEST COPY AVAILABLE

finding~axioms exercises, The studerns were seventh graders as well as
college students. The data for the clagses analyzed here were broadly
similar, ard cousejuently we omif 211 detmils.

Choice of method. Three kinds of preblems in the curriculum are
designed to zive the studert an opportunity to develop some intuition
about the validity or invalidity of arpuments., They zare (1) derive or
find a counterexample usings truth table analysis (DC), (2) derive or
fird a counterexample using the method of juterpretation (D1), and (3)
show premises inconsistent or give an interpretation to show premises
inconsistent (DIC). 1In eaﬁh case, the student states his choice by
typing commands DER (derive), CEX (counterexample by truth analysis),
or INT method of interpretation). He can change his cholce at any
time by typing one of the three choices; he can restart within the
presert choice by typing RESTARI.

Table IX presents our deta on the siudents' choices, sorted by

protlem number. Tt provides an enumerction O the number of times each

- e T G A A s aw ot A TR e T v G SR S R Ep S e am S am

"nsert Tavle IX atout here

- e R P PR R e e e R L S S oS W el e

problem was attempted, the correct choicz, and the number of times the

choice was correct on the first or the second try. Table X compiles

Ingert Table X about here

- m A vw MR L e ad W am g S T AR N g R e SR ek

the same data, sorting by problem type. There are 27 problems (15 with
random selection) involved. From this informetion, it appears that the
students have some difficulsy with each type of problem, some of which
we feel was due to défec;s in our presentation of uses of the method

of interpretation.
51
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TABLE IXa

Daia on Students' Choices of Correct Method of Attack (Spring, 1973)

[ L ™

oo

Problem Problem Correct No. times . No. times Total times
No. type choice chosen first chosen second  problem tried

409.12.1 DC DER 15 8 24
4C9.12.2 DeC CEX 10 8 oL
409.13.1 DC DER 16 6 22
409.13.2 DC CEX 13 N 17
409.14.1 DC CEX 16 N 27
409.14.2 DC CEX 19 5 31
409.15.1 DC CEX 20 3 o4
409.15.2 DC CEX 16 0 20
409.16.1 DC CEX 19 6 26
409.16.2 DC DER 9 4 17
409.17.1 DC CEX 23 2 26
L09.17.2 DC CEX 11 L 18
409.18.¢ DC DER 3 0 3
409.19.1 DC CEX 14 3 20
409.15.2 DC CEX 5 2 oL
409.20.1 DC DER 9 5 16
409.20.2 DC CEX 21 7 29
409.21.1 DC CEX 21 1 22
409.21.2 DC 'CEX 18 0 20
409.26.1  DC DER 2] 5 39
409.26,2 DC DER 13 14 35
428.17.C DI INT 29 10 45
428.18.1 DI INT 12 1 23
428,18.2 DI INT 13 N 21
428.19.1 DI INT 9 2 13

~4k28.19.2 DI DER 12 1 26
L28.20.0 DI INT 1. 3 16
428.21.1 DI DER 20 1 23
428.21.2 DI DER 7 0 9

52



(Table IXa, cont.)

BEST COPY AVAILABLE

Problem Problem Correct No. times No. times Total times
No. type choice chosen firast  chosen second problem tried
4L28,22.1 DI DER 13 0 15
428.22,2 o1 DEF 17 0 22
428.23.1 DI INT 9 9 19
428,23,2 DI INT 11 3 15
428.24.,0 DI INT 11 C 12
428,25.0 DI INT 1k ‘5 20
428.26.0 DI DER 1L 0 17
429,20.0 i INT 32 16 50
429,21.0 DI INT 52 22 86
429,22,0 DI INT 33 10 55
429.12.0 DIC INT 28 12 L6
429,13.0 DIC DER 28 5 41
429.14.0 DIC INT 18 20 29
53
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bata on Students'

TABLE XU

Choices of lorrect Method of Attack (Fall, 1973)

Problem Problem Correct No. times No. times Total times
No. type choice chosen first chosen second problem tried
409.12.1 DC DER 13 8 2l
409.12.,2 DC CEX 8 8 18
409.13.1 DC DER 10 8 22
409,13.2 DC CEX 11 6 18
409.14.1 DC CEX 14 T 22
409.1k.2 DC CEX 15 e 18
409.15.1 DC CEX 15 6 2)
409.15.2 DC CEX 13 2 16
409.16.1 DC CEX 17 3 20
409.16.2 DC DER 8 8 20
409.17.1 DC CEX 15 L 19
29.17.2 DC CEX 14 2 16
409.18.0 DC DER 1 0 3
409.19.1 DC CEX 18 1 22
409.19.2 DC CEX L 1 18
409.20.1 DC DER 17 3 22
409,20.2 DC CEX 17 L 24
409,21.1 DC CEX o4 0 25
409.21.2 DC CEX 13 1 1L
409.26.1 DC DER 26 12 Lh
409.26.2 DC DER 17 13 36
428.17.0 DI INT 27 16 47
4268.18.1 DI INT 16 2 20
428,18.2 DI INT 11 9 21
428.19.1 DI INT 16 6 22
- 428.19.2 DI DER T o 28
428.20,0 DI INT 17 0 20
428.21.1 DI DER - 22 0 27
1428,21.2 DI DER 1k 2 19
5k



(Table IXb, cont.)

Problem Problem Correct No. times No. times Total times
No. type choice chosen first chosen second  problem tried
428,22.1 DI DER 20 1 22
4e8.22,.2 DI DER 15 0 18
L28.23,1 DI INT 11 T 23
428.23,2 DI INT 19 3 23
428.24,0 DI INT 8 2 17
428,25,0 DI INT 5 15
428,26,0 DI DER 12 3 18
429,20.0 DI INT 33 14 58
429,21,0 DI INT L3 15 el
429,22,0 D" INT 37 9 49
429.12.0 N INT 28 16 58
429.13.0 LC DER L1 5 55
429.14,0 DIC INT 15 23 L7

23

el
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TABLE

Xu

Choice of Method of Attack by Problem Type (Spring, 1973)

% second* No. of

Problem No., of first ¢ first No, of sec-
tvoe choices choice ond choices choice times type
YP correct correct correct correct occurs
DC 302 66.5 91 56.1 484
DI 316 64.8 87 50,9 L87
DIC T4 58.7 37 T1.2 126

*Giver first choice incorrect.
56
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TABLE Xb

Choice of Method of Attack by Problem Type (Fall, 1973)

- ¥* : .
proplem Voo Of first ¢ first No. of sec ¢ second {o. of

tvpe choices choice ond choices choice times type
P . correct correct correct correct occurs
e ; 290 66.1 99— 66k #5g
DI 337 65.9 ok 54.0 511
DIC 84 5k.5 L4 62.9 154

*Given first choice incorrect.




Special Commarnds

Several special features of the instructional system are of interest:
hints, reviews, initiative, and redoing solutions. In the previous sec-
tion we displayed three of the ten problems in which the average number

of hints requested was approximately one, or, in one case only, two.

Students reported that they did not always ask fcr a hint when they
needed one (seeking a teaching assistant instead) because they were not
aware they were able to do so or, when they did, no hints were available.
We found that the students in the spring quarter had a 57 percent error
rate with the HINT ccmmandj 1,291 out of 2,232 uses of HINT were handled
with the comment "NO HINT AVAILABIE." In the fall, the error rate for
INIT was 54 percent, that is, 1,324 out of 2,449 uses of the command.
Detailed data on all problems which either had a stored hint or for which

at least one student requested a hint are shown in Table XI. An extended

- P D - - . S En W En an En W e

discussion of the problem of helping students with hints and other methods
is given in Goldberg (1973).

A Simple visual aid, reprinting the partial solutions with error
messages and deleted lines omitted, was provided when the student typed
the command REVIEW. REVIEW was used on the average about 4i4 times in
the spring quarter and about 69 times in the fall quarter. Several
students were recorded as requesting a review of their work more than

100 times. In other cases, students never used the command. This
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TABLE XIa

Date on Availability and Use of Hints (Spring, 1973)

No. of No. of No. of No. of
Prggfem hints hints Prgglem hints hints
available requested : available requested

4oL .18.1 0 1 408.12.1 1 6
Lok, 20.1 0 3 LC8.172.2 1 I3
4ok ,22.1 2 10 408.13.1 1 6
Lok,22,2 2 12 408.1%.2 1 0
405.2.1 0 1 408.14,1 1 11
Lo5,.2.2 0 1 408.1k,2 0 5
405.3.1 ¢ 2 408.15.1 1 12
L0O5,3%.2 0 L 408.15,2 1 16
405.4,1 0 13 408,16.2 0 I
L4os.4,2 0 L 408.17.1 0 1
405.5.1 0 8 408.17.2 0 2
405.7.1 0 11 408.18.1 0 3
405,7.2 0 2 408.18.2 0 1
405,6.1 0 6 408,19.1 1 10
405,8.2 0 7 408.20.0 1 7
405.10.1 0 7 408.21.0 0 I
405,10,2 0 1 L08.22.C 2 17
405.11.1 0 3 408.23.1 1 I
h05,11,2 0 5 408.23.2 1 15
4o5.12,1 0 6 408.24.1 0 5
Lo5.12.2 0 I L08.24,2 0 5
Lo6. 4.2 0 1 408.25.1 0 8
406,18,2 0 1 408,25.2 0 2
407.1.0 0 1 408.26.1 0 15
= 407.4.1 0 1 408.26.2 0 11
4OT7.1k4,1 0 1 408.27.0 0 N
407.15.2 0 1 408,28.0 0 2
407.20.1 0 2 409.1.0 0 1
- hot7.21.1 0 5 40Q,12.1 0 2
407.21.2 0 5 409.13.1 0 1
4¢8.6.0 0 14 L09.16.2 0 1
408.7.1 0 2 409,20.1" 0 3
- 408.8.1 Q 18 409.24.1 1 I
L08.8.2 0 15 409,24.2 1 11
408.9.1 0 5 409.25.1 0 33
408.,9.2 0 6 409.25,.2 0 15
408.10.1 3 68 409.26.1 0 I
408.10.2 3 Ls 409,26.2 0 9
408.11.1 1 10 410,16.1 0 2
408.11.2 1 10 410.16.2 0 L




(Table XIa, cont.)

No. of No, of Ho. of No. of
Prﬁglem hints hints Prgglem hints hints
: available requested ’ available requested
410.17.2 0 1 +18.18.1 0 1
410.26.2 0 1 418.19.1 0 1l
410.28.1 0 3 418.21.2 0 1
710.29.7 ) T Tr8.257 Y 0 Y
411.14.2 0 2 418.25.2 0 3
Lio,2h.1 0 1 419.3.2 C 1
412,24,2 0 1 419.11.2 0 1
412,27.02 0 1 419.13.1 0 1
bik.o .1 0 1 L20.4,0 0 95
Lik,z,2 0 1 42¢.5.0 0 21
b14,5.1 0 1 420.6.0 0 1
L14,8.2 0 1 L20.8.0 0 2
Lih, 12,1 c 1 420.9.C G 11
bk, 1k,2 0 i 420,10.0C 1 3D
415.21.2 0 6 422,19.0 0 2
4b15,24.2 0 1 422,23,0 0 1
415.25.1 0 1 4L22.27.0 0 1
b1s,25.2 0 6 L22,28.0 0 2
b1y, 24 1 0 5 422.35.0 0 2
bis, 20, 0 2 424,11.0 0 3
u15.51.2 0 2 L24,12,0 0 1
415,32,2 0 1 L26.4.0 0 1
4b16.8.1 0 1 426,6.0 0 2
h16,5,2 0 1 L26.9.1 0 1
16.9.1 0 3 L26.11.1 0 1l
416.9.2 0 3 L26.11.2 0 2
L16,14,0 1 0 L2€.3%2,2 0 2
416.18.2 0 2 Lo6,.38.2 0 5
L16,29.1 O 1 4L27.31.0 0 L
416.19.2 0 1 ko7.32.1 0 2
417.17.1 0 1 L27.3%2,2 0 5
417.,18.2 0 1 Lo7.3%3,1 0 2
417.19.2 9) 1 L27.33,2 0 1
417.25.1 0 2 427.35.0 2 o)
b17.25.2 0 1 427.%.0 3 17
- 4L17.26.2 o) 1 L27,37.0 1 0
g 417.27.1 1 10 427,38.0 1 2
418.3,0 0 2 427.%0.0 1 5
418.8.1 0 2 4L27.42,0 0 1
418.8.2 0 2 L27.49,0 0 8
418.10.2 0 1 428.13.0 0 29 -
- 418.14.1 ¢ 2 L2B8.14.0 0 3
: 418.17.1 0 L 428.15.0 0 2
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(Teble XIa, cont.)

No. of No. of No. of No. of
Prgglem hints hints Prgglem hints hints
‘ available requested * available requested
428.17.0 0 1 432,25.0 1 15
4L28.20.0 0 2 L32.27.0 1 33
4L28.23.1 0 2 432,28,0 0 16
¥29.6.0 © X h3e 2003 ]
429.12.0 0 L 432,%3.0 0 8
429,13%,0 0 2 432,34,0 o] 3
429,14.0 0 2 432,37.0 2 ks
429,17.0 0 5 432,238,0 3 45
429,18.0 1 6 432,41.0 0 10
4L29.20.0 1 21 432,42.,0 o] 2
429,21.0C 2 12 L32,4%,0 0 2
429,22.0 0 36 432.44,0 2 L2
431,2,0 0 1 4L32.45,0 2 39
431.7.0 0 3 L32,46,0 2 T4
4%1,9.0 0 3 L32,47.0 2 55
431.17.0 0 3 433,5,0 (0] 1
431,20.0 1 1 43%3.6.0 0 2
431,21.0 0 2 433,7.0 0 1%
4%1.25.0 0 2 L33%,8.0 2 51
431.26.0 0 6 433,9,C 1 25
431,3%3,0 0 3 433,10.0 1 30
431.34.,0 0 11 43%,312.0 1 33
432.10,0 0 6 L33,13,0 1 12
4L32,12,0 0 3 L33,314.0 1 27
4%2,1%.0 0 1 435,11.0 0 2
432,14.0 0 3 435,12.0 o] 2
432.1€.0 2 15 435,13,0 0 25
~ 432,21.0 1 31 435,16.0 0 i2
L32,24.0 1 26 L35,17.C o) 9
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TADRLF XIt

Data on Availability and Use of Hints (Fall, 1973)

No. of No. of No. of No. of
Problem hints hints Problem hints hints
no. available requested no-. available requested
———e e LBl 3P G 2 4L08.19.1 1 11
Lok ,22.1 e 3 408.19.2 0 2
Lo, 22,2 2 13 408.20.0 1 o]
Lo5.2.1 0 3 408.22.0 2 12
405,2.2 0 1 408.23.1 1 5
405.4.1 0 6 408.23.2 1 17
405.4.2 0 6 408.24.1 0 1
405.5.2 0 1 4L08.24.2 0 7
405.8.1 0 9 408.25.1 0 3
405.8.2 0 1 408.25.2 0 3
405.3.1 0 5 408.26.1 0 8
405.9.2 0 3 408.26.2 0 12
405.11.2 0 1 408.27.0 0 3
405.,17.1 0 2 408.28.0 0 2
405.1..2 0 3 409.1. 0 2
40A.10.1 0 1 409.12.1 0 2
4O7.3.1 0 1 409.18.0 0 1
LOT7.21.2 0 5 409.20.1 0 5
408.6.0 o) 1k 409.22.0 0 1
LOR,B.1 0 9 409.24.1 1 8
408.8.¢ 0 10 409.24.2 1 13
408.9.1 0 2 409.25.1 o] 21
L08.9,.2 0 3 409.25.2 0 13
408.10.1 3 i 409.26.1 0 9
- 408.10.2 3 52 409.26.2 0 10
408.11.1 1 11 410.16.1 0 3
408.11.2 1 1 410.16.2 0 1
408.12.1 1 7 410.22.2 0 1
L08.12.2 1 3 k10.27.2 0 5
408.13%3.1 1 7 411.11.2 0 1
408.13.2 1 6 411.24.2 o] 1
4L08.14.1 1 9 412,22.2 0 1
408.14.2 o] 7 412.,24.2 0 2
408.15.1 1 16 ik, 2, 0 2
408.15.2 1 16 414,18.1 0 1
408.16.1 0 N 415.21.2 - 0 1
408,16.2 0 1 415.25.2 0 4
408.17.1 0 2 415.26.1 o] 8
408.17.2 0 2 415.26.2 0 3
408.18.1 0 1 415.27.1 0 1
408.18.2 0 2 415,%2.1 0 1
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(Table X1b, cont,)

) No. of No. of n No. of No. of
Prggicm hint~ rintsz Prfg*em hintz hints
' available rejuented e available requezted
416.8.2 0 1 L27.49.0 0 5
416.9.1 0 i L28,13,0 ¢ 18
41€,9.2 0 2 48,15.0 0 3
e+ 0 -3 G L23.107.C ¢ 2
415.29.1 ¢ 1 uea_ig 1 0 1
hbi7.:7.1 0 i Leg,2on .2 0 1
417.17.2 0 i 428,22, 0 2
Liv.25.1 0 2 uadu_haa 0 1
17.29.2 ¢ b LOR, 23, 0 i
L17,86.2 ¢ p w‘“ 2 0 0 3
17.27.1 1 1= Les, 25,0 0 i
L.18.8.z2 ¢ 2 Los, 26,0 ¢ 1
418.10.2 C 1 L2g.6.C 0 €
Li8.1ik.2 ¢ 1 L23,.1.0 0 1
B18.17.2 0 2 L23.,12.0 0 3
418.25.1 C 2 429,1%,0 o 3
L18.25.2 ¢ ) L2g,25 .0 0 L
L4i8,27.1 G 1 429.17.0 ¢ 3
L20.4,C 0 13C L29,18.0 1 &
420,5.C 0 18 429.,20.0 i 23
420.10.¢C 1 32 49,21.0 2 5k
L22,13.0 0 2 L29,22.0 ¢ 33
L22.27.,C ¢ 1 L3, 7,0 0 2
L22.,08,0 ( L 421,90 0 1
L22,79,C ¢ i Bay, 17,0 ¢ 2
L2h,11.,0 0 5 Lz, 20.0 1 ¢
UL ,.2.¢ 0 i Lz, 21,0 0 1
L2t,3,0 0 1 LET, 26,0 G 1
L25.€.0 0 L L3, 25,0 ¢ 3
LA.9,1 O La, . 2,0 0 5
L26.11.1 G 3 Lis, sk, 0 12
L26.,32,02 o 1 L32.8,C ¢ 1
L2E, 38,2 O 3 L32,1C.0 0 L
Lot 44,0 ¢ 1 432,12.C 0 5
w27.31.C 0 6 432,16.C 2 17
- L27.32,1 ¢ 5 L3.,21.0 1 26
Lo7.3%2,2 o] i 422,24,0 1 2k
427.3%,1 0 3 L32,25,0 1 15
427.33,2 0 1 L32,27.0 1 LO
i 427.3%5.0 2 ¢ L32,26.0 0 18
4L27.%.0 b 9 L32,%0,0 3 69 -
427,%7.,C 1 0 4L32,%% 0 ¢ 9
427.58.C T 4] i, ,0 0 7
L27.40.0 1 2 432,27.C 2 36
g 63
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(Table XTt, couil}
No. of No. of No. of No. of
Prﬁglem hints hints Priglem hints hints
‘ available requested ‘ available available

432.%8.0 7 52 433,8.0 2 55
432,41.0 0 43%,9,0 1l 32
Lz2,42.0 0 1l 433,10,0 1 28
HAD, 530 e 2 453:30,0 3 20
432,44,0 2 66 433,13,0 1 1k
H300h .0 2 L8 433,14,0 1 31
432,44,0 2 L3 435.,11.0 0 2
432.47.0 2 8% 4%5,13,0 0 17
43%,5.0 0 1 435,16.0 0 9
u33.6.o 0 1 435,17.0 0 6
42%,7,0 0 4

€l
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information is tabula‘ed In Table XIT. Another way to get a fresh start

[ e e L T R L R R

Insert Table XIT about here

---------------- DR N YO ]

on a solution is to delete 3211 lines except premises (which are, of

conurse, part of the problem statement;. Out of 7,577 (8,251 in the

TEII T T8es of the Tule DIl tdslete the tmsttimes);—2;017 (2,001  vere—
requests to restart a proof--about 27 percent (32 percent in the fail).
S0 this was a generally nseful command.

The third feature is under curriculum control. It is possible to
require certain comands to be used, or not used, in the censiruction
of a proof. If the student completes a solution that is incorrect
solely because it does not meet the constraints, he is asked to redc
the problem. This is utilized in the curriculum to

(1) get the student to use a newly taught rule or recently proved
theorem;

(2) encourage the student *o try diverse solutions; and

(%) encoufage use of short forms of rules by constraining the use

of replace-equals rule (RE),

Students in both quarters had to redo a solution only about 3 times
out of 35 possible problems that included such constraints; only 4 stu-
dents avoided the need to redo a problem.

Many students had difficulty finding a solution within the con-
straints of problem 415.30 (ostensibly chosen to encourage the use of
the short form of CA):

USE LT IN THIS PROBLEM.
DERIVE 5+6=6+5

Ch
p)

EA YAt
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TABLE XIls

Jtudent Use of Spacial Commands

(Data by Individual Students, Sprinr, 1973)

:

Student NEWS INIT IESSON REVIEW

2850 13 75 49 le 1

2851 2 6 0 ) L

2852 9 10 0 145 2

2853 2 31 18 89 L

2854 1 8 0] 35 2

2855 8 25 29 9k 2

2856 5 60 7 165 7

2857 8 20 5 32 3

2858 5 22 37 79 2

2859 7 27 20 1k 2

2860 2 8 3 12 o)

2861 6 2k 22 7 2

2867 9 6 0 84 3

2864 3 14 24 67 I

2865 L 10 7 0 3

867 5 26 15 61 1

2868 L 7 1 65 3

2869 3 7 0 89 T

2870 7 30 19 0 0

2871 in 13 15 9 2

2872 20 45 17 80 3

2873 3 20 1 L6 3

2875 6 24 18 15 2

2877 2 11 3 73 !

2878 5 11 0 0 5

2879 9 3] 10 26 1

: 2880 1 18 14 59 L
o 2881 7 1k 2 5 5
o 2882 1 30 13 L3 2
“ 2883 12 33 9 0 3
~88L L 5 0] 0 -2

2886 6 6 3 0 4

2888 1 15 0 21 2

2889 20 35° 37 61 3

Lo T 2890 o] 21 19 23 1
Fo 2891 6 22 12 0 2
T 2897 N 1 o] 0 3
2893 12 30 o} 154 8

2894 3 17 1 29 2

2896 5 17 11 33 4

2897 10 16 0 9} 3

2898 5 1k 21 79 2

Totals 249 865 462 1822 122

Average 5,9 20.6 11.0 L34 2
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TABIE XITb BEST COPY AVAILABLE

: Student Use of Special Commands
Fir ' (Data by Individual Students, Fall, 1973)

Student NEWS INIT LESSON REVIEW REDO

1301 22 32 14 217 3
1302 8 6 0 56 L
1303 11 13 17 27 3
1304 6 16 7 196 2
1305 10 33 29 39 7
1310 7 25 19 1 3
1311 6 22 6 o7 o]
1312 i 56 21 120 6
1313 i 20 6 137 L
1314 7 3 0 52 2
1316 16 61 22 189 2
1320 5 9 14 67 3
1322 L o7 25 68 L4
1323 7 41 18 46 4
1324 5 22 16 L7 I
1325 7 28 1 28 2
1328 20 36 15 90 I
1330 L 13 7 31 2
1331 7 17 1 2 1
1332 7 6 6 3 I
1333 7 2k 5 3 e
1334 9 14 6 41 2
1335 9 16 19 63 0
1338 25 24 2 89 1
1342 6 3] 15 21 1
L 1345 10 33 15 228 0
: 1346 2 14 16 35 L
1347 17 13 1z 6L N
1348 N 9 2 38 6
1349 1k 31 L9 3 N
1352 1 22 14 5% L
1355 9 1k 5 20 1
o 1356 9 22 14 107 L
S 1358 8 8 2 30 L
s 1459 12 18 9 271 3
1360 15 29 11 0 2
- Totals 328 840 461 2694 115
: Average 9.1 23,3 12.8 4.8 3,2
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An example chosern 50 'erccrace’ diverse oo0 o Ton pakbe e BIEL D)
CONSTRUCT A DERIVATICH WHICH DOES NOT UOE CA,
YOU WILL HAVE TO USE AS AND ND.
DERIVE 3+2=2+3, :
It is, frankly, not a very cleverly chosen protlem; it is part of the
planned revision to replace it.

Students received information about seminars and system schedules
by typing NEWS. This command was infrequently used, an average of approxi-
mately & times (8 in the fall) in contrast to approximately 62 (37) average
sessions at the terminal. Teaching assistants preferred to list and
post the course news because printing news at the 1l0-character-per-second
output rate was a time-consuming task for each student to undertake.

e have already mentioned the relatively large percentage of times
LES30N was used to alter the sequence of problem presentations. Our scan
of the protocol data indicates the command was used to skip ghead the ma-
joritvy of the times it was called upon. LESSON represents one of the
commands students could type after obtaining the initiative (INIT command )
to request their own problems. Another command was FA (to select a

finding-axioms exercise). Two other commands, DERIVE and PROVE, are

analyzed in a subsequent section.

Use of the Command Language

In order to carry out solutiong to the curriculum problems, the
students must learn to use a new language: a set of commands having
a strict syntax andha gsemantics corresponding to that of the first-order
predicate, calculus with identity. Example problems demonstrated the use

of this language. Each command has, at most, four parts:

68
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BEST COPY AVAILABLE

(1) & list of references to previous lines of the derivation,

(2) & command name,

(3) a 1list of references to occurrences of terms or formulasg, and

(4) requests for terms and formulas.

So, for example, we have (student input underlined):

1.2,3IP

1AR2

&

2l

l %

]
<

NG (A X)(E Y)(X<Y)
X: 5

indirect proof prodedure, requiring 3 line
references;

azsoriate right osver addition, requiring

a line reference and a reference to the
occurrence of an instance of (B+C)+D;
form a disjunction, requiring a line ref-
erence and a request for a well-formed
formula;

existential specification, requiring a
request for an ambiguous n-me;

existential generalization, requiring both
the ambiguoﬁs namé and the variable of
generalization;

an axiom, requiring instantiation of all
universally quantified variables whose scope
of quantification is the entire formuls;
short-form notation for a theorem (all
theorem names'are of the form TH followed
by a number), requiring a line reference,

theorem name, and reference to the occurrence



TS S S R RS I TR AT AT BT b
tie theorem; nnd
WP (i) R OR ¢ working premise, the only command that
expects the student to ty;pe the actual line

of the proof.

Several kinds of error messages could be sent to a student using
a command improperly. 3Syntax~error messages described the correct num-
ber of line or occurrence references required, or stated if a formula
or term was not well formed. Application—error messages commented on
(a) atitempte to use a command not learned-yet or not proved; (b) inability
to locote the referent of an occurrence number; (c) attempts to refer to
g8 lire that is no longer available because it is part of a completed sub-
sidiary derivation; (d) attempts to use a line as a working premise which
was not introduced as such; and {e) improper applications of the quanti-
fier »ules (1S, UG, ES, EGi according to the restrictions taught in
Lessous 4% and 427,

Table XTIl itemizes =ach name entered in the command lanéuage by
the currieculum author, the total number of times students used the com-

mard, and the number and percentage of times errors were noted in the

D R T b W W e g 4w M S S R S AR A R D o

Tnsert Table XIII about here B

o A e G D A P ES A e W S Em e i

attempted use of the command. These errors are further broken down
into the kinds of errors: syntex or application.

If we view the curriculum as providing lessons on and practice ﬁith ”.'f
manipulations'of formulas in symbolic logic, the table presents no sur-

prises. (Further support for taking this point of view is offered in
70 |




TABIE XITIa BEST COPY AVAILABLE

Data on Rule Usage Summed over Students and Exercises (Spring, 1973)

- No. of times No. of times Syntax  Appl. % total

Rule
rule used error in use errors errors errors
DFA 998 118 6 112 11
DNA 349 L6 2 L4 13
CON 196 10 5 5 5
AA 9201 911 151 760 9
ce 180 57 L3 1L 31
CD 575 180 141 39 31
CE 585% 348 306 L2 5
] 8 L 2 2 50
AE 1905 80 64 16 I
SE 925 21 15 6 2
DIFF 0 0 0 0 0
De 1030 165 21 14k 16
DD 2145 270 37 233 12
DM 1443 115 20 95 7
DN 14326 40 iYe) 0 2
DS 6 2 1 1 3%
FC 2684 100 99 1 3
FD 1580 85 85 0 5
HS 304 .23 3 20 7
LB 103 27 5 22 26
IC 4151 174 32 142 I
LT 4516 219 203 16 L
RC 3925 147 30 117 -3
QNA 169 26 2 4 21
QNB 409 17 | L 13 L
T QNC 216 21 2 19 9
QND Lok 22 5 17 5
CA 3165 129 72 57 )
AS 650 51 26 25 T
Z 1635 151 30 121 9
N 1490 140 21 119 9
AI 1195 119 22 97 9
U 113 5 5 0 L
o NS 564 23 9 1k N
AD 8 1 0 1 12
TR 164 12 L 8 7
CN 134 5 L 1 3
DG : 116 24 10 14 20
NL 567 5 . 3 2 0
NG Y72 9 5 L 1
AR 1519 265 18 247 17
AL 748 154 16 138 20

s ?n.:)




(Table XITia, cont.)

No. of times No. of times  Syntax Appl. 4 total

Rule rule used errcr in use errors errors errors
UI TTh 62 13 49 8
CuU 985 38 10 26 3
DI 821 136 3l 102 16
DU 699 85 19 66 12
11 643 47 16 3] 7
RA T4O Ly 9 35 5
EM 683 50 14 36 7
UA 27 10 1 9 27
UR 152 2k 3 21 15
UL 88 1k 1 13 15
SA 178 21 12 9 11
s 161 8 3 5 L
IA 241 28 8 20 11
TH1 580 48 23 25 8
e 603 42 22 20 6
TH3 293 22 5 17 T
THY 195 15 L 11 7
THS 25k 3 2 1 1
THG o8 3 1 2 3
THT 60 17 3 1L 28
™3 2 0 0 0 0
THO 1 0 0 0 0
THLO 0 0 0 0 0
TH11 0 0 0 0 0
CTH12 0 0 0 0 0
TH13 1 0 0 0 0
TH14 1 0 0 0 0
TH15 0 0 0 0 0
TH16 3 0 0 0 o
TH17 1 1 0 1 100
TH18 0 0 0 0 0
TH19 0 0 0 0 0
TH20 . 0 0 0 0 0
TH21 2 1 1 0 50
| TH22 1 0 0 0 0
— THEO 10 0 0 0 0
TH61 161 29 28 1 18
THE2 148 5 2 3 3
THE3 2 0 0 0 0
o THOL 1 0 0 0 0
. '1'1{65 1l 0 ¢ (0] 0
THE6 5 1 1 0 20
TH6T 4 1 i 0 25
TH68 0 0 0 0 0
TH69 2 0 0 0 0
v 72
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BEST COPY AVAILABLE

(Table XIIIa, cont.)

Rule No. of times No. of times Syntex  Appl. % total

rule used error in use errors errors errors
THTO 77 2 1 1 2
THT1 55 1 1 0 1
THT72 61 1 0 1 1
TH161 9% Y 2 2 N
TH162 79 p) -0 3 3
TH163 199 . 11 3 8 5
TH16U 266 19 6 13 T
TH165 228 25 6 19 10
TH166 273 13 9 4 N
TH167 153 7 0 7 Y
TH168 199 12 2 10 6
TH169 16 2 2 0 12
TH1T0 18 6 6 0 33
THLT1 13 0 0 0 0
TH1T2 7 1 1 0 14
TH1T73 78 10 9 1 12
TH1TA 122 17 12 5 13
TH175 T 1 1 0 14
TH176 7 1 1 0 14
THL1T7 36 3 2 1 8
TH178 37 3 2 1 8
TH1T9 21 2 2 0 9
TH180 45 10 8 2 22
TH181 b 5 3 2 15
TH182 13 2 1 1 15
TH183 5 0 0 0 0
TH18k 1 0 0 0 0
TH185 2 0 0 0 0
TH186 1 0 0 0 o)
TH187 T2 7 5 2 9
TH188 : 45 7 6 1 15
TH189 7 1 1 0 14
TH190 12 1 1 0 8
TH191 10 2 2 0 20
TH192 3 0 0 0 0
e TH193 0 0 0 0 0
£ P 13035 1209 317 892 9
DLL 7577 270 243 27 3
EG 2092 200 8 192 9
ES 3406 857 69 788 25
HINT 2232 1291 0 1291 57
HYP TIUT 0 0 0 0
TP Loks 42 176 566 17
B ND 2948 70 60 10 2
= 73




(Teble XIIIa, coni.)

Rule No. of times No. of times Syntax Appl. % total

rule used error in use errors errors errors
RE 8824 816 190 626 9
REVIEW 1778 0 0 0 0
R 68 1k 10 L 20
UG 3146 195 47 148 6
Us 4421 302 L7 255 6
WP 14702 15 15 0 o]
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TABLE XIITb

Dats on Rule Usage Summed over Students and Exercises (Fall, 1973)

pule  No. of times No, of times Syntax  Appl. % total

rule used error in use errors errors errors

DFA 1032 111 8 103 10
DNA 630 58 1 57 9
CON 273 7 1 6 2
AA 9911 1018 224 794 10
cc 175 Ls 3l 11 25
D 516 129 103 26 25
CE 5453 223 20k 19 L
m 28 7 3 L 25
AE 1765 66 58 8 3
SE 940 33 29 L 3
DIFF 0 0 0 0 0
DC 103k 185 29 156 17
DD 2363 333 56 277 14
DM 1951 134 19 115 6
DN 1610 Lo 4O 0 2
DS 13 8 8 0 61
FC 3081 157 157 0 5
FD 1516 €2 62 0 L.
HS 310 29 L 25 9
LB 152 23 6 17 15
LC L7L2 163 31 132 3
LT 4E02 172 160 12 3
RC 4550 186 40 © 146 L
: QNA 230 45 2 43 19
— QNB 816 %6 i0 26 IR
QNC 258 15 L 11 5
QND 979 26 5 21 2
CA 2745 15¢ 80 75 5
AS 619 67 20 W7 10
yA 1352 113 25 88 8
N 1228 108 20 88 8
AT 1033 91 16 5 8
— U 251 11 11 0 N
[ NS 552 14 11 3 2
AD - 27 1 1 0 2
TR 163 8 5 3 Y
CN 124 6 1 5 L
DG 128 13 8 5 9
NL T3k 13 12 1 1
NG 561 10 9 1 1
AR 1237 207 2 181 16
AL 677 142 8 134 20

(78 2
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(Table XIIIb, cont.)

Rule  No. of times No. of times Syntax  Appl. % total

rule used error in use errors arrors errors

Ul 713 60 11 49 8
cU 1030 Ll 10 pin L
DI 762 71 25 46 9
DU 612 65 20 45 10
1T 491 B 9 25 5
RA 679 38 9 29 5
EM 650 26 8 28 5
UA 15 6 0 6 40
UR 210 32 8 oy 15
UL 115 3l 3 31 29
SA 143 10 6 I 6
cS 154 7 7 0 I
IA 230 39 6 33 16
TH1 528 40 21 19 7
TH2 575 52 15 37 9
TH3 192 9 6 3 L
THY4 177 12 2 10 6
TH5 198 7 7 0 3
THA o4 3 1 2 3
THT 58 15 I 11 25
THR 5 0 0 0 0
TH9 1 0 0 0 0
TH10 0 0 0 0 0
TH11 1 0 0 0 )
TH12 0 0 0 0 0
TH13 5 0 0 0 0
TH14+ 0 0 0 0 0
TH15 : 0 0 0 0 0
TH16 0 0 0 0 0
TH17 1 0 0 0 0
TH18 0 0 0 0 0
TH19 0 0 0 0 0
TH20 1 0 0 0 0
TH21 2 1 1 0 50
1 TH22 2 0 0 0 0
S TH60 1 0 0 0 0
;- TH61 165 0 0 0 0
THE2 212 6 6 0 2
TH6 3 I 1 1 0 25
TH6L 1 0 0 0 0
THES 3 0 0 0 0
THE6 3 1 1 o} 33
THET 0 0 0 0 0
THE8 2 0 0 0 0
THE9 7 0 0 0 0

.




(Table XITIb, cont.)

Rule  No. of times No. of times Syntax  Appl. % total

rule used error in use errors errors errors
THT70 99 1 1 0 1
THT1 53 1 1 0 1
TH72 54 0 0 0 0
TH161 164 6 3 3 3
TH162 93 2 1 1 2
TH163 167 10 1 9 5
TH16L 230 6 2 N 2
TH165 204 1k 5 9 6
TH166 291 11 1 10 3
TH167 158 15 7 8 9
TH168 268 18 5 13 6
TH169 16 5 i 1 31
TH170 10 0 0 0 )
TH1T71 9 0 0 0 0
TH172 L 2 2 0 50
TH173 72 18 15 3 25
TH1TL 130 7 6 1 5
TH175 2 0 0 0 0
TH176 2 0 0 0 0
TH177 L6 1 0 1 2
TH178 29 0 0 0 0
TH179 1 0 0 0 0
TH180 6% 1 0 1 1
TH181 L2 7 1 6 16
TH182 5 0 0 0 0
TH183 1 0 0 0 0
TH18k4 2 0 0 0 0
_ TH185 1 0 0 0 0
TH186 3 1 0 1 - 33
TH187 89 6 6 0 6
TH188 38 6 5 1 15
TH189 19 6 6 0 31
TH190 18 2 2 0 11
TH191 16 0 0 0 0
) TH192 3 1 1 0 33
- TH193 0 0 0 0 0
: cP 12729 1660 W47 1213 13
DLL 8251 110 83 27 1
EG 2368 249 6 243 10
ES 4715 1138 84 1054 24
HINT : kLo 132k 0 1324 54
HYP 9730 o] 0 4] 0
1P 4917 788 17k 614 16
ND 2730 98 93 5 5
o 77
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(Table XIIIb, cont.)

Rule No. of times No. of times Syntax Appl. $ total

rule used error in use errors errors errors
RE ' 8836 784 183 601 8
REVIEW 2728 0 0 0 0]
RQ 122 50 35 15 Lo
UG 3491 254 61 193 7
Us 5492 406 70 3%6 T
WP 13626 23 23 0 0
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the next section.) The percentage of errors in frequently used senten-
tial rules was low except for 1P (indirect proof procedure). The IP
errors are application errors, usually seen as the inability to select

the two lines containing formulas that negate one another, or, if properly
selected, to order the three line references. Undoubtedly, the percentage
of errors for IP would decrease if the program were slightly less strict
on the order of line relerences (unless order were essential, as it is

in forming & conjunction). This is a simple programming change.

Rules for commuting & disjunction or conjunction (CD and CC) also
showed high error rates. If the difficulty were in determining whether
a formule is & conjunction, disjunction, or implication, the error would
show as an application errcr. Rather they are syntax errors, possibly
omitting or incorrectly referring to the occurrence of the logical
connective.

Application errors in using commands that regroup parentheses (AS,
AR, AL, UR, UL, UR) are also exceptionally high., These are difficult
rules to use because they demand recognition of patterns or axiom sche-
mata in which grouping is important, and require the ablility to count
occurrence (in a left-to-right manner) of these patterns in a formula.
AR and AL are short forms for AS; similarly, UL and UR are short forms
for US. Since‘the number of errors in using short forms of other axioms

(Table XIV) is not as high, and those other axioms have simpler structures,

gy S S S o b ke WD P an A WD e e B ST BN

Ingsert Table XIV about here

FYT T T LYY Y Y PR Y L X Y Y

we ~an conclude that extra depth of parenthetical structure 1s a source

of difficulty.
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Jate on Use of Snort Forms of Rules Summed over
Students and Exercises (Spring, 1973)

TABLE ZTVa

Rule No. of No. as ~Error in
times used short forms short forms
cA 3165 2421 7
AS 550 L 0
Z 1635 728 9
N 1490 939 L
Al 1195 505 8
U 113 0 0
NS 564 140 0
AD 8 1 0
TR 164 14 0
N 13k 16 0
DG 116 51 0
NL 567 0 0
NG 472 0 0
Ul 774 62 2
Cu 985 937 12
DI 821 Lo6 10
DU 699 449 9
I Sh3 280 L
RA 740 203 3
EM 683 235 7
UA 27 12 0
SA 178 %9 0
s 161 71 3
TA 241 L2 0
TH1 580 201 2
TH2 . 603 o7k -0
TH3 293 120 1
THL 195 50 0
TH5 254 105 0
THO 98 22 0
THT 60 35 0
TH8 2 0 0
THO 1 0 0
TH13 1 0 0
TH1L4 1 0 0
TH16 3 0 0
THLT 1 0 0
rH21 2 0 0
TH22 1 0 0

]
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(Table XIVa, cont.)
Rule No. of No., as ~ Error in
times used short forms shor. forms

TR0 10 0 o)
THO1 161 0 0
THOD 148 43 0
TH63 2 0 0
THOW 1 0 0
THHS 1 0 0
THEG 5 0 0
THCT i 0 0
THA9 o 0 o]
THTG 77 0 0
Tl 55 o 6]
THTR ol 0 0
THIAL 96 15 o}
THLG2 79 4 0
THIES 199 9% 0
TH1G 266 152 4
TH165 228 81 6
THLEA 273 g2 3
TH1S7 153 35 0
TH158 199 30 0
1169 16 . 0
Tl 70 1 2 0
THLL 13 o} 0
TH17O 7 0 0
7173 18 12 0
Tl Th 192 8 C
THLTS 7 1 0
THLTH 7 0 0
LT 35 2k O
TH178 37 g 0
LTS 21 1 o]
LA Ly 19 0
131 33 7 0
TIL82 13 6 0
THLES 5 0 0
TH18k4 g 0 0
TH185 2 0 0
TH186 1 ¢ 0
THL8T 7 3l 2
TH188 45 10 ¢
TH189 7 1 C
THL90 12 i o]
TH191 10 3 0]
TH19 2 0 0
LLL 2017 (as resta-t)

{
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TARLE ¥IVb

Data on Use of Short Forms of Rules Summed over
Students and Exercises (Fell, 1973)

Rule No. of No. as Erro: in
times used short forms short forms
CA 2Ths 2054 20
AS 619 65 0]
Z 1352 576 3
N 1228 663 L
AT 1033 LO6 2
U 251 0 0
NS 552 57 1l
AD 37 0 o]
TR 163 7 0
CN lau 12 0
DG 138 16 0
NL T34 0 0
NG ‘ 561 0 0
UI 713 304 o]
Cu 1030 939 10
DI 762 311 2
DU 612 27h 1
171 591 289 1
RA 679 210 0
EM 650 251 1
UA 15 1 0
SA 143 11 0
cs 154 37 0]
IA 230 Lo 0
TH1 528 194 2
TH2 515 - %9 0 -5
TH3 192 63 0
THA 177 39 0
TH5 198 5% 0
TH6 oL 37 2
THT 58 23 0
TH8 5 0 0
TH9 1 0 0
TH11 1 0 0
TH13 5 1 0
TH17 1 0 0
TH20 1 1 "0
TH21 2 0 0]
TH22 2 0 o]
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(Table XTVb, cont.)

Rule No. of NOe as Error in
times used = rt forms short forms

THEO 1 0 0
THE1 1oh 1 0
THE O me 21 0
THE3 I 0 0
THe6L 1 0 0
THeS 3 0 g
TH60 3 0 3]
TS 2 D 0
THOY 7 0 0
TH 99 D !
. 53 % )
7o 54 D 0
TH161 164 o1 0
THLE2 93 1 0
THiES 167 Th 2
TH16k 23) 138 2
THiAS 204 75 0
TiLift 231 122 )
THiG 7 158 51 0
.68 O6R 2l 9]
THLE S It 0 )
NS 10 0 0
T J J )
THLTD 4 0 0
172 7 I 0
TRk A € O
THI MY o 0 Q
T o D 0
THLTT L 23 0
TH178 29 & 0
TH1T9 1 0 0
TH18D &3 20 0
[Hio™ Lo 9 J
T8 t L O
Th18% Cd 0 © G
I 184 2 ) )
TH135 1 U 0
TH186 3 ' 0 O
TH187 89 18 G

e TH188 38 15 Q

z TH189 19 5 0
TH19 18 €& 0
iH191 ' 1 8 )
THLYD 3 0 y.
DLL 2601 (as restart)
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Most theorems, 1f used frequently, do not have high error rates.

The ones the students 4id use fréquently were those useful in proving
that their interpretations of arguments (Lesson 428) were correct: THE1
and TH62. Of these, only TH6l shows & noticeable error rate in the
spring class-~mainly syntax errors. The students' attempts to use the
short forms of the theorems met with coi:iderable success in terms of
the number of errors.

Of the quantifier rules, students demonstrated the most difficulty
in learning existential specification (ES), as is clearly seen from the
data in Table XIII. The errors were mostly application errors--selecting
an ambiguous name that is either not well formed or is already introduced
in the proof. The errors in UG, US, and EG were also application errors--
selecting a term that cannot be used as a variable of generalization or
attempting to specify a term such that the term contains a frce occur-
rence of a variable that will be captured by a quantifier using that
variable. Application errors in using the first quantifier negation
rule were also high. This is probably due to some confusion in deter-
mining the scope of a quantifier and of a negation symbol, Profiles of
individual error histories were also constructed, but are not included

for reasons of space.

Student-defined Rules

One of the commands the student can use is INIT, a request to select
a different problem from the curriculum or to make up his own problems.
The problem the student invents can be a derivation (DERIVE command) to

test out his own notions about what constitutes a problem, or a proof

84
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(PROVE'commhnd) to prove a lemma that can help in completing subsequent
curriculum problems. Using PROVE, the student constructs a proof of
some well-formed formule and then provides a name, a label with which
he later refers to the formula.

Three significant statements can be made from these data.

(1) Students did take advantage of INIT mode (an average of approxi-
mately 21 times in the spring and 22 in the fall), and they did use this
mode to extend their command langusg: for constructing proofs. Twenty-
one out of 38 fall students and 23 out of 41 spring students completed
iermas. Of these, 14 fall and 15 spring students received grades of A.
Fvery student used his lemmag at least once in subsequent derivation
rroblems. An average number of 3.4 (3.9 in the fall) lemmas were proved;
these were used an average number of 17.5 times (28.7 for fall students).

(2) The students, without exception, never made an error in using
a lemma (command) they proved.

(3) The names of the lemmas, except for a few cases (students 2850,
0856, 2857, 2861, and 2867--all spring students), ere all nonsense names.
Ve -find anything from BANANA to PREHISTORICMECHANICAILBEAST, from ALLDONE-
WITHFINDINGAXIOMS to WOWIFINISHEDIT, and from swear words to names of
politicians., The semantic significance of this use of nonsense names
certainly needs further investigation. The same use of nonsense words
was prevalept in the finding~axioms exercises in naming axioms and
theorems.

Not all the students, of course, used INIT mode to make up problems.

But those that did used INIT to



R ]
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(1) try out the sugsested proof's trom lesson 418, e.g.,
B+C=D —~ DB=D-C
R=D-C = DB+C=D
B+C=0 — B=-C ;
(2) make up lemmas to help in completing interpretation problems,
e.g.,
(E X) (X=X & ¥<5)
NOT (A X)(X=X = NOT X=X) ;

(3) prove new formulas from Boolean algebra.

Experimentation with the proof-checking program was, however, mini-
mal in contrast to the program's actual design goels. The course is non-
trivial; it takes time to complete all 33 lessons and 7 finding-axioms
exercises. Because course grades are assigned according to the number
of lessons completed, the students were anxious to complet~ the assigned

curriculum and hesitated to spend time on extracurricular problems.

T™wo Student Profiles

In this section we attempt to identify characteristics of.the stu-
dents' work that refiect salient individual differences. We do this by’
analyzing the profiles of two students.

Both students were in the spring class and both received grades of
A. That is where the similarity ends. One was the f rst student to com-
plete the course, the other almost fhe last. One always completed les-
song faster than the average time, the other always slower, Ore spent
time making up his own problems (and helping debug the curriculum), the
other stayed viinin the framework of stored curriculum. One worked

afternoons, the cther late at night.
86
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More systematinally, we exani.ed *he daua records of the two gin=-
dents for the followirg features. (We have also commented parenthetically
how information about each feature might be used to improve the course.)

1. Error rate in using rules. (This information is heeded for
modifying the choice of problems.)

», YFrequency of syntax or application errors. (Application errors
can e further analyzed in terms of knowledge of kinds of well-formed
formulas, pa..ern recognition, or understanding of the restrictions of
the rule.)

3, Number of steps in completed solutions relative to the average.
'If student fails to see and use ruies or methods for shortening his
derivations, some additional discussion might be appropriate.)

4, Use of rules of inference. (Does he become confused if pre-
gented with a problem not requiring recently proved or learned rules?)

5. Time to complete lessons and deviation from the average. (Does
he need more or less praciice, or should time be ignored campletely in
favor of error rates?)

o, Request for hinpé. SIS the student se .ing a quick path, through
the curriculum and looking for answers?)

7. Use of TINIT mode. (Does this usagé affect the length of time

spent on a lesson?)

8. Proof of lemmas. (Does student ﬁse them to help solve the more
Airficult exercises?)

9. Data on choice of ﬂ;rive, truth analysic, or interpretation
mode.' (Does student need more such choice exercises to develop his

intuition about logical validity?)



In terms oi‘l the above leatyures, ne - oo iles of the two gstudents
we have selected are distinct, except for the number of hints requested.
The fact that the student who was performing so well requested so many
hints confirms our observation that he was interested in ‘'racinrg through'
the curriculum for credit because his strong mathematics background in-
cluded prior study of the material. We label the students 'A' and 'B';

Table XV highlights the differences in their performance.

Student A encountered several curriculum errors because he was
usually the first student to reach a lesson. This probably accounts
for the high mmber of sessions and the need to use the LESSON command
to skip over problems that were incorrectly stated. He still spent
less than the average amount of time, doing lessons in less time than
the averare, and making few errors in rule usage. Rule ES (existential
specification) gave him trouble, but still less than it gave other stu-
dents. His intuition on doing DI problems was comparatively poorer than
average._ He did mske good use of INIT mode, especially for interpreta-
tion and Boolean algebra probl;ms.. He ;as,‘in féct, the oﬁly.;ne fo use -
INIT to prove lemmag in the Boolean algebra. He was not necessarily in-
terested in finding minimum proofs, doing about the average number of steps.
And, finally, he had to learn only once that he would have to follow the
constraints set in the curriculum for each problem, This computer-based

course suited Student A because he could finish early and concentrate on

other courses.
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TABLE XV

Profiles of Two Students

Feature Student A Student B
Grade A Incomplete; finished with A
grade the next quarter
Progress Finished first Finished with A grade the next

quarter

Number of sessions

9% (above average)

288 (excessive)

Time spent 41.5 hours (below averagz) 111.8 (excessive)
Deviation from Always faster than average Usually slower

average
Work hours 4:00 p.m. to 5:00 p.m. preferred |Nights, 8:00 p.m. or 9:00 p.m.,

11:00 p.m. to midnight

Rule usage Generally better than average Except for AR, always worse than
% errors (Average average

for 4 errors)

AR (17) L 12

CP (9) 0 19

IP (17) 0 49

"G (6) T 20

Us (6) 5 13

EG (¢) 7 15

E3 (25) 14 y2
Choice problems
(% correct on lst

or 2nd try)

e (Data 108t due to system crash) 554,

DI 574 1004

DIC 100% 100%

70 hints requested; 65 hints requested;

62% not available

61% not available




(Teble XV, cont.) .

Feature

Student A

Student B

Short forms cof
axians and
theorems

Average amount for both axiome
and theorems -

'Only used for axioms

INIT mode
times types
(21 averaze)
No. of DERIVEs
No. of PROVEs
No. PROVEs
completed
(3 averase)
No. times Tcemmas
us2d
No. times short
form used

11

o3

0

0

No. of steps to
solution

Average or below average

Fluctuated a lot, often finding
minimum or average proofs but
as often doing the maximum

LiOS0N commard L9 ¢
times requested
(11 average)

REVIEW 28 15k
(43 average)

REDO . 1l 8
total no. times
hed to redo
problem

rr T
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Studert B was a slow reader, takirs o lony *ime to do even the first
two lessons. He experienced a lot of trouble doing the lessons on inter-
pretation and quantifier rules and always spent more time than the other
students on each lesson. He spent over 100 hours on the course,'more
than double the average, working mainly at night (whén a teaching assis-
tdnt was, unfortunately, not available to help him). All the rules gave
him some trouble; IP and ES errors were application errors. We Iinclude
his cumulative error curve for 1P as an example (Figure 18); its approxi-
mate linearity indicates little improvement from additional use of the

rule. He never ventured to complete his own lemmas and never deviated

- En e A T I T L L E Y Y]

Insert Iigure 18 about here

- O e, M B S Yo A e e - -

“rom the assigned, linear sequence of problems (despite the fact that
redoing some problems might have given him.needed reviews),

Alt’ ough the course was of'ten a frustr;%ﬁhg experience for Student
P, he would almost certainly have received a low grade in a nonindividu-
alized, non-computer-based course. He had the opportunity to interact

with and complete every problem. It took some prodding to convince him

to contirue; but he'did, recéiving.a deserved grade of A.
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tractunl informaticio.

Wnat grade did you receive 1 the courserl

What srade aid you expect %0 rezeive when you started the

ourse’
Hovo did you find out atout she course’
Did you find having the TNIT rule usefull T1f not, why not?

wWere you aiweys awarse thar HINT wat a2 legal command in
constructing proof's,

Do you think *he problems neaa more hints?

Did you attend tne Tuesday semirarz? If not, why not?

Problem types.

2.

3
a.

T
LY

Terivations and proofs
Trutn analystic
Dounterexamples using truth analysis

[N R o

b Derive or give g counterssgample
5 Jounterexampic by interpretation in the

domain of r:fional numbers
¢ Terive %5 show arpument valid or give an
inrerpretatior o show invalid
7 Tpterprstation o chow premises consistent
“  lerive to skow premiset inconesistent or
give invterpratation to show consistent
9 intzrpretation to show axioms independent
10 Derive to show aximms dependent or give
interpretation tu show indep-nudent
11 Trarslate English sentences into first-order
logic=--derive to ohow answers logically
squivalent ("A" peopls ov.ly)
1z iinding-axioms exerciges

Which protlem type was the ezsiest?
Which problem type was the hardest?
Which provlem types d1id you like bact
Which problem +yovers 3id you lirke .ezoh?

Which specifi. problems, i any, 41& you think were too hard?



TII. Please read eacnh statement and oic 0 the murher on
that test decorileg vour Toceiin .
wcale
1l Strongly arree
2 Moderately acree
3 Slishtly arsree
4 Uncertain
- Slightly disagree
#  Moderately disagree
7 Strongiy disagree
L, T thirk [ learne¢ rom the computer lessons 1
as well as [ would have 1e2=zrned the same
lecs=ons in the 2.ansroom,
2, T like working at my own pace at the 1
terminal,
3. I prefer homework +o working on problems 1
gt “he terminal.
Y, T wouid prefer competing with my fellow 1
students in the clazsroom rather than
workins at computer I-ssons.
e T o fMind it Frustrating ot knowing where 1
my fellow classmastes are in the lessons.
o wiurkinis with computer leszons iz like 1
having my own tutor,
7, Tive houre a week iz sufficient time to 1l
keep up with the course.
5. T found the computer lessons too easy. 1
9, I think working with computsr lessons is 1
an exciting way o learn.,
1¢. I found working at the terminal 1
frustrating.,
o 11, I would like to participate in another 1
computer-based cource,
12, 1 found the -omputer lessons too hard. 1
13%. [he samputer proviier the student with 1

more feedback than «lassioom instruction.

the scale

=

N

1

™
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14. The *erminals were avaliable to me when 1 I T S T SR
wanted to work.

15, There was sufficient outside help when 1 2 3 b 5 6 7
I needed it,.

16. Use the back of this sheet to make any
cormenrts you wish concerning the course.
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Leg- Prob- Random Number ot steps Les- Prob- Random Humber of g‘teps
son lem choice Min Vax son len choice Min M
WOk 20 1 9 9 L8 10 2 8 17
20 2 9 10 11 1 6 10
aj] 1 8 11 1 2 6 9
21 A 11 12 10 1 8 10
2n 1 8 12 | 12 2 6 11
an 2 8 9 13 1 4 7
0% 1 3 5 13 2 L 5
>3, o 4 & 1k 1 7 8
ol 1 3 b 14 2 5 10
o4 2 L 5 15 1 6 18
407 1 0 3 6 12 i 3 g
3 1 5 b . i)
5 16 2 T 18
5 5 2 17 1 7 8
1 5 8 - A
) ) 17 & T 9
+ < 3 8
ke 5 Z 6 18 2 7 8
2 ‘ 19 1 5 7
; g o 4 20 0 7 8
. 2 2 21 0 7 7
1L 1 2 ! 22 0 10 15
li i ; é o3 1 10 12
. 2 23 2 12 1h
i‘ f 4 6 ol 1 3 8
2 1 > © 2l 2 6 9
15 € > 2 o5 i 8 14
- 1 1 2 8 ot 2 8 1k
14 2 € 10 ?é 1 5 1o
15 L 2 2 26 2 5 10
15 e 4 6 27 0 13 17
16 1 2 6 28 0 15 20
16 2 L 6
19 0 3 L 409 1 0 i 8
20 1 3 5 12 1 3 10
. 20 2 3 N 13 1 5 10
21 1 3 7 16 2 7 12
21 2 2 9 18 0 5 8
408 6 0 % 9 2 1 2 13
- 7 1 4 3 2l 1 i 14
= g i g 1 2l 2 10 17
8 2 5 10 25 1 2 18
9 1 L 7 25 2 8 12
! 26 1 9 15
9 2 > 5 26 2 8 19
- 10 1 3 11
99
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1 2 o 6 21 1 3 6
17 1 4 15 21 2 n 6
17 2 8 21 25 1 5 ol
18 1 5 11 25 2 1 25
18 o 7 oy 27 1 12 18
19 :’L 7 15 419 2 1 2 3
19 e 7 12 2 2 2 4
e 1 1 1
o 3 1 2 6
e 2 2 2 3 - 3 2
o 1 5 16 i 1 3 9
& 1 11 20 g 1
e o 4 10 > 12
5 1 2 5 6 2 J 10
o P 2 5 ! ° > )
o 1 3 I 8 1 2 11
) 2 L4 6 8 2 2 J
27 1 7 132 4 ! 2 11
i w7 n g 7 9 e p) 23
L‘ l 5 D 10 0 L 6
8 y - 11 1l 3 9
< < 7 8 11 2 3 8
29 1 > 1 12 1 2 12
29 2 5 9
12 2 3 15
418 3 0 2 7 13 1 b 13
\ 5 0 1 2 13 2 4 18
& 1 1 1 1k 0 11 22
6 2 1 2 15 1 h 15
8 1 b 3L 15 2 8 26
8 2 7 15 17 1 4 19
10 1 2 2 17 2 2 21
= 10 2 2 5 18 1 5 11
12 1 5 16 18 2 3 14
12 2 6 15 19 1 7 11
1% 0 1 I 19 2 5 16
ih . ; ;g 420 b 0 7 3),
5 0 Y 21




les- Probt- Random Number of steps . _ N
son  lem choice es— Prob- Kandom - Unoer of steps
Min Max son lem  choice i
T ¢ n ? e ?8 1 9 05
- 15 58 ‘
S © 2 12 hC e 12 3
9 0 3 ol e L 9 11
10 0 10 o7 n 2 10 17
L 0
03 o 7 b7 8 0 5 ‘
i 7 11 51 0 5
) 0 1k o7 - = 11 25
4ok 10 0 5 5 gz i 1i 20
v 0 3 8 3 2 > ¥
. 0 4 10 35 o 6 6
+ 0 12 18 ;g 0 p) 6
7 0 ; o9 0 5 6
© 9 40
8 1 6 10 0 4 7
2 2 7 11 N 0 8 5
10 1 6 13 Ll 0 9 L
10 2 " Z 45 0 5 9
11 1 p o 56 0 5 8
B 11 2 11 19 49 0 8 18
12 1 - 428 1
1% 0 1 11 14 0 -
16 1 N 1 3 5
6 5 o] %
16 2 16 : 2
5 10 C ¢
=h 0 2 2 18 1 g 12
25_ 0 =} z 18 2 L ©
20 0 9
2 L4 19 1
27 0 6 - 19 5 3 10
28 1 9 11 20 0 10
28 2 9 13 21 -
- 51 1 T 15 el o 11 }7
: 51 e 9 10 2 1 7 ig
Je 1 11 14 22 2 7
52 2 7 11 23 1 I 1
36 0 9 14 23 2 6 10
el 1 9 13 2h e a4z
5 c 9 11 22 0 3 &
0 6 12
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T R I e e e

Mimher of sleps

Number of siope |
bR Cabe Heondona

les-= Preob- Random

son lem choice Min Max son iem ahoice Min Max
429 A 0 1k 1k 432 15 0 L 2
1G v 3 8 16 Q 5
1 0 - 8 16 17 0 > T
12 0 3 19 el 0 4 33
13 0 b 26 2k 0 6 22
1k 0 2 15 2y 0 5 2
17 C L L 27 0 10 35
14 O 3 6 28 0 6 z
g ¢ 7 L9 30 ¢ 17 51
21 0 8 o5 33 0 15 37
e 0 4 19 3l 0 14 33
h3l A 0 5 10 5; g L 26
? 0 7 9 > 2 5
y 6 L 15 41 0 6 15
; 0 \ 3 e 0 5 1h
" A 1 ; 43 0 5 1k
fu o ; 11 Ll 0 14 38
o 0 5 7 P 0 10 28
: ‘ 7 16 4é 0 8 29
. o 1 1% L7 0 26 95
' ¥, 7 ol L33 5 0 2 5
8 2 15 6 0 3 12
- 9 7 15 7 0 I ol
\ 0 9 26 8 0 2k 57
¥ ¢ 6 8 9 0 9 30
g& 0 2 10 10 0 11 30
- 54 ¢ 11 18 12 0 6 63
i, 0 I 5% 13 0 7 31
. .. o 5 12 1k ¢ 11 L6
s 0 3 9 435 11 0 3 6
10 0 9 34 12 0 3 8
11 0 8 29 13 0 3 19
12 0 5 20 1€ 0. 7 32
_ 13 0 5 15 17 0 7 21
14 0 i 23
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At dy

Logical ltuies of inference and Froo! Procedures

(In the rollowina, i, i,

1) Affirm the antecedent

1) P -»Q
3P

i.0AA K) G

2Y Jommute conjuncts
i) P &Q

im0l NQ &P

Z) Jommute
i)

sERSEN J)
mmute

i)

‘in .\
1Ed AD)

5 mmute
il
1% J)

Ve

disjuncts

P OR Q
Q OR P

equals
R =
C

- C
= B

equivalence

and k are variables for line numbers.)

) Conditional proof procedure

line 1 must be the
last working premise
introduced

WP i) R
J) Q
1.3CP k) R =Q

7) Contrapositive

i) R —-Q
iCON  §) (NOT Q) — (NOT R)




8) Deny the consequel:

1P ok VNt
3) NOT R 1)
1.4DC k) T E W) 50T P

9) Deny a disjunct

i) KR OR @ i) R OR Q
J) NeT R J) NOT Q
1.3DD k) G k) R

10) Pefinition of implication

50 o R i) (NOT Q) OR R
iDFA J) {NOT Q) OR R j) @ =R

11) "o Morpan's law

te
g

) MOT (R OR Q) NOT (R & Q)
1 NOT

i NOT R & NOT ¢ j) NOT R OR NOT Q

Lo oun e ramrat ion
)R i) NOT (NOT R)
iT Y OHOT (NOT R) J)R
13) Nerritute nesation over implication
UHCT (o = R i) @ & NOT R
1DNA i) O *% NOT R J) NOT (Q —R)

14) Disjunctive syllogism

i) @ OR K

J)Q —P

k) R =W
1.J.kDS

m) P OR W

15) Existential generalization

1) F(*)
iEG |
*: X J) (E X) F(X)

b |



16) Existential speci!i
1) (B x) viX,Y)

iES

X:*¥Y  §) w(ry, Y)

17) Form a conjunction
i) R
J) Q

i.iFC k) R % Q

18) Form a disjunction
i) R

ifD
10, j)RORQ

19} Hypothetical syllogism

i) P =R
j) R -Q
1,355 k) P —Q

20} Tndirect proof procedure

WP i) R
) w
k) NOT Q

1,3,kIP m) NCT R

21) Law of the bicornditional
i) R IFF Q
iLB J) (R -»Q) & (@ =»R)
22) Left conjunct
i) R&P
11C J) R
23) Logical truth

LT :
11X 1) X =X

teg L0

line i must be
the last working premise
introduced

i) (R »Q) & (@ =R)
J) R IFF Q
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24) Quantifier refatics Sl s

i) (A XY oig; i
iQNA J) NOT CE X} weT 00X Ay

25) Quantitier negation rule B

) i)

1) (A X) NOT 3(X
(X) J)

) NOT
iQNB J) NOT (E X)

w0

o2) foaantitier necsation rule C

1) e X)) 8(X) i)
iONC J) NOT {Z X) NOT S(X) 3

oY) fuantifier nepation rule D

i} (E X) NOT s(X) i)
JGND 3Y uem (A X)) s(X) J)

O8Y Tkt condunet

iVR &P

1= AN

) bapliace pqnals

‘t‘ “—— (-‘ = B“"‘C
5) Bc = 3
RIn ;--,‘. o= 3

30) Universal generalization

1) ¥F(X)
iUG
1 X Jj) (A x) F(X)

31) Universal specification

i) (A X) F(X)
iUs
X:Y 3) F(Y)

32) Working premise

WP i) R
108
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RYDO(D () HOT S(X)
(A X) 5%

NOT (E x) 5(X)
(A X) NOT S(X)

NOT (A X) NOT S(X)
(E X) s(X)

NOT (A X) S(X)
(E X) NOT S(X)

it



1) COPY a line
iCoPY

thinks you Lup

2) Delete lines

iDL deletes all lines begi

Lad

Lt

iy n {useful for checking on what the computer
J) B

ed)

nning with line i

2) PN logs you off the computer

4) Hypothesis

HyP creates a working premise for you

If the statement

of the problem is
E -»Q

NOT R

J 54

5) Initiative

-l
=2
ig
]

lets you ask for your
you interrupted

you can request
DERIVE

FA

LESSON

NEWS

FROVE

HYP gives
R

R
NOT R

(is available ai most points at
which you are to type a response)

own problems;

program will always return to the problem

(request a derive problem--you may use P,
for PREMISE, as the initial commands)

(request finding-axioms exercise)

(request a different lesson and problem)
(request the news of the day, i.e., computer
schedule, program changes, class meetings;
also available when you are constructing

a derivation)

(when a PROVE problem is completed, you
can name the expression as & theorem)
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i

) Review the derivat i

REVIEW the computer will type each command and proof line,
any flapged variables, and the premise lines on
which the tlagging depends

7) Requests for problem types when you are given the cholce

CEX counterexample problem
counterexample by assigument of truth values

DER derivation problem
INT interpretation problem
8) RROTART (available only when doing

interpretation problems)

will let you change your interpretation

110
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165

166

167

168

169

170

mn

172
173

174
17%
176
177
178

179
180

181
182
183

184
185
186

187
188
189
190

191
192

193

194
19%
196
197
198
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