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A

Adele Goldberg and Patrick Suppes

Our earlier research in the design of instructional systems and

curriculums for teaching mathematical logic to i_fted elementary school

st,Adets has been extended to the teaching of university-leyel courses

(;..1o1(Therg, 1973; Suppes, 1972; Suppes Ihrke, 1970). In this report,

we describe the curriculum and problem types of a computer-based course

offered at Stanford University: Philosophy 57A, Introduction J:o Symbolic

Logic. We base our description on an analysis of the work of 79 students.

1-ata on these students were collected during the third and fourth guar-

tprs (spring and fall, 1973) in which the course was offered. The in-

styal program war, written in LISP 1.5 for the DEC PDP-10 at the

Institute for Mathematical Studies in the Social Sciences (IMSSS). Pro-

c:ramming details of the computer-based system, proof checker, and lesson

driver are provided elsev! (Goldberg, 1973, 1974).

Course Description

The main objective of the Stanford logic course is to iamiliarize

the student with an exact and complete theory of logical inference.

The course is taught solely by computer; all material is presented on

the terminal and all problems are solved through interactions with a

mechanical proof checker. Seminars, with optional attendance, were held

several times during the spring quarter to discuss special topics. At-

tendence was low, so seminars were not held in the fall.

1
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No book was regired, a1 thou6h E,prr cnoterL Introduction

to Logic by Suppes (1957) were recommended. Depending on the class size,

one or two teachinc assistants. usually graduate students in the Philos-

ophy Department, were available 9 hours each week to answer cuestic)ns

arising from the computer-based curriculum. A research programmer was

also available.

An out117e of the course is shown in Table I. Problems given the

students emphasize proving arguments valid by constructing proofs in a

Insert Table I about here

natural deduction system (Lessons 401-408), or provin arguments invalid

by ether the method of truth analysis (Lessons 403 and 409) or of inter-

preation (Lessons 423 and 428). The method of interpretation is also

El.-1Leci to prove premises consistent, or axioms of a theory independent

esson 429).

Heginning with Lesson 415, examples of axiomatically formulated

thclordes are introduced. Two examples, the elementary theory of Abelian

;rolli.:2 and the elementary theory of non-Abelian groups, are given in

Lessors 415 through 420. The axioms and theorems studied in these les-

sons are listed in Table II. Numerous other examples, in the form of

Insert Table II about here

finding- axioms exercises, range from the algebra of real numbers to a

segment of elementary geometry.

Lesson 421 teaches the student how to do the finding-axioms exercises:

how to specify a set of axioms from a given list of statements, and how to

2
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(Table I, cont.) BEST COPY AVAII.ARI E

Lesson

Averwt'.
Number of
problems

number of
hours

409 Inferenc;- rule:

(cont.)

410

12.

412 30 .53

415 23 .23

414 20 .87

:L15 32 1.04

416 23 1.02

417 29 1.10

418 30 1.44

419 19 1.13

420 11 1.54

t 1: t.

symb:.LL (7-)A)

Elementary algebra:

Wt1l- formea formulas using equality
and inequality. (>1) relations

Numbc=r definition (ND)

Rules about equality:
Commute equality (CE,
Add equal term (KE).

Rules about equality
Subtract equal term (SE)
Logical truth (LT)

Review
Replace equality (RE)

More practice with RE
Introduction to the SNIT command to make

up one's own problems

Defiaiti) of "axiom" and ":instance of an

axiom"
First axiom for a commutative group:

Commute addition (CA)

Second aA.om for a commutative group:
Associative law (AS)

Short forms of AS:
Associate left (AL)
Astociate right (AR)

Remaining axioms for a commutative group:
Zero (Z)
Negative number (N)
Additive inverse (AI)

Theorems on addition

( = )

Theorems 1-3
Using theorems in a derivation
Short forms for theorems and axis

Theorems 5-'

Axioms and theorems for a noncommutative,
group

Reprove theorems 1-7 without commutative
axiom



(Table 1. cont.)

Lesson
Number of
problems

4'21 14

k.rerage

number of
17')I.rs

BEST COPY AVAILABLE
0.1.1. .=1..1.111-

.40
Ewt c 1-

tt.c- rvilng-axioms exercises

59 Tral.slej 2crincez into first-

1: 7

.48 :ntr,pretution at' a 2(.W.ence:

:r 'Arcliment

ln"..,-.rpr(tations in an

1.- :"..Dunc:rcxanlpi b; l!rpre;ation

1 -1 1% 1.12tl7'er:711 4,nd existential

7ranslatl%g into first-

culor:

UnivF:c1 175)

(S)
(EC;)

4.:7 49 , -

Inff:rt!n:.ee.- quantifiers

Quantliel

428 :111:-!c4

ih7Qrprtatio2i to

Prc-1)1- decider,1 on

vaLidly ar-..im,2nt 111 Englic,h

429 5.96
IndelwndYricc z;x1omf, (Avlicatiom, of

theo!-y

431 34 1.L3 Pwlean aigonra-7a-NaQme.;

Colmute
,.7ommute i!'t.!?rtion

uni)r
(DI)

i7Ti

:1J1.1 (EM)



(Table 1, cont.) BEST COPY MILAN

Number of
Lesson

p
nmber

roblems
hours

Content

432 50 5.7(

433 16 3.25

455 48 4.12

Foolear: u1,7etrn

Duality
Theorems 161-182

Boolean algebra
Axioms

Subclass (SA)
Theorems 183-192

Symbolization of English sentences
especially related to the predicate
calculus with identity; proof of
equivalence of forms

6
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?ABLE. II BEST COPY AVAILABLE

Axiom and Theorem List for Lessons 401-429

Rules of Inference

CON (P -3Q) IFF (NOT Q NOT P)

DFA (P -4Q) IFF (NOT P OR Q)
DNA NOT (P -4Q) IFF (P lir NOT Q)

FOR ANY Sy

QNA (A X) S(X) IFF NOT (E X) NOT S(X)
QNB (A X) NOT S(X) IFF NOT (E X) S(X)
QNC (E x) S(X) IFF NOT (A x) NOT s(x)

CZD (E X) NOT S(X) IFF NOT (A X) S(X)

For the following axioms and theorems, assume universal quantification
unless otherwise specifLee.

Axioms on Addition

CA (commutativity): X + Y = Y + X

AS (associativity): (X + Y) + Z = X + (Y + Z)

Z (zero axiom): X + 0 = X
N (negative number): X + (-Y) = X - Y
AI (additive inverse): X + (-X) = 0
U (unity axiom): NOT 1 = 0

Theorems on Addition

TH1: (-X) + X = 0
TH2: 0 + X X

TH3: X - X = 0
TH4: 0 - X = -X
TH5: 0 = -0
TH6: X - 0 = X
TH7: X+Y=X+Z-4 Y=Z
TH8: X + Y = Z -4 =

TH9: X+Y=Z
TH10: X + Y = 0 --' X = -Y
TH11: X=-Y-4 X+Y= 0
TH12: X + Y = X -4 Y =0
TH13: -( -x) --X
TH14: (-(A + Y)) + Y -x

TH15: -(X + Y) = (-X) - Y

7
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TH16:
TH17:

(- X) -
- V -

TH18: (X - '17) - 7 X -4 (;-Y)
TH1(::#: - Y; - - (,Y +
Tit. 1): X (Y X) Y

TH21! X - :X + Y) -Y
Y) - 7.) - X - Z

Z)

X < Y NOT Y < X
Air ( add it cln) X<Y.-+ X+Z<Y+Z
T1: (trans itivi uy): X<YPrY<Z X< Z

X < Y OR Y <
X> Y Y< X

leact rumber): X)(1.3 Y) Y < X
(no r,reateLlt number) : (A X) (F Y) X < Y

on Order

X X

X Y NOT X Y Fr NOT Y < X
TH, 5: X < 0 0 < -X

< -X X < 0
X+ Y X+ Y < Z

T.Ft)'-,: X Y -Y < -X
-v -X X < Y

< X t (-Z) Z < Y
Y, Y X + (-Y) < X + (-Z)

A Useful Relation

X

TH70: (A X) X < X + 5
TH71: (A X)(A Y) X < Y + 5 OR Y < X + 5
TH7;: (E X)(E Y)(E 7,)x<Y+ 5 &y<z+ 5 & NOTXZ+ 5

Boolean Algebra Axioms and Theorems

(; v H) (H v G)

ITT (G v o) G

) (

DU ((. V (H t K)) = ((G v H) t (G V K))
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t ±: 1, from theprove that the rect saelc:n: r

axioms selected Ly nse of the r,Les of lot7]eal i_rcL.eLce so far intro-

duced. The proram itself determines whether the student has satisfac-

torily completed al. exereise, p-widjn; a c,Imp]et:- celort on tlm axior,o

selected and on which axioms and lemmas were needed by the student to

prove a fiver: theorem.

11.70 protlem formats are used in the lessons on translating English

Into the formalism of the first-order predicate calculus. Lesson 422

is restricted to iterative requests for possible translations until the

student's response matches an instance of one of several stored correct

answers. By Lesson 435, the student is expected to show a proficiency

in determining whether or not two expressions are logically equivalent.

is, if the student's symbolization of an English sentence does not

.2orespond with one of those stored with the curriculum, he or she must

decide whether it is possible to prove logical equivalence. The student

uses his skills in constructing proofs to show that an if-and-only-if

relationship holds, or uses the method of interpretation to show that

the equivalence .sues not hold.

The system of inference for first-order predicate logic follows

that of Suppes (1957). The problems in Lesson 426 motivate the restric-

tions on the use of the quantifier rules, and those in Lesson 427 have

the student prove each of four quantifier negation rules. A large num-

ber of exercises at the end of each lesson give the students practice

with the general principles introduced.

The student receives a passing grade in the course if he completes

Lessons 401 through 429, and does the first five finding-axioms exercises.

10
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Our intention was to maRe svails'sle a set of opsional lessons from which

the students could select ones to use to qualify for a grade of B. Dur-

ing the spring, and fall quarters, only one such set of lessons was avail-

able: Lessons 431 through 433 on an axiomatization of Boolean algebra.

Theorems for these lessons are also shown in Table 11. Students desiring

a grade of B did two additional finding-axioms exercises. Lesson 435,

on symilolizing sentences in English, completed the course and the stu-

dent's requirement for a grade of A.

The course curriculum is thus a 'linear sequence of lessons which

the student follows. He can interrupt that sequence to make up his own

problems, prove lemmas to help in proving problems presented to him, or

move around in the course in a nonlinear fashion. This last feature

proved beneficial when unplanned computer down-time meant that the stu-

dent's history of problems completed was not properly recorded by the

program. The student could skip ahead to the next problem in the se-

quence without waiting for a proctor to patch his history file. On the

average, the students used th is program feature 11 times (12 times in

the fall) out of an airerage of s2 sessions c37 in the fall) at the ter-

minal. We found that thi simple feature improved the students' atti-

tude towards studying with an instructional system sometimes prone to

electronic error.

System Usage

A total of 179 students enrolled in the Stanford course during the

four quarters from fall, 1972, to fall, 1973, with 121 students completing

a grade of A, B, or pass. The distribution of students by quarter and

11
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_,! ,,t:: her,:

this report _r

38 frovi the fail-1973 class

`-a:y to tle reYlar pace of daily lectures, students' work habits

m':)ri the ,:t' .7r chara,eristic of most research

w..)rker. ALmo,A -11 of them ab6tained from any contact with the course for at

least a week, po7,ibly during periods when pressures in other courses mounted.

'1 soring term, i..1 students took a break of at least one month.

Ac, can 1:e seen from Table III, the dropout rate was approximately

ILL') cent, with a slight bias upward in this number because students

in 7Hf:: fall-1973 class did not have any period except the Christmas vaca-

tD make up incomplete6. University regulations allow them to finish

c.:,urse within one year after enrollment. It is interesting to com-

pare. this rate with two other cpures The elementary introduction to

hiloopny, which is a general .,-ourse not oriented toward logic at all,

ha=" a larp;er average enrollment than the logic course, and over the past

years the average dropout rate has been 13.6 percent. A course of a

different sort, the first intermediate course in logic, which is tech-

nically harder and requires some. mathematical and logical sophistication

on the part of the. students, has a smaller enrollment than the logic

course by a factor of 3 or 4. Summing the enrollment over the past 6

years, the average dropout rate in that course has been 27.8 percent.

Tt thus can be seen that the gropout rate is more or less comparable to

other courses It should. be emphasized that the University has a system

12
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Distribution of Grades

BEST COPY AVAILABLE

Quarter

Grades at end of each quarter

r

A B Pass
No

:redit

_

Incom-
plete

Total

Fall, 1972

Winter, 1972

Spring, 1973

Fall, 1973

Total

13

3

20

22

3

0

0

0

3

9

)+

4

11

,

14

2

4

12

32

13

12

18

58

52

21

46

60
__

58 28 179

Quarter

Grades of incompletes finished as of January 1, 1974a

A B Pass
No

credit
Total

Fall, 1972

Winter, 1972

Spring, 1973

Fall, 1973

Total

2

3

3

2

10

4

1

3

0

8

3

4

4

3

14

4

4

8b8

b
10

13

12

18

26 14.8

aAccording to University rules, students have one year after enroll-

ment to complete a course.

bThese students actually had further time available to complete the

course.

13
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courses and the

rollrent,

The a-:c...r;:;

tc)

Jr en-

(45.64 hours), comiAnel. with Olj' etimate of spent off tlie terminal

prol.len= Cl' .-):1 tne findirl-aloms exercises esti-

mat;a2t. !_ ).! , h t.fIr five units of

acalt:Tf.2 crett the st,Aents, receirr Tablri; 17 givez, mean and

ol, pat het

-------------, ------------

valiare of 7rne :Tent on .:1.11 lessons, This timing information is not

!ormo 4ri ny the numh of proLlem nor th.: problem types, but does

ciffilty in leartiinr: -.rtain proof procedures

Jr ta-u,,nt in eE,ch w, tim-. Increases in les-

'n *he students are taut;nt indire,:t proof procedure and in-

r-..!e!,-e . r Tiantf!r!-, vJr-11n,:e in Leszon 435 high-

the -::narar,1- ,n7 les7on. e'ithel a student can easily translate

Lhe statement& txpressed in Flo'nglish into tree predicate calculus, or he

na,. to spend a sw,rilficanti,, lor4-er `_rime tryino; different translations

or provin that hi: translation e :)c are not lc-Tic...111y equivalent to

the stored ane.wers.

Another view of systF.m u=sage was compiled in order to examine each

student's deviation from the average =odnt or time per les9on. Except

for 9 slmidents (8 n.J.st, 1. f"low), itudents were not uniformly fact or

law wi'h resp,?ct 'o ar-ri,-)hn". f Irr:F, pc:! lesson. Moreove/0

-.



TABLE IV

Average Time per Lesson

BEST COPY AVAILABLE

Lesson
Average time

in hours
Standard
deviation

No. of studentsa
campleting lesson

401 .31 .21 42

402 .21 .05 42

403 .50 .37 43

404 1.29 .77 43

405 3.12 1.40 43

406 1.56 2.28 43

407 1.00 1.22 43

408 4.43 2.79 43

409 2.57 .95 43

410 .42 .20 43

411 .44 .24 43

412 .53 .28 43

413 .23 .07 42

414 .87 .63 43

11-15 1.04 .62 43

416 1.02 .47 43

417 1.10 .54 43

418 1.44 .84 43

419 1.13 .60 43

420 1.54 .93 43

421 .40 .20 43

422 1.55 .71 39

423 .48 .19 40

424 1.65 .61 37

425 1.61 .60 37

426 2.66 1.31 38

427 2.74 1.01 36

428 5.05 2.78 35

15
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(Table IV} cont.)

Lesson
Avernge time

in hours

1;taildard

deviation
of studentsa

cumpleting lesson

429 5.96 .30 32

i. .51- 1.63 .70 '2.8

II'1...) 5.36 1.82 25

433 3.25 2.71 25

4-55 4.12 3.45 20

a .

Spring class only.
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the st-de:.ts do .1,1 ear to slow down or speed up in a uniform manner,

but are quite diverse in their deviation from the average.

Summaries of computer usage, total number of sessions each student

spent at the terminal, number of minutes spent, and the number of central

processor minutes each student's work required, are shown in Table V.

Insert Table V about here

Because the instructional system is basically a proof checker, consider-

ably more computation time i3 required to carry o.it the computer-student

interaction than is required by a traditional drill-and-practice system.

Students worked on Teletype (R) Model-33 terminals; terminals were

available in a classroom at TMOGS, During the spring quarter, the stu-

dents had access to 10 terminals frcm 3'1)0 p.m. until 6700 a.m., Monday

throui::h Friday, and all day Saturday and :unday. In the fall, the daily

schedule was extended to allow all-day access during the week; Friday

nights and Oaturdays.until 1 00 p.m. were reserved for machine maintenance

by the IMSSS staff.

A summary of the actual times the students used the system is shown

in terms of the total number of terminal hours per hour of the day in

Table VI. Thus, the entry for hour 0 is the total number of terminal

Insert Table VI about here

hours logged between midnight and.1:00 a.m. In the spring, 9:00 p.m.

was the most popular hour for working; while 2;00 p.m. was preferred

by the fall students, it waL,. t:ot t. students in the sprir

In each case, terminals were mainly utilized during hours when there

17



Number of Acs-101:.,

for 1'Ev.7J1

Student
identif.
number

Number
o f

sessions

Minutes
of connect

time
mina e s

2850 2491,05 122.toi

2851 201). 74,,)3

2852 L)7 3308,72 87 (2

2853 3944.8( 105.87

2854 24 1330.97 41,43

2855 90 3657.23 123.92

20 2056.27 96.58

2857 20 4390.77 0 5.12

'358 2777.65 10C.78

`)859 r8 2741.72 92,

31 58

2861 4.9 2381.32 94.23

2863 32: 2248.00 7.15

2864 65 3747.5, d,,.78

2865 66 3r,19,..: 105.10

28C7 88 2661.62 111,98

2868 17 893.38 24.78

2869 37 1512,75 64.77

2870 59 2707.72 87.627

2871 59 3018.18 113.73

2872 57 1896.15 56.67

2873 4.7 2877.75 92.70

nimc, CycleF:

Student
iaentif.

number

Number
of

sessions

Minutes
of connect

time

CVLY

minutes

2875 )50 3603.32 110.33

)b77 37 1685.80 70.00

2878 33 1837.92 50.18

2879 17 2249.12 74.27

288(_, 44 3833.43 106.87

2881 29 1929.15 48.78

2882 73 3708.98 110.32

2883 91 3410.52 121.28

2884 18 1852.72 29.53

2886 26 2072.28 76.85

883 17 1546.65 41.93

2889 67 2758.68 107.28

?89(2, 35 3285.87 118.45

2(591 69 2859.57 92.97

2892 13 807.95 32.77

2893 288 6710.22 200.73

2894 218 4456.53 144.55

2896 27 1700.72 53.87

2897 1) 1940.17 62.70

2898 40 2811.85 69.42

Averages 56.4 2742.52 85.45

18



TAITLE Vb

Number of Sessions, Connect Time and CPU Cycles

for Each. Student, Fall, 1973

Student
identif.
number

Number
of

sessions

Minutes
of connect

time

CPU

minutes

Student
identif.
number

Number
:)f

sessions

Minutes
of connect

time

CPU
minutes

1301 27 2680.97 75.55 13)3 36 2079.32 64.42

1302 44 2357,02 67.17 1334 25 2180.47 54,n5

1303 52 3791.35 80.40 1335 47 3297.02 95.28

1304 41 3518.07 38,52 1336 37 2474.85 63.63

1305 38 3425.22 81.67 1338 45 1977.37 53.80

1310 28 2070.32 61.42 1339 32 2704.12 95.07

1311 39 2738.05 90.68 1342 44 2458.50 69.83

1312 52 3013.20 73.48 1345 47 3766.53 94.40

1313 30 3877.23 225,28 134( 21 1798.17 60.18

1314 33 1853.22 40J)2 1347 36 2647.22 82.98

131t", 34)3.L)0 07.23 1343 27 2220.40 44.15

1320 31 1766.35 41.75 1349 21 1331.65 53.23

1322 36 1710.37 71.38 1352 34 1821.97 39.33

1323 45 3333.15 130.68 1.355 15 1216.63 34,87

1324 54 1857.67 62.08 1356 35 2824.07 72.87

1325 42 2274.87 63.35 1358 31 1436.17 44.67

1328 50 2357.65 85.25 1359 36 1748.63 57.78

1330 25 2009.05 59.28 1360 31 1570.50 63.05

1331 37 1853.17 61.90

1332 43 2506.30 60.08
Averages 36.9 2422.64 71.88
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I,t it !!'

Hours of
the day

Total number ot
1 rmi nal hiui

6

7

8

9

10

1.1

17

18

19

20

21

22

23

28:

1')

10

8

8

9

*lir

'2.7-If

91

361

418

'4C,

500

528

480

414

MmlanmE.a111



TATILF V711

Total Number of Hours Terminals Used

at Each Time of Day (Fall, 1973)

Hours of
the day

Total number of
terminal hours

0

1

2

3

4

5

6

7

8

9

10

62

41

18

ri

11

9

9

7

15

96

11 209

12 238

13 351+

14 392

15 589

16 339

17 222

18 112

19 211

20 254

21 250

22 175

25 104

21



war

pop:larity or the

;73t,lident ' V .!F;c-

;

1--(b .Len..,-, Ini".. '.4

those stdents who completed Le Gaon to rdrk order all problem types

pr:ernce in doing the type of problem, with the ex-

sym1:oli7ation problem iiu Lesson 45'). Table VII

Ina' Table V I about here-^ - -

shown `Alat :aerivations the rules of conditional proof (CP) and

indirect Iroof (IP) were preferred (also the most frequently encountered),

derivat:onr in general rInked second. The low rating

proof that axiom-, are independent or not, or prem-

ir.co:sic,tent or not, :',11ely due to the low frequency of

or oerc(- of these prol-)7em type':_ in the curriculum. Data on the stu-

ants' atdlity to make choices In these kinds of problems

s], )w 11n7 intuitions for determining consistency of prem-

ises or independence of axizmq were not well formed a for determining

the validity of an argument.

We ,;.lso asked all the students to complete an attitude survey.

Questions are shown in Appendix I; ratings on a 1-7 preference scale

are ,riven in Table MI. For the most part, students enjoyed the course,

Insert Table VIII about here

would like to take other computer-bald courses, and found they liked

the active irterac-tion the system afforded. They were not happy if a



TABLF VI:

Student Ranking of Preferred Problem Types

Problem type

Chci:e

1 7 8 9 10

Multiple choice

t.,!entential

5 12 3 0 0 3 3 5

3 7 7 4 3 2 1 3

Counter,,xmple by
truth assignment 4 5 6 5, 4 0 2 4 1

Der,vatiJnF using
CP ana IP 11 ,5 5I 6 3 1 3 1 1 1

Proofs in
elementary alvbra 5 6 2 -) 4 4 4 5 2 1

Finding axims 4 4 1. 4 3 3 6 5 2

Derivation:7 )f
formulas having
quantifiers 0 1 6 8 10 4 2 0

:.:ount.1,rexample

interpretation 1 2 7 1 5 4 7 5 4 1

Prxving pnamis,?s
consistent or
inconsistent 2 3 0 1 1 4 2 7 12 5

Proving axioms
independent. or
dependent 1 2 7 3 2 5 15

23



BEST WY AVAILABLE Results of Que3t1f7,nnaire (24 3tudn'-,$)

Question
number 1 2 3 14. 5 6

4

5

7

19

o

0

o

10

3

0

0

0

1

1

1

1

2

1

0

2

1

0

1

0

4

2

2

a.

1

5

2

4

3

0

12

18

16

6 3 3 3 4 3 5 3

7 o 3 4 2 5 4 6

8 0 0 2 6 8 4 4

9 7 5 5 1 2 2 2

10 3 3 7.5 0 5 5.5 0

11 11 3
e,, 5 2 e) o 1

0 2 5 6 6 5 0

13 3 6 2 2 4 4 3

14 7 6 6 0 1 2 2

15 3 6 6 4 2 2 1

24
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human tut wa: oprinr wer ,

that the terminals lier n,)t. avail ble bef:)r .:CC p.m. -'13i..jr an outstand-

ing majority, the vorkinr7 -,"1-11. own price at tne ter-

minals and enjoyed working on Lheir own) independent of the activities

of their classmates.

Based on comm,ents male by th,.? ctudents on these questionnaires,

several :ommands were added to thc. system in order tc facilitate review-

ing partial proofs an :,hortning soluticns, Commentc, by students in

the winter-1)73 class precipitat,A tr-e addition of the LE.3ON command

for skipping around curriculum problems.

Example Problems

The examples we have cflosen to describe in detail were selected

for one or more of the following reaz.ono (1) distribution of num-

ber of steps to complete a Eolution indiati a great variety of soil).-

tions, (2) rules required > solve the problem had a high percentage of

erroro, and (3) sverdz,: r%mber of hints r-queeAted for. the problem showed

that the problem was conniderei difficult by many - students. In each

example presentation, we provide a sample solution and the overall aver-

age, minimum, and maximum number of ,t,eps. Many problems are randomly

selected. If a student stopo.a session in the middle of constructing

a derivation, there is a good chance that he will not receive that same

problem at his next sesvion. Randomly assigned problems are numbered

as lesson.problem.1 or lessfm.problem.2.

A table of the, mjnimirr and ma.,J..im nu of volution steps for all

derivation problems *r(O such problems occur in the curricAlum) 15 provid4d



fall data.

In the initial iessol:.e:- t,'ft ,,'%DurSe, oLudents learn to constnict

propositional or sentential der':v.-1 7h : t;ht; a

mand lanc:uage consisting of mnemonics for inference rules, and conditional

and indirect proof procedures. The :Timmary of inference rules given to

the students appears in Appendix

The first example, shown in Figure 1, is interesting because it re-

quires a subsidiary derivation whose hypothesis is identical to one needed

Insert Figure 1 about here

in the main derivation. At the point of presentation of this problem,

the student has learned the rules modus ponens OLIO, working premise (WP),

and c!,:mditional proof procedure (OP).

Indirect proof. The indirect proof procedure (IF) is taught in

Lessor. 448, where the eighth problem, shown in Figure 2, is the first

Insert Figure 2 about her:

derivation example. To encourage the use of IP, the inference rule deny-

ing the consequent of a conditional sentence is not permitted in solutions

to any problems in this lesson. Control of this nature is part of the

basic lesson driver. The tenth problem in the lesson, shown in Figure 3,

Insert Figure 3 about here

is significant because three hints were available, and, on the average,

students requested one hint. This was one of only ten problems in which

26



DERIVE (((R & Q) ^)Q) ''')((R & Q) '.)S)) ..-4((R & Q) -4(Q --)s))

WP (1) UP & Q) --,Q) .)((R & Q) -4S)

WP (2) R & Q

WP (3) Q
WP (4) R & Q

,.3271 (5)

1.5AA (6)

(R
&&77Q)72---:QS

772KK (7) S

A.7013 (8) Q & S

2.8CP (9) (R & Q) --) (, & s)

1.9:!P (10) ((R & Q) )
Q) --4((R & Q) )s)) -4 ((R & Q) - (Q -4S))

Average number of steps: 10.3

Minimum number of steps: 10

Maximum number of steps: 15

Fig. 1. Sample derivation of Problem 405.12.2

27



BEST COPY AVAILARLE

DERIVE (NOT s) (S -4 NC'T Q)

YAP (1) NOT S
WP (2) S

WP (5)
1..31P (4) NOT Q

S2.4CP (5) -*NOT Q
1.WP (6) (NOT 3) -4(3 -) NOT Q)

Average number of steps: 6.2
Minimum number of steps:
Maximum number of steps: 10

Fig. 2. Sample derivation of Problem 408.8.2

28



DERIVE (NOT((W & R) -1L-7,)) (14 & R)

HYP (1)

WP (2)

TIP (3)

WP (4)

2.3.41P (5)

3.5CP (6)

1.6.21P (7)

1.7a' (8)

NOT ((W & ..--3) -)E'.)

NOT (W & R)
W & R

NOT S
S

(W & R) s

W & R
(NOT ((1.1 & R) --)s)) -4 0'7

Avfrage number of steps 3.6

Minimum number of steps: 8

Maximum number of steps: 17

r,

BEST COPY AVAILABLE

Fig. 3. 'ample derivation of Problem 408.10.2

16
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the avers T; , Many

students seemed to ha.: The rev

rule used in the ample coiuti)h is HYP, -1:,t-roduLe the hypothesL of

the desire' con,Llus1h.

Truth values. Exercises on assigning truth values to atomic formu-

las and on determining the truth value of a complex formula prepare the

stlJdent for the task of finding counterexamples to arguments that can be

symbolized in the propositional calculus. An example from Lesson 4090

seen in Figure 4, shows the steps a student might take to decide on the

validity of an argument.

Insert Figure 4 about here

Our tabulation of problems in which the student had a choice be-

tween constructing a counterexample or a derivation shows that this par-

ticular problem was attempted 37 times, 17 of which DER (derive) was

correctly chosen first, 12 times as the second choice. The derivation

is tricky because premise is not needed in the solution. New rules

used are form-a-disjunction (FD) and commute-a-disjunction (CD).

Identities. By Lesson 4110 the student constructs proofs using

rules for identity: number definition (ND), commute-equals (CE), and

addition of equal terms (AE). Distribution of steps in the example,

shown in Figure 5, is especially scattered, possibly because the solu-

tion can deceptively be constructed without a conditional proof. Only

Insert Figure 5 about here
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DERIVE NOT (R)

P (1) Q
P (2) & Q) -4 NOT W

P (3) w

CONSTRUCT A DERIVATION OR FIND A COUNTEREXAMPLE
TYPE DER OR CEX
CEX
FIND A 00UNTEREXAMPTE:

NOT (R)
(1) Q
(2) (S & Q) -4NOT W

P (3) W

YOU ARE LOOKING FOR A COUNTEREXAMPLE. THUS, THE
CONCLUSION MUST BE FALSE AND THE PREMISES TRUE.

NOW ASSIGN CONSISTENT TRUTH VALUES TO THE
REMAINING SENTENCE LETTERS.
S F
W T
Q f'

LET'S CHECK TO SEE IF YOUR TRUTH ASSIGNMENT
MAKES THE PREMISES TRUE AND THE CONCLUSION FALSE.
S & Q
NOT (W) F

(S & Q) -)NOT W T

YOUR ASSIGNMENT MAKES ALL THE PREMISES TRUE.

LET'S CHECK THE CONCLUSION.
NOT (R) F

CORRECT

Average number of steps: 8.1

Minimum number of steps: 7

Maximum number of steps: 12

Fig. 4. Sample derivation of Problem 409.16

31
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BEST COPY AVAILABLE

DERIVE ( B = C & C = D ) -) D =

( 1) D = C & C B

10E2 (2) (D C & B C) D B

20E1 (3) (C D B C) D = B

,3CC1 ) D) = B

Average number of steps: 7.8

Minimum number of steps:
Maximum number of steps: 17

Fig. 5. Sample derivation of Problem 411.14.2

32



one of the fall stedeete, i i,t five sprier, students, found the four-step

solution.

Replacement of a term by an e:.ival term is introduced in Lesson

413; more practice is given with this new role in Lesson 414. Only one

spring student and several fall students found. the clever eight-step

solution in the example, shown in Figule 6. The proof requires the

rule of number definition.

Insert Figvtre 6 about here
MO

Axioms. The commutative axiom kCA) is presented in Lesson 415 and

the associative law for addition in Lesson 416. As our analysis of

rules shows, AR and AL (associate right and left over addition) were

difficult rules to use (as were the associative laws for Boolean algebra).

Two problems from Lesson 41.E are pesenr,e,1 in Figures 7 and 8. We

Insert Figures 7 and 8 about here
wee

selected them also because they ere typical of the symbolic manipulations

performed. in constructing proofs in elementary algebra and in the propo-

sitional calculus. The minimum proof in the second example from this

lesson does not require use of the Al, rule, despite the fact that AL

was introduced immediately before presentation of the problem. 0oeveral

examples of such improper ordering of problems--improper in the sense

that their context is misleading--have been corrected. in later versions

of the course.

Three more axioms are taught in Leeson 417: zero (z), negative

number (N), and additive inverse (AT). The example from this lesson is

33



DERIVE NOT D < B

P (1) D = 7
(2) 6 = B

P (3) 5 + 1 = -*NOT 7 < B
ND6 (4) 6 = 5 + 1

17RE1 (5) 5 + = B
3.5AA (6) NOT 7 < B
10E1 (7) 7 = D
77E1 (8) NOT D < B

Average number of steps: 9.1
Minimum number of steps: 8
Maximum number of steps: 14

Fig. 6. Sample derivation of P-oblem 414.7.2
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BEST COPY AVAILABLE

DERIVE, 8 - (2 + 1) + 5

ND8 (1) 8 =, 7 + 1

(2) 7 = 6 + 1

1.211E1 (3) 8= (6 + 1) +
NV) (4) ,:, . 5 + 1

77RE1 (5) 8 ,--- ((5 + 1) + 1) + 1

5AR1 (0 5 (5 (1 + 1;) 1

ND2 (7) 2 = 1 + 1

7CE1 (8) 1 + 1 = 2
7777E1 ;9) 8 - (5 2) 1
.9AR1 (10) 8 . 5 + (2 + 1)

8C,A1 (11) 8 . (2 4 1) + 5

Average number of steps: 12.5

Minimum number of steps: 11

Maximum number of steps: 17

Fig. 7 Samp:.e derivation of Problem 416.19.2
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DERIVE

HYP
F ffi g

2.1RE1

Eyl.
TO4
77RE1
71=
7C A2

7 8 7 1 3

(5 + 1_

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(9) (5

4 + 2) + (2

5 + 1 = 4 + 2
6 . 5 + 1
6 . 4 + 2
4 + 2 . 6
4 . 3 + 1
(3 + 1) + 2 . 6
3 + (1 + 2) = 6
3 + (2 + 1) . 6

+ 1 = 4 + 2) --- 3

+ 1)

+ (2 + 1) = 6

Average number of steps: 13.6
Minimum number of steps: 9
Maximum number of steps: 25

Fig. 8. Sample derivation of Problem 416.22.2



Interesting hecal:se the wide aistrihutjon of number of steps might have

resulted from the inability to use the short forms of the axioms. The

short form for N (apply N in one step by letting the program determine

the correct instantiation of the axiom) is explained just before the

example problem, shown in Figure 9, is assigned.

Insert Figure 9 about here

Theorems. Students first lecirn about theorems and their use in

constructing proofs in Lesson 418, The example problem, shown in Figure

10, is an extremely simple one, yet only two students found the four-step

Insert Figure 10 about here

solution. They had just proved Theorem 1 ((-B) B = WI and had been

encouraged to use it in subsequent proofs. The problem is misplaced,

but we are still surprised at the difficulties most students seemed to

have.

Lesson 420 is included in the curriculum to demonstrate a second

axiomatic system, one in which the basic binary operation is noncommu-

tative. We added this lesson in the winter, 1973, because in our pre-

vious expe4.ence we seemed to find students finishing with the impression

that "the world commutes." Theorems proved in Lessons 418 and 419 must

be proved in this new system; the proofs, without Ck available, are of

course more difficult than when OA is available.

Problem 420.4, shown in Figure 11, is the proof of the first theorem.

It is, in terms of the number of hints requested 4 the students, the

Insert Figure 11 about here
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DERIVE C + (3 + (-C)) . 1 + (1 + 1)

AI B + -B = 0
B:C (1) C + -C = 0

(2)

ND2 (3)

2.3RE1 (4)

:12 ( 5 )

:C 4 -C (b) 3+ (C4 -C) = (1+ (1 + 1)) + (C + -C)
6Al2 (-) 3 + + -C) = (1 + (1 + 1)) + 0

7z1 (8) 3 (c + -01 1 + (1 + 1)

Al (9) (3 + c) + -c = 1 + (1 + 1)

90,1 (10) (i.! 4 31 4 -C + (1 1)

10AR1 (11) C + (3 + -c) = 1 4 (1 1)

3

2

.

=

2 + 1
1 + I

3 = (1 + 1) f 1

3 = 1 + (1 + 1)

Average number of steps! 12.6
Minimum number of steps: 11

Maximum number of steps 20

Fig. 9. Sample derivation of Problem 417.24.1
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DERIVE

LT
7( + 6)

1Z1

2CA3

BEST COPY AVAILABLE

(0 + 6; + (11 - 5) =

+ (11 - (5 + 0)) (1)

6 + (11 - (5 f 0))

(0 + 6) + (11 - (5 0))

(0 + 6) + - (5

(0 + 6) + (11 - 5) =
(C + 6) + (11 - (5

(0 + 6) + (11 - 5)
(6 + 0) + (11 - (5

(0 + 6) + (11 - 5) =
6 (11 - (5 + 0))

+ 0))

+ 0))

+ 0))

(2)

(3)

(4)

Average number of steps: 10.5

Minimum number of steps: 4

Maximum number of steps: 34

Fig. 10. Sample derivation of Problem 418.8.1
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PROVE (-B) + B = 0

AI B + -B = 0
B:-B (1) (-B) + (--B) = 0
Z B+ 0 =B
1:-B (2) -B + 0 = -B
Al
B: B (3) B + -B 0
3CE1 (14.) 0 = B + -B
=1E1 (5) (-B) (B + -B) = -B
LE
--B (6) ((-B) 4- (B + -B)) + --B = (-B) + (-

tAL1 (7) ( (-B + B) + -B) + --B =(-B)+ (--B)

AR2 (8) (-B + B) + ((-B) + --B) =(-B)+ -43)
n (9) (-B B) + 0 = (-BY* (--B)

9Z1 (10) (-3+ B =(-B)+ (--B)
1OAI1 (11) (-3 + B =

Average number of steps: 13.8
Minimum number of steps: 7
Maximum number of steps: 34

Fig. 11. Sample derivation of Problem 420.4.0
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BEST COPY AVAILABLE

most difficult problem in the curriculum. An average of approximately

two hints were req,'e-ced, higher than any other problem. When this

theorem was proved in the theory of Abelian groups, the average number

of steps for a solution was twc, in contrast to the average of 13 steps

required in proving the same theorem without the commutative axiom.

This same difficulty held true in proving the remaining six theorems

in the lesson, despite the fact that availability of Theorem 1 should

have made the proofs as simple as when .:11 was available.

Translation. We show only one example from Lesson 422 on translating

English statements into the formalism of first-order logic (without quan-

tifiers). It is a problem in which the student has already translated

each premise and the conclusion as separate problems (Figure 12). The

Insert Figure 12 about here

sample proof uses De Morgan's Law (DM), definition of implications (DFA),

deny-a-disjunct (DD), and right conjunct (RC).

Quantifiers. The notation we have developed for teletypewriter rep-

resentation of ''for all x, S(x)' and "there exists an x, S(x)" is

"(A X)S(X)" and "(E X)S(X)", respectively. The commands for intro-

ducing and eliminating quantifiers (Lesson 426) are universal specifi-

cation (US), universal generalization (UG), existential specification

(ES), and existential generalization (EG). Restrictions on the use of

these commands are taught in Lesson 427.

The rules US and UG are used in the next example problem, Figure 13,

in which the student shows the validity of an argument about featherless

Insert Figure 13 about here
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Q . LOVE IS BLIND
R = MEN ARE AWARE OF THE FACT THAT LOVE IS BLIND
S = WOMEN TAKE ADVANTAGE OF THE FACT THAT LOVE IS BLIND

DERIVE S

P (1) (Q & NOT R) OR (Q & s)
P (2) (NOT R) --'NOT Q

2DFA (3) R OR NOT Q
DM (4) NOT (NOT R & Q)
T:t1 (5) NOT (Q & NOT R)

1.5DD (6) Q & S
(DRC (7) S

Average number of steps: 10.5

Minimum number of steps: 7
Maximum number of steps: 20

Fig. 12. Sample derivation of Problem 422.39.0



BEST COPY ill/ARABLE

ONLY BIRDS HAVE FEATHERS
NO MAMMAL IS A BIRD

.: EACH MAMMAL IS FEATHERLESS

DERIVE (A X) (M(X) -4NOT F(X))

P (1) (A X) (F(X) -)D(X))
P (2) (A X) (M(X) -a NOT D(X))

1US
X:X (3) F(X) -D(X)
2US
X:X (4) M(X) DOC)

Egi (5) NOT D(X) --)NOT F(X)

4.5E (6) M(X) --3 NUT F(X)

:X (7) (A X) (M(X) F(X))

Average number of steps: 9.1

Minimum number of steps: 7
Maximum number of steps: 17

Fig. 13. Sample derivation of Problem 426.44.0
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.
4.. themtala. It is'tLe'last problem in.tnz, .c f. %.1 The mirAlTan seven-step

proof uses the contrapositive rule (CON), one not especially emphasized

in the curriclaum.

In the case of al, we adopted the convention that the variable of

quantification may only be replaced by an 'ambiguous' name. Ambiguous

or arbitrary names are denoted by an asterisk followed by any variables

occurring free in the formula to which ES is applied.

The rule EG replaces all occurrences of a proper name or ambiguous

name by a variable of quantification. We chose problem 33 from Lesson

427 (Figure 14) to demonstrate the use of the four quantifier rules.

Insert Figure 14 about here

The problem is not necessarily a difficult one, making the wide distri-

bution of the number of steps to solution somewhat surprising. The fall

students did much better than the spring students on this problem.

In reviews requested during work on derivation problems, the pro-

gram provides references to any flagged variables (i.e., those variables

introduced free in a premise line) occurring in each line, as well as

references to the premise line upon which the flagging depends. Again,

this notation follows the rule usage adopted in Introduction to Logic

(Supper, 1957).

Interpretation. The notion of interpretation of a set of state-

ments written in English is introduced in Lesson 423 and then elaborated

on in Lesson 428 where the method for showing an argument invalid is ex-

plained. We take the set of rational numbers as the domain of interpre-

tation. To show that an argument is invalid, the student provides an
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BEST COPY AVAILABLE

DERIVE (E X) (1(X) & (A Y) (P( -)NOT L(XIY)))

P (1) (A X) (P(X) -)H(X))

P (2) (E X) (I(X) & (A Y) (H(Y) -4NOT L(X,Y)))

2ES

X:* (3) I(*) & (A Y) (H(Y) L(*sY))

lUE
X:Y (JO P(Y)
RC (5) (A Y) (H(Y) -*NOT L(*IN0)

Y:Y (6) H(Y) -iNCT L(*,Y)

4.7HS (7) P(Y) L(*,Y)

212
:Y (8) (A Y) (P(Y) -4NOT L(*.07

,31)C (9) I(m)
q:SFC (10) I(') & (A Y) (P(Y) -)NOT L(*-

10EG
*:X (11) (E X) (I(X) & (A Y) (P(Y) -iNOT L(X,Y)))

Average number of steps: 12.8

Minimum number of steps: li

Maximum number of steps: 20

Fig. 14. Sample derivation of Problem 427.33.2

ft,
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interpretation of each atomic l'ormul in tnf:, qrrIment an.: then proves

the truth of an interpretation of a premise by. deriving it as a theorem

in the algebra of rational numbers. To prove a conclusion is false,

the student derives the negation of the interpretation of the conclu-

sion.

The student facilitates the repeated need to prove such statements

as (A X)(NOT X=X X=X) and (A X)(X=X -4 X=X) by using the system's

INIT mode to prove lemmas. The ability Lo predict the usefulness of

such lemmas shows a good level of understanding on the part of the better

students in the course. We discuss this further in a later section.

In addition to constructing derivations to show that an argument

is valid or invalid, we use derivations to show that an axiom is depen-

dent on other axioms or that a premise is inconsistent with other prem-

ises. We use an example from Lesson 429 (Figure 15) to demonstrate the

format of such problem types. The students show that a premise is

Insert Figure 15 about here

inconsistent with other premises if its negation is derivable from the

other premises. A set of premises is consistent if and only if it has

at least one true interpretation (in terms of the axioms and theorems

of elementary algebra). For example, students construct a proof that

the two premises

All unicorns are animals.

No unicorns are animals.

are consistent; in the figure, the student proves Axiom 1 is inconsistent
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BEST COPY AVAILABLE

ALL MEN ARF AN
ALL ANIMALS ARE MORTAL
SOME MEN ARE NOT MORTAL

SHOW THE THIRD PREMISE IS INONSI3TENT
WITH THE FIRST TWO PREMISES

DERIVE NOT (E X) (h(X) & NOT M(X))

P (1) (A X) (H(X) -4S(X))

P (2) (A X) (S(X) -:M(X))

1L7

X:X (3) H(X) -)S(6
2UG

x:x (4) -J(x) -d4(x)

3.4Hq (5) H.X) -)M(X)

DFA. (6) NOT H(X) OR M(X)

oDM (7) NOT (H(X) & NOT M(X))

7UG
:X (8) (A X) (NOT (H(X) & NOT M(X)))

8QN (9) NOT (E X) (H(X) & NOT M(X))

Average number of steps 11.3

Minimum number of steps 8

Maximum number of steps: 18

Fig. 15. .ample derivation of Problem 429.11.0
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with Axioms 2 and 5 (onstr!lcin l'irst axiom is

false and the other two true.

We selected one problem from the lessons on Boolean algebra (Figure

16). The average numLer of hints for thio problem was one; two hints

Insert Figure 16 about here

were actually available. This is proof of TheorelLL 179. Data from the

next three theorems also showed a high number of requests for hints.

The symbolization problems in Lesson 1i35 present another challenge

to the students' intuitive reasoning. If the student's response is not

logically equivalent to a stored answer, he must construct a proof to

show that logical equivalence does not hold between his answer and the

one stared with the curriculum problem. He must also designate which

of the two expressions will have the false interpretation and which the

ti_le, since the implication may hold only in one direction. To carry

out proofs in this lesson, students were encouraged to prove (NOT NOT R)

Ili' R, which should have made problem 435.13 (Figure 17), an exercise in

Insert Figure 17 about here

proving two statements not logically equivalent, quite easy. Judging

from the scattered distr;bution of solution steps, this suggestion did

not seem to help. This problem was also the first time Ra, replace-

equivalent-formulas, was available for use by the students. We show

two solutions--one using quantifier rules, the other using RQ.

Finding axioms. In a previous report (Goldberg & Suppes, 1972)

we examined the diversity of solutions obtained by students for the
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BEST COPY AVAILABLE

THEOREM 179

PPME (C V G t r to

HYP (1' 0VH, G t H
TH168 G t V H) =

1:11

2.1RE1
1777 t H)

l2) 3 t (G v H) -G

(3) G t (G t H) = G

t K =C t (H K)

H G
KCIT (4) ici t G) t H= G t (G t H)

4.3RP4 '9) (G t G) t H = G

5Tri1t)4.1 ())) GIH= G
THA (G 1 iG V H)) = G

G:H
H: C. (7) (H t (H V G)) = H

Ida (8) HVG=GtH
77171.E1 (9) H t (G t H) = H

9C11 (10) (G t H) t H= H
10IA1 (11) G I (H t H) = H

1.1'211164.1 (12) GtH= H
12.613E1 (13) . H

143CP (14) (G V H G t H)--)G = fl

Average number of steps: 21.5

Minimum number of stalls: 14

vtaximum number of steps: 38

Fig. 16. Sampltt derivation of Problem 423.44,0



DERIVE

It

NOT (A x) D(X)

Proof 1: P (1) NOT (A X) NOT NOT D(X)

AP (''') D(X) (STEPS 2-8
NOT NOT D(X)2DN (3) ARE A202 (4) D(X) -+NOT NOT D(X) LEM.)

WP (5) NOT NOT D(X)
DN (6) D(X)

L.Clb (7) NOT NOT D(X) --dD(X)

1:4al (8) NOT NOT D(X) IFF D(X)
1.8RQ1 (9) NOT (A X) D(X)

Proof 2: P (1) NOT (A X) NOT NOT D(X)
HIP (2) (A xi D(X)

1QNC (3) (E X) NOT D(X)

1E2
X:* (4) NOT D(*)
2US

X:* (5) D(*)
4.7.2IP (6) NOT (A X) D(X)

Average number of steps: 9.8
Minimum number of steps: 3

Maximum number of steps: 19

Fig. 17. Sample derivation of Problem 434.13.0
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BEST CCIIIHMULABLE

finding-axioms exercises. The stu&ehts were seventh graders as well. as

college students. The data for the classes ahalped here were broadly

similar, and consequently we orrit ?.711

Choice of method. Three kinds of problems in the curriculum are

designed to give the student an opportunity to develop some intuition

about the validity or invalidity of arguments. They are (1) derive or

find a counterexample usinir truth table analysir (DC), (2) derive or

find a counterexample using the method of interpretation (DI), and (3)

show premises inconsistent or give an interpretation to show premises

inconsistent (DIC). In each case, the student states his choice by

typing commands DER (derive), EX (counterexample by truth analysis),

or INT (method of interpretation). He can change his choice at any

time by typing one of the three choices; he can restart within the

present choice by typing RI=ART.

Table IX presents our data on the students' choices, sorted by

problem number. It provides an enumeration of the number of times each

Insert Table IX about liere

problem was attempted, the correct choice, and the number of times the

choice was correct on the first or the second try. Table X compiles

Insert Table X about here

the same data, sorting by problem type. There are 27 problems (15 with

random selection) involved. From this information, it appears that the

students have some difficillty with each tyv: of problem, some of which

we feel was due to defec'.9 in our presentation of uses of the method

of interpretation.
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TABLE IXa

Data on Students' Choices of Correct Method of Attack (Spring, 1973)

Problem
No.

Problem
type

Correct
choice

No. times
chosen first

No. times
chosen second

Total times
problem tried

409.12.1 DC DER 15 8 24

409.12.2 DC CEX 10 8 24

409.13.1 DC DER 16 6 22

409.13.2 DC CEX 13 4 17

409.14.1 DC CEX 16 4 27

409.14.2 DC CEX 19 5 31

409.15.1 DC CEX 20 3 24

409.15.2 DC CEX 16 0 20

409.16.1 DC CEX 19 6 26

409.16.2 DC DER 9 4. 17

409.17.1 DC CEX 23 2 26

409.17.2 DC CEX 11 4 18

409.18.0 DC DER 3 0 3

409.19.1 DC CEX ,4-4 3 20

409.1i.2 DC CEX 5 2 24

409.20.1 DC DER 9 5 16

409.20.2 DC CEX 21 7 29

409.21.1 DC CEX 21 1 22

409.21.2 DC CEX 18 0 20

409.26.1 DC DER xl 5 39

409.26.2 DC DER 13 14 35

426.17.0 DI INT 29 10 45

428.18.1 DI INT 12 1 23

428.18.2 DI INT 13 4 21

428.19.1 DI INT 9 2 13

428.19.2 DI DER 12 1 26

428.20.4 DI INT 3 16

428.21.1 DI DER 20 1 23

428.21.2 DI DER 7 9
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(Table IXay cont.)
BEST COPY AVAILABLE

Problem
No.

Problem
type

Correct
choice

No. times
chosen first

No. times
chosen second

Total times
problem tried

428.22.1 DI DER 13 0 15

428.22.2 DI DEP. 17 0 22

428.23.1 DI INT 9 9 19

428.23.2 DI INT 11 3 15

428.24.0 DI INT 11 0 12

428.25.0 DI INT 14 5 20

428.26.0 DI DER 14 0 17

429.20.0 DI INT 30 16 50

429.21.0 DI INT 52 22 86

429.22.0 DI INT 33 10 55

429.12.0 DIC INT 28 12 46

429.13.0 DIC DER 28 5 41

429.14.0 DIC INT 18 20 39
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PAPte

Data on Students' Choices or Correct Method cf Attack (Fall) 1973)

Problem
No.

Problem
type

Correct
choice

No. times
chosen first

No. times
chosen second

Total times
problem tried

409.12.1 DC DER 13 8 21

409.12.2 DC CEX 8 8 18

409.13.1 DC DER 10 8 22

409.13.2 DC CEX 11 6 18

409.14.1 DC CEX 14 7 22

409.14.2 DC CEX 15 2 18

409.15.1 DC CEX 15 6 21

409.15.2 DC CEX 13 2 16

409.16.1 DC CEX 17 3 20

409.16.2 DC DER 8 8 20

409.17.1 DC CEX 15 14. 19

09.17.2 DC CEX 14 2 16

409.18.0 DC DER 1 0 3

409.19.1 DC CEX 18 1 22

409.19.2 DC CEX 4 1 18

409.20.1 DC DER 17 3 22

409.20.2 DC CEX 17 4 24

409.21.1 DC CEX 24 0 25

409.21.2 DC CEX 13 1 14

409.26.1 DC DER 26 12 44

409.26.2 DC DER 17 13 36

428.1(.0 DI INT 27 16 47

428.18.1 DI INT 16 2 20

428.18.2 DI INT 11 9 21

428.19.1 DI INT 16 6 22

428.19.2 DI DER 7 0 28

428.20.0 DI INT 17 0 20

428.21.1 DI DER 22 0 27

428.21.2 DI DER 14 2 19
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(Table In, cont.)

Problem
No.

Problem
type

Correct
choice

No. times
chosen first

No. times
chosen second

Total times
problem tried

428.22.1 DI DER 20 22

428.22.2 DI DER 15 0 18

428.23.1 DI INT 11 7 23

428.23.2 DI INT 19 3 23

428.24.0 DI INT 8 2 17

428.25.0 DI INT 9 5 15

428.26.0 DI DER 12 3 18

429.20.0 DI INT 33 14 58

429.21.0 DI INT 43 15 64

429.22.0 D7 INT 37 9 49

429.12.0 INT 28 16 52

429.13.0 DER 41 5 55

429.14.0 DIC INT 15 23 47
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TABLE Xa

Choice of Method of Attack by Problem Type (Spring, 1973)

Problem
type

No. of first f first No. of sec- % second* No. of

choices choice and choices choice times type

correct correct correct correct occurs

DC 322 56.1 A$-"66.5 91

DI 316 64.8 87 50.9 487

DIC 74 58.7 37 71.2 126

*Giver first choice incorrect.



TABLE Xb

Choice of Method of Attack by Problem Type (Fall, 1973)

Problem
type

No. of first % first No. of sec- % second* No. of

choices choice and choices choice times type

correct correct correct correct occurs

6.1rflt 290 99

DI 337 65.9 94 54.o 511

DIC 84 54.5 44 62.9 154

*Given first choice incorrect.
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Special Commands

Several special features of the instructional system are of interest:

hints, reviews, initiative, and redoing solutions. In the previous sec-

tion we displayed three of the ten problems in which the average number

of hints requested was approximately one, or, in one case only, two.

Students reported that they did not always ask for a hint when they

needed one (seeking a teaching assistant instead) because they were not

aware they were able to do so or, when they did, no hints were available.

We found that the students in the spring quarter had a 57 percent error

rate with the HINT command; 1,291 out of 2,232 uses of HINT were handled

with the comment "NO HINT AVAILABLE." In the fall, the error rate for

INIT was 54 percent, that is, 1,324 out of 2,449 uses of the command.

Detailed data on all problems which either had a stored hint or for which

at least one student requested a hint are shown in Table XI. An extended

Insert Table XI about here

discussion of the problem of helping students with hints and other methods

is given in Goldberg (1973).

A simple visual aid, reprinting the partial solutions with error

messages and deleted lines omitted, was provided when the student typed

the command REVIEW. REVIEW was used on the average about 44 times in

the spring quarter and about 69 times in the fall quarter. Several

students were recorded as requesting a review of their work more than

100 times. In other cases, students never used the command. This
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TABLE XIS.

Data on Availability and Use of Hints (Spring, 1973)

Problem
no.

No . of

hints
available

No . of
hints

requested

404.18.1 0 1

404.20.1 0 3

404.22.1 2 10

404.22.2 2 12

405.2.1 0 1

405.2.2 0 1

405.3.1 0 2

405.3.2 0 4

405.4.1 0 13

y05.4.2 0 4

405.5.1 0 8

405.7.1 0 11

405.7.2 0 2

405.8.1 0 6

405.8.2 0 7

405.10.1 0 7
405.10.2 0 1

405.11.1 0 3

1;05.11.2 0 5

405.12.1 0 6

405.12.2 0 4

406.4.2 0 1

406.18.2 0 1

407.1.0 0 1

407.4.1 0 1

407.14.1 0 1

407.15.2 0 1

407.20.1 0 2

407.21.1 0 5

407.21.2 0 5

408.6.10 0 14

408.7.1 0 2

408.8.1 0 18
408.8.2 0 15

408.9.1 0 5

408.9.2 0 6

408.10.1 3 68

448.10.2 3 45

408.11.1 1 10

408.11.2 1 10

Problem
no.

No. of
hints

available

No. of
hints

requested

408.12.1 1 6

4-013-.-17.-2 1 15

408.13.1 1 6

408.13.2 1 0

408.14.1 1 11

408.14.2 0 5

408.15.1 1 12

408.15.2 1 16

408.16.2 0 4

408.17.1 0 1

408.17.2 0 2

408.18.1 0 3

408.18.2 0 1

408.19.1 1 10

408.20.0 1 7

408.21.0 0 4

408.22.0 2 17

408.23.1 1 4

408.23.2 1 15

408.24.1 .0 5

408.24.2 0 5

408.25.1 0 8

408.25.2 0 2

408.26.1 0 15

408.26.2 0 11

408.27.0 0 4

408.28.0 0 2

409.1.0 0 1

409.12.1 0 2

409.13.1 0 1

409.16.2 0 1

409.20.1 o 3

409.24.1 1 4

409.24.2 1 11

409.25.1 0 33

409.25.2 0 15

409.26.1 0 4

409.26.2 0 9

410.16.1 0 2

410.16.2 0 4
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(Table XIa,

Problem
no.

No. of
hints

available

No. of
hints

requested

410.17.2
410.26.2
410.28.1

411.14.2
412.24.1
412.24.2
412.27,2
14.;',1

414.-.2
414.5.1
414.8.2
414.12.1
414.14.2
415.21.2
415.24.2
415.2.1
415.2').2

415,2.1
415.26.
415.31.2
419.32.2
41J .8.1

41(,,S.2

416,9.1
416.9,2
416,14.0
416.18.2
416.19.1
416,19.2
417.17.1
417,18.2
417.19.2
417.25.1
417.25.2
417.26.2
417.27.1
418.3.0
418.8.1
418.8.2
418.10.2
418.14.1
418.17.1

0

0

0

0

0
0

0
0
0

0

1

1

3

1

2

1

1

1

1

1

1

1

6
1

2.

6
5
2

2

1

1

1

3

3

0
2

3.

1

1

1

1

2

1

1

10
2

2

2

3.

2

4

6o

Problem
no.

No. of
hints

available

No. of
hints

requested

418.18.1 1

418.19.1 0 1
418.21.2 0 1
418.25.1 0 1
418.25.2 0 3
419.3.2 0 1

419.11.2 0 1
419.13.1 0 1
1+20.4.0 0 95
420.5.0 0 21

420.6.0 0 1

420.8.0 0 2

420.9.0 0 11

420.10.0 1 32

422.19.0 0 2

422.23.0 0 1
422.27.0 0 1
422.28.0 0 2

422.39.0 0 2

424.11.0 0 3
1+24.12.0 0 1

426.4.0 0 1

426.6.0 0 2

426.9.1 0 1

426.11.1 0 1
426.11.2 0 2
426.32.2 0 2

426.38.2 0 5
427.31.0 0 14.

427.32.1 0 2

427.32.2 0 5
427.33.1 0 2

427.33.2 0 1
427.35.0 2 0
427.36.0 3 17

427.37.0 1 0
427.38.0 1 2

427.40.0 1 5
427.42.0 1

427.49.0 0 8
428.13.0 0 29
428.14.0 0 3
428.15.0 0 2



(Table XIa, cont.)

Problem
no.

No. of
hints

available

No. of
hints

requested

428.17.0
428.20.0
428.23.1

0
0
0

1

2

2

1429.6.0 0

429.12.0 0 4

429.13.0 0 2

429.14.0 0 2

429.17.0 0 5

429.18.0 1 6

429.20.0 1 21

429.21.0 2 72

429.22.0 0 36

431.2.0 0 1

431.7.0 0 3

431.9.o 0 3

431.17.0 0 3

431.20.0 1 1

431.21.0 0 .2

431.25.0 0 2

431.26.0 0 6

431.33.0 0 3

431.34.0 0 11

432.10.0 0 6

432.12.0 0 3

432.13.0 0 1

432.14.0 0 3
432.16.0 2 15

432.21.0 1 31

432,24.0 1 26

1

Problem
no.

No. of
hints

available

No. of
hints

requested

432.25.0 1 15

432.27.o 1 33
432.28.0 0 16

432.30.o 3 43
432.33.0 0 8
432.34.0 0 3
432.37.0 2 45

432.38.0 3 45

432.41.0 0 10

432.42.0 0 2

432.43.0 0 2

432.44.0 2 42

432.45.0 2 39
432.46.0 2 74

432.47.0 2 55

433.5.0 0 1

433.6.o 0 2
433.7.0 0 14

433.8.0 2 51

433.9.c 1 25

433.10.0 1 30
433.12.0 1 33
433.13.0 1 12

433.14.0 1 27

435.11.0 o 2

435.12.0 0 2

435.13.0 0 25

435.16.o 0 12

435.17.0 o 9
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TATILF

Data on Availability and Use of Hints (Fall, 1973)

Problem
no.

No. of No. of
hints hints

available requested

2404.15.2 0

404.22.1 2 3

404.''2.2 2 13

405.2.1 0 3

405.2.2 0 1

405.4.1 0 6

405.4.2 0 6

405.5.2 0 1

405.8.1 0 9
405.8.2 0 1

405.9.1 0 5

40.9.2 0 3

405.11.2 0 1

405.12.1 0 2

405.1,%2 0 3

40.10.1 0 1

407.3.1 0 1

407.21.2 0 5

408.6.0 0 14

40.8.i 0 9
408.8.2 0 10

408.9.1 0 2

408.9.2 0 3

408.10.1 3 34
408.10.2 3 52

408.11.1 1 11

408.11.2 1 1

408.12.1 1 7

408.12.2 1 3

408.13.1 1 7
408.13.2 1 6

408.14.1 1 9
408.14.2 0 7
408.15.1 1 16

408.15.2 1 16

408.16.1 0 4

408.16.2 0 3.

408.17.1 0 2

408.17.2 0 2

408.18.1 0 1

408.18.2 0 2

MIL

408.19.1
408.19.2 0 2

408.20.0 1 0

408.22.0 2 12

408.23.1 1 5

408.23.2 1 17

408.24.1 0 1

408.24.2 0 7

408.25.1 0 3

408.25.2 0 3

408.26.1 0 8

408.26.2 0 12

408.27.0 0 3

408.28.0 0 2

409.1.0 0 2

409.12.1 0 2

409.18.0 0 1

409.20.1 0 5

409.22.0 0 1

409.24.1 1 8

409.24.2 1 13

409.25.1 0 21

409.25.2 0 13

409.26.1 0 9
409.26.2 0 10

410.16.1 0 3

410.16.2 0 1

410.22.2 0 1

410.27.2 0 5

411.11.2 0 1

411.24.2 0 1

412.22.2 0 1

412.24.2 0 2

414.2.2 0 2

414.18.1 0 1

415.21.2 0 1

.415.25.2 0 4
415.26.1 0 8

415.26.2 0 3
415.27.1 0 1

415.32.1 0 1

Problem
no.

No. of No. of
hints hints

available requested

11
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(Table X7b.,

Problem
no.

No. of

available

No, ,,)f

hint
requelted

Problem
np.

...W.W

No. of
hints

available

No. of
hints

requested

4168.2
41e,.9.1

416.9.2
-1--4-7,0----

0

0

0
1

Iiilm..111
1

1
S,

427.49,0
428.1 5.0

4+28.15.0

o

0

0

5

18

3

p19 r 1 0 1 428.19.1 0 1

417.1-7,1 0 1. 428.2:,2 0 1

417.17,2 0 1 428.22,1 0 2

417.25-1 0 2 428.C., 0 1

4.. J d5 , 2 0 4,28.23.1, 0 1

417. c6 .2 0 -1
4,:6,)4.0 0 3

417,27.1 1 .,, 428,25,0 0 .J.

418.8,2 C 48.26.00 0 1

418,10 C 1 429.6.0 0 6

1.18,14.2 0 1. 429.11.0 0 1

418.17.1 0 2 429.12.0 0 3

418.25.1 C 2 429,13.6 0 3

418.25.2 0 ,
_ 429,14.0 0 4

413.27.1 o 1 42917,0 0 3

420.4.0 0 13c 1.29,18 o 1 6

420.5,0 0 18 429.2o,0 1 33

420.10.0 1 32 L. )921,0 2 54

1.22.13J) 0 2 429.22.0 C 33

22 27.,C C' 1 43-1 7,0 0 2

422. c, 4 141.9,0 0 1

422,39.0 C 4 41,, 1.1.0 0 2

424.11,0 0 5 4:!1.20.0 1 6

424.12 0 1 14.,' .21.0 0 i
426.3.0 0 1 437..24.0 o 1

426.6.0 0 4 451.e5.0 0 3

42C,.9.1 0 -2 431 2C.0 0 5

426.11.1 0 3 Le,;, , '1,,C. 0 12

426.32.2 C 1 432.8.0 0 1

42E:.38.2 0 8 432.1(00 0 4

42C.44.0 C 1 432.12.0 0 5

427.31.0 n 6 432.16.0 2 0 17

427.32.1 0 5 432.21.0 1 26

427.32,2 0
-
, 432.24,0 1 24

427.33.1 0 3 432.25.0 1 15

427.33.2 0 1 432.27.0 1 40

427.35.0 2 0 432.26.0 0 18

427.36.0 3 9 432.30.0 3 69

427.37,0 1 0 432.33.0 0 9

427.-)8.0 0 45,2,!4.r 0 7

427.40.0 - 2 432.37.0 2 36
IIIMMIY101.
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(Table XII,

Problem
no.

No. of
hints

available

No. of
hints

requested

432.38.0 3
2

432.41.0 12
432.42.0 0 1

2.3.
432.44.0 2 66

48
432.4(..0 2 43

432.47.0 2 83
433.5.0 0 1

433.(,.0 0 1

4A.7.0 0 4

Problem
no.

No. of
hints

available

No. of
hints

available

433.8.0 2 q5

433.9.0 1 32

433.10.0 1 38
32-4-3270-- 1

433.13.0 1 14

433.14.0 1 31

435.11.0 0 2

435.13.0 0 17
435.16.0 0 9
435.17.0 0 6



information is tabulated. in Table XII. Another way to get a fresh start

Insert Table XII about here

on a solution is to delete all lines except premises (which are, of

course, part of the problem statement,. Out of 7,577 (8,251 in the

fall) uses o
a./

requests to restart a proof--about 27 percent (32 percent in the fall).

So this was a generally useful command.

The third feature is under curriculum control. It is possible to

require certain commands to be used, or not used, in the construction

of a proof. If the student completes a solution that is incorrect

solely because it does not meet the constraints, he is asked to redo

the problem. This is utilized in the curriculum to

(1) get the student to use a newly taught rule or recently proved

theorem;

(2) encourage the student to try diverse solutions; and

(3) encourage use of short forms of rules by constraining the use

of replace-equals rule (RE).

Students in both quarters had to redo a solution only about 3 times

out of 35 possible problems that included such constraints; only 4 stu-

dents avoided the need to redo a problem.

Many students had difficulty finding a solution within the con-

straints of problem 415.30 (ostensibly chosen to encourage the use of

the short form of CA):

USE LT IN THIS PROBLEM.
DERIVE 5+6=6+5

b5



TABLE XIIa

Student Use of Spcinl Commands

(Data by Individual Students, Sprint, 1975)

Student NEWS INIT LESSON REVIEW REDO

2850 13 75 49 28 1
2851 2 6 0 0 4

2852 9 10 0 145 2

2853 2 31 18 89 4

2854 1 8 0 35 2

2855 8 25 29 94 2

2856 5 6o 7 165 7
2857 8 20 5 32 3
2858 5 22 37 79 2

2859 7 27 20 14' 2

2860 2 8 3 12 0

2861 6 24 22 7 2

286: 9 6 0 84 3
2864 3 14 24 67 4

2865 4 10 7 0 3
2867 5 26 15 61 1

2868 4 7 1 65 3

2869 3 7 0 89 7
2870 7 3o 19 0 0
2871 4 13 15 9 2

2872 20 45 17 8o 3
2873 3 20 1 46 3
:2875 6 24 18 15 2

2877 2 11 3 73 4

2878 5 11 0 0 5
2879 9 31 10 26 1

288o 1 18 14. 59 4

2881 7 14 2 5 5

2882 1 30 13 43 2

2883 12 33 9 0 3
2884 4 5 0 0 2

2886 6 6 3 0 4
2888 1 15 0 21 2

2889 20 35' 37 61 3
2890 0 21 19 23 1

2891 6 22 12 0 2'

2892 4 1 0 0 3
2893 12 30 0 154 8
2894 3 17 1 29 2

2896 5 17 11 33 4
2897 10 16 0 1 3
2898 5 14 21 79 2

Totals 249 865 462 .1822 122
Average 5.9 20.6 11.0 43.4 2.9
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TABLE XIIb BEST COPT AVAILABLE

Student Use of Special Commands

(Data by Individual Students, Fall, 1973)

Student NEWS INIT LESSON REVIEW REDO

1301 22 32 14 217 3

1302 8 6 0 56 4

1303 11 13 17 27 3

1304 6 16 7 196 2

1305 10 33 29 39 7

1310 7 25 19 1 3

1311 6 22 6 27 0

1312 4 56 21 120 6

1313 4 20 6 137 4

1314 7 3 0 52 2

1316 16 61 22 189 2

1320 5 9 14 67 3

1322 4 27 25 68 4

1323 7 41 18 46 4

1324 5 22 16 47 4

1325 7 28 1 28 2

1328 20 36 15 90 4

133o 4 13 7 31 2

1331 7 17 1 2 1

1332 7 6 6 34 4

1333 7 24 5 3 2

1334 9 14 6 41 2

1335 9 16 19 63 0

1338 25 24 2 89 1

1342 6 31 15 31 1

1345 10 33 15 228 0

1346 2 14 16 35 4

1347 17 13 12 64 4

1348 4 9 2 38 6

1349 14 31 49 3 4

1352 1 22 14 53 4

1355 9 14 5 20 1

1356 9 22 14 107 4

1358 8 8 2 3o 4

1359 12 18 9 271 3

1360 15 29 11 0 2

Totals 328 84o 461 2694 115

Average 9.1 23.3 12.8 74.8 3.2



An example chose to

CONSTRUCT A DERIVATICN WHICH DOES NOT USE CA.
YOU WILL HAVE TO USE AS AND ND.
DERIVE 3+2=2+3.

418.Z'3:

It is, frankly, not a very cleverly chosen problem; it is part of the

planned revision to replace it.

Students received information about seminars and system schedules

by typing NEWS. This command was infrequently used, an average of approxi-

mately 6 times (8 in the fall) in contrast to approximately 62 (37) average

sessions at the terminal. Teaching assistants preferred to list and

post the course news because printing news at the 10-character-per-second

output rate was a time-consuming task for each student to undertake.

We have already mentioned the relatively large percentage of times

LESSCT1 was used to alter the sequence of problem presentations. Our scan

of the protocol data indicates the command was used to skip ahead the ma-

jority of the times it was called upon. LESSON represents one of the

commands students could type after obtaining the initiative (INIT command)

to request their own problems. Another command was FA (to select a

finding-axioms exercise). Two other commands, DERIVE and PROVE, are

analyzed in a subsequent section.

Use of the Command Language

In order to carry out solutions to the curriculum problems, the

students must learn to use a new language: a set of commands having

a strict syntax and a semantics corresponding to that of the first-order

predicate, calculus with identity. Example problems demonstrated the use

of this language. Each command has, at most, four parts:
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MST COPY NAMABLE

(1) a list of references to previous lines of the derivation,

(2) a command name,

(3) a list of references to occurrences of terms or formulas, and

(4) requests for terms and formulas.

So, for example, we have (student input underlined):

1. 2. 3IP

lAR2

1FD
:R

1ES
X:*

lEG
*: X

indirect proof procedure, requiring 3 line

references;

associate right over addition, requiring

a line reference and a reference to the

occurrence of an instance of (B+C)+D;

form a disjunction, requiring a line ref-

erence and a request for a well- formed

formula;

existential specification, requiring a

request for an ambiguous n-ine;

existential generalization, requiring both

the ambiguous name and the variable of

generalization;

NG (A X)(E Y)(X<Y) an axiom, requiring instantiation of all

X:
universally quantified variables whose scope

of quantification is the entire formula;

1TH5.2 short-form notation for a theorem (all

theorem names are of the form TH followed

by a number), requiring a line reference,

theorem name, and reference to the occurrence
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WP (i) R OE 4

the theorem; and

working premise, the only command that

expects the student to f4/i,e. the actual line

of the proof.

several kinds of error messages could be sent to a student using

a command improperly. Syntax-error messages described the correct num-

ber of line or occurrence references required, or stated if a formula

or term was not well formed Application-error messages commented on

(a) attempts to use a command not learned-yet or not proved; (b) inability

to locate the referent of an occurrence number; (c) attempts to refer to

a line that is no longer available because it is part of a completed sub-

sidiar/ derivation; (d) attempts to use a line as a working premise which

was not introduced as such; and (e) improper applications of the quanti-

fier lec; (US, T1G, ES, EG; according to the restrictions taught in

Lessons 4P6 and 427.

Table XIII itemizes each name entered in the command language by

the curriculum author, the total number of times students used the com-

mand, and the number and percentage of times errors were noted in the

Insert Table XIII about here

attempted use of the command. These errors are further broken down

into the kinds of errors: syntax or application.

If we view the curriculum as providing lessons on and practice with

manipulations of formulas in symbolic logic, the table presents no sur-

prises. (Further support for taking this point of view is offered in
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TABLE XITIa BEST COPY AVAILABLE

Data on Rule Usage Summed over Students and Exercises (Spring, 1973)

Rule
No. of times

rule used
No. of times
error in use

Syntax
errors

Appl.
errors

% total
errors

DFA 998 118 6 112 11

DNA 349 46 2 44 13

CON 196 10 5 5 5

AA 9201 911 151 76o 9
CC 18o 57 43 14 31

CD 575 180 141 39 31

CE 5853 348 3o6 42 5

OQ 8 4 2 2 50

AE 1905 80 64 16 4

SE 925 21 15 6 2

DIFF 0 0 0 0 0

DC 1030 165 21 144 16

DD 2145 270 37 233 12

DM 1443 115 20 95 7

DN 1436 40 40 0 2

DS 6 2 1 1 33

FC 2684 loo 99 1 3

FD 1580 85 85 0 5

HS 304 23 3 20 7

LB 103 27 5 22 26

LC 4151 174 32 142 4

LT 4516 219 203 16 4

RC 3925 147 3o 117 3

QNA 169 36 2 34 21

QNB 409 17 4 13 4

QNC 216 21 2 19 9
QND 424 22 5 17 5

CA 3165 129 72 57 4

AS 650 51 26 25 7

z 1635 151 30 121 9
N 1490 140 21 119 9
AI 1195 119 22 97 9
U 113 5 5 0 4

NS 564 23 9 14 4

AD 8 1 0 1 12

TR 164 12 4 8 7

al 134 5 4 1 3

DG 116 24 10 14 20

NL 567 5 3 2 0

VG 472 9 5 4 1

AR 1519 265 18 247 17

AL 748 154 16 138 20
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(Table XITIal

Rule
No. of times

rule used

No. of times
error in use

Syntax
errors

Appl.
errors

1 total
errors

UI 774 62 13 49 8

Cu 985 38 3.' 26 7
)

DI 821 136 34 102 16

DU 699 85 19 66 12

II 643 47 16 31 7

RA 740 44 9 35 5

EM 683 50 14 36 7

UA 27 10 1 9 37

UR 152 24 3 21 15

UL 88 14 1 13 15

SA 178 21 12 9 11

CS 161 8 3 5 4

IA 241 28 8 20 11

THI 580 48 23 25 8

TH2 603 42 22 20 6

TH3 293 22 5 17 7

TH4 195 15 4 11 7

TH5 254 3 2 1 1

TH6 98 3 1 2 3

TH7 6o 17 3 14 28

TH3 2 0 0 0 0

TH9 1 0 0 0 0

TH7.0 0 0 0 0 0

THII 0 0 0 0 0

TH12 0 0 0 0 0

TH13 1 0 0 0 o

TH14 1 0 0 0 0

TH15 0 0 0 0 0

16 3 0 0 0 0

TH17 1 1 0 1 100

TH18 0 0 0 0 0

TH19 0 0 0 0 0

TH20 0 0 0 0 0

TH21 2 1 1 0 50

TH22 1 0 0 0 0

TH6o lo 0 0 0 0

TH61 161 29 28 1 18

TH62 148 5 2 3 3

TH63 2 0 0 0 0

TH64 1 0 0 0 0

TH65 1 0 0 0 0

TH66 5 1 1 0 20

TH67 4 1 1 0 25

TH68 0 0 0 0 0

TH69 2 0 0 0 0
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(Table XIIIal cont.)
BEST COPY AVAILABLE

Rule
No. of times

rule used
No. of times
error in use

Syntax
errors

Appl.
errors

% total
errors

TH70 77 2 1 1 2

TH71 55 1 1 0 1

TH72 61 1 0 1 1

TH161 96 4 2 2 4
TH162 79 3 0 3 3

TH163 199. 11 3 8 5

TH164 266 19 6 13 7

TH165 228 25 6 19 lo

TH166 273 13 9 14. 4

TH167 153 7 0 7 4

TH168 199 12 2 lo 6

TH169 16 2 2 0 12

TH170 18 6 6 0 33

TH171 13 0 0 0 0

TH172 7 1 1 0 14

TH173 78 lo 9 1 12

TH174 122 17 12 5 13

TH175 7 1 1 0 14

TH176 7 1 1 0 14

TH177 36 3 2 1 8

TH178 37 3 2 1 8

TH179 21 2 2 0 9
TH18o 45 lo 8 2 22

TH181 33 5 3 2 15

TH182 13 2 1 1 15

TH183 5 0 0 0 0

TH184 1 0 0 0 0

TH185 2 0 0 0 0

TH186 1 o 0 0 0

TH187 72 7 5 2 9
TH188 45 7 6 1 15

TH189 7 1 1 0 14

T11190 12 1 1 0 8

TH191 10 2 2 0 20

TH192 3 0 0 0 0

TH193 0 0 0 0 0

CP 13035 1209 317. 892 9
DLL 7577 270 243 27 3

EG 2092 200 8 192 9

ES 3406 857 69 788 25

HINT 2232 1291 0 1291 57
HYP 7947 0 0 0 0

IP 4245 742 176 566 17

ND 2948 70 6o 10 2
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(Table XIIIa, cont.)

Rule
No. of times

rule used
No. of times
error in use

Syntax
errors

App]..

errors
% total
errors

RE 8824 816 190 626 9
REVIEW 1778 0 0 0 0

HQ 68 14 10 4 20

UG 3146 195 47 148 6

US 4421 302 47 255 6

WP 14702 15 15 0 0
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TABLE XIIIb

Data on Rule Usage Summed over Students and Exercises (Fall, 1973)

Rule
No. of times

rule used

No. of times
error in use

Syntax
errors

Appl.
errors

% total
errors

DFA 1032 111 8 103 10

DNA 630 58 1 57 9

CON 273 7 1 6 2

AA 9911 1018 224 794 10

CC 175 45 34 11 25

CD 516 129 103 26 25

CE 5453 223 2014. 19 4

CQ 28 7 3 4 25

AE 1765 66 58 8 3

SE 940 33 29 14. 3

DIFF 0 0 0 0 0

DC 1034 185 29 156 17

DD 2363 333 56 277 14

DM 1951 134 19 115 6

DN 1610 40 40 0 2

DS 13 8 8 0 61

FC 3081 157 157 0 5

FD 1516 62 62 0 4
HS 314 29 14. 25 9

LB 152 23 6 17 15

LC 4742 163 31 132 3
LT 4602 172 160 12 3
RC 4550 186 40 146 4

QNA 232 45 2 43 19

QNB 816 36 10 26 4

QNC 258 15 4 11 5

QND 979 26 5 21 ,),

CA 2745 255 80 75 5

AS 619 67 20 47 10

Z 1352 113 25 88 8

N 1228 108 20 88 8

AI 1033 91 16 75 8
U 251 11 11 0 4

NS 552 14 11 3 2

AD 37 1 1 0 2

TR 163 8 5 3 4

CN 124 6 1 5 4

DG 138 13 8 5 9
NL 734 13 12 1 1

NG 561 10 9 1 1

AR 1233 207 26 181 16

AL 677 142 8 134 20
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(Table XIIIb, cont.)

Rule
No. of times

rule used
No. of times
error in use

Syntax
errors

Appl.
errors

% total
errors

UI 713 60 11 49 8

cu 10 30 44 10 34 4

DI 762 71 25 46 9

DU 612 65 20 45 10

II 491 34 9 25 5

RA 679 38 9 29 5

EM 650 36 8 28 5

usa 15 6 0 6 40

UR 210 32 8 244 15

UL 115 34 3 31 29

SA 143 lo 6 4 6

cs 154 7 7 0 4

IA 230 39 6 33 16

TH1 528 40 21 19 7

TH2 575 52 15 37 9

TH3 192 9 6 3 4

TH4 177 12 2 10 6

TH5 198 7 7 0 3

TH6 94 3 1 2 3

TH7 58 15 4 11 25

TH8 5 0 0 0 0

TH9 1 0 0 0 0

TH10 0 0 0 o 0

TH11 1 0 0 0 0

TH12 0 0 0 0 o

TH13 5 0 0 0 0

TH14 0 0 0 0 0

TH15 0 0 0 0 0

TH16 0 0 0 0 0

TH17 1 0 0 0 0

TH18 0 0 0 0 0

TH19 0 0 0 0 0

TH20 1 0 0 0 0

TH21 2 1 1 0 50

TH22 2 0 0 0 0

TH60 1 0 0 0 0

TH61 165 0 0 0 0

TH62 212 6 6 0 2

TH63 4 1 1 0 25

TH64 1 0 0 0 0

TH65 3 0 0 0 0

TH66 3 1 1 0 33
TH67 0 0 0 0 0

TH68 2 0 0 0 0

TH69 7 0 0 0 0
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(Table XIIIb, cont.)

Rule
No. of times No. of times Syntax Appl. % total

rule used error in use errors errors errors

Tro 99 1 1 0 1
TH71 53 1 1 0 1
TH72 54 0 0 0 0
TH161 164 6 3 3 3

TH162 93 2 1 1 2

TH163 167 10 1 9 5

TH164 230 6 2 4 2

TH165 204 14 5 9 6
TH166 293. n 1 10 3

TH167 158 15 7 8 9

TH168 268 18 5 13 6
TH169 16 5 4 1 31
TH170 10 0 0 0 0

m71 9 0

TH172 4 2 2 0 50
TH173 72 18 15 3 25

TH174 130 7 6 1 5

TH175 2 0 0 0 0

TH176 2 0 0 0 0

TH177 46 1 0 1 2

TH178 29 0 0 0 0

TH379 1 0 0 0 0

TH180 63 1 1 1

TH181 4 7 1 6 16

T. 5

TH183 1 0 0

TH184 2 0 0 0 0

TH185 1 0 0 0 0

TH186 3 1 0 1 33

TH187 89 6 6 o 6
TH188 38 6 5 1 15

TH189 19 6 6 0 31

TH:L90 18 2 2 0 11

TH191 16 0 o 0 o
TH192 1 1 0 33
TH193 o

3
0 0 o

ce 12729 1660 447 1213 13
DLL 8251 110 83 27 1
EG 2368 249 6 243 10
ES 4715 1138 84 1054 24
HINT 2449 1324 0 1324 54

HYP 9730 0 0 0 0
IP 4917 788 174 614 16

ND 2730 98 93 5 3
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(Table XIIIb, cont.)

Rule No. of times
rule used

No. of times
error in use

Syntax
errors

Appl.
errors

% total
errors

RE 8836 784 183 601 8

REVIEW 2728 0 0 0 0

RQ 122 50 35 15 40

UG 3491 254 61 193 7

vs 5492 406 7o 336 7
WP 13626 23 23 0 0

78



the next section.) The percentage of errors in frequently used senten-

tial rules was low except for IP (indirect proof procedure). The IP

errors are application errors, usually seen as the inability to select

the two lines containing formulas that negate one another, or, if properly

selected, to order the three line references. Undoubtedly, the percentage

of errors for IF would decrease if the program were slightly less strict

on the order of line references (unless order were essential, as it is

in forming a conjunction). This is a simple programming change.

Rules for commuting a disjunction or conjunction (CD and CC) also

showed high error rates. If the difficulty were in determining whether

a formula is a conjunction, disjunction, or implication, the error would

show as an application errcr. Rather they are syntax errors, possibly

omitting or incorrectly referring to the occurrence of the logical

connective.

Application errors in using commands that regroup parentheses (AS,

AR, AL, UR, UL, UR) are also exceptionally high. These are difficult

rules to use because they demand recognition of patterns or axiom sche-

mata in which grouping is important, and require the ability to count

occurrence (in a left-to-right manner) of these patterns in a formula.

AR and AL are short forms for AS similarly, UL and UR are short forms

for US. Since the number of errors in using short forms of other axioms

(Table XIV) is not as high, and those other axioms have simpler structures,

Insert Table XIV about here

we can conclude that extra depth of parenthetical structure is a source

of difficulty.



TABLE Me

Data on Use of Snort Forms of Rules Sunned over

Students and. Exercises (Spring, 1973)

Rule
No. of

times used
No. as

short forms
Error in

'short forms

CA 3165 2421 7
AS 650 44 0
z 1635 728 9
N 1490 939 4

AI 1195 505 8

u L13 0 0

NS 564 140 0

AD 8 1 0

TR 164 14 0

all 134 16 0

DG 116 51 0

NL 567 0 0

NG 472 0 0

ui 774 262 2

CU 985 937 12

DI 821 406 10

DU 699 449 9

II J43 280 4

RA 740 203 3

F24 683 235 7
UA 27 12 0

SA 178 39 0
Cs 161 71 3

IA 241 42 0

TH1 580 201 3

TH2 - 603 - 274 .0
TH3 293 120 1

TH4 195 50 0
TH5 254 105 0

TH6 98 22 0

TH7 6o 35 o

TH8 2 0 0

TH9 1 0 0

TH13 1 0 0

TH14 1 0 0

TH16 3 0 0

TH17 1 0 0

i'H21 2 0 0

TH22 1 0 0



(Tablo X7Va, cont.)

Rule
No. of

times used

No. as
short forms

Error in
short, forms

TU60
TH61
TH62
.TH63

10

161
148

2

0

0
43

0

0
0
0

0

TH64 1 0 0

F.65 1 0 0

TH66 5 0 0
TH67 4 0 0

TH69 r, 0 0
Ti170 77 0 0

w71 55 0 0
TH72 61 0 0

T111.61 96 15 0

TH162 79 '4 0
TME, 3 199 96 o

TH164 266 152 4

T11165 228 81 6

TH166 273 92 3

TH:167 153 35 0
H1>8 199 30 0

7 11b9 16 0
7117C 18 2 0

TH-171 1 o 0

TH172 7 0 0

Tri1T3 78 12 0
'"rii174 122 8 c

TH175 7 1 o

Tit LT6 7 a o

TH177 36 24 o

.rIii.78. 37 9 0

M179 21 1 C
"":1r30 45 19 0
ifilai 53 7 0
Ti182 13 6 0

T1a85 5 0 0

Tii184 1 0 0
Ti-a85 z 0 0

'H186 ,
..,. c o

TIti187 V 34 -,

T h L88 45 10 0

TH189 7 1 0

TI190 12 4 0

v191 10 3 0

Tiaw: z
_., 0 0

ULL 2017 (as restat )
11111=011.41=11.m.
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TABLE XIVb

Data on Use of Short Forms of Rules Summed over

Students and Exercises (Fall, 1973)

Rule
No. of

times used
No. as

short forms
Error in
short forms

CA 2745 2054 20

AS 619 65 0
z 1352 576 3
N 1228 663 4

AI 1033 406 2

U 251 0 0

NS 552 57 1

AD 37 0 0

TR 163 7 0

gm 12'+ 12 0
DG 138 16 0

NL 734 0 0

NG 561 0 0
UI 713 304 0
au 1030 939 10
DI 762 311 2

DU 612 274 1

II 591 289 1

RN 679 210 0

EM 650 251 1

UA 15 1 0
SA 143 11 0
cs 154 37 0
IA 230 40 0

TH1 528 194 2

TH2 575 269 .
5

TH3 192 63 0

TH4 177 39 0

TH5 198 53 0
TH6 94 37 2

TH7 58 23 0
TH8 5 0 0
TH9 1 0 0

THII 1 0 0
TH13 5 1 0

TH17 1 0 0
TH2O 1 1 0

TH21 2 0 0
TH22 2 0 0
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(Table niflo, ont. )

Rule
No. of No. as

times used rt forms
Error in

short forms

TH60
TH61

TH62
TH63
TH64
TH65

T11 J6

THe8
TH69

iJ.'7

r.q7....

1

165

212
4

1

5

3

7

99
3

0

1

21

0

0
0

0
0

0

0

0
0
0
0
0
0
0
0
0'.

t)

0

114 (2 54 ) 0

'1-11,,;1 164 2.1 0

TB12 93 1 0

TEIC3 167 74 2

lq164 230 138 2

11-115 204 75 0

Tdiet: 291 122 0

TH167 158 51 0

Fq18 268 24 0

H It ) i6 0 0

ill 7 ) 10 0 0

1:'7 71 ) ::)

TH J.72 4 0 0
Inirf, 7;2

/4 0
0

:EJ )

r1i

, 0
0

0

0

Hi 77 46 33 0

Tai 78 29 6 0

TH179 1 0

d18,) 6.2, 22 0

1111 42 9

T/Ii8 4 0
'I 1..183 1 0 0
uH184 2 ,-) 0 0
TH185 U 0
THI86 3 0 0

TH187 89 18

TWI 88 58 1 Ci 0

TH189 19 5 0

TH19) 1.8 6

TH191 lc 8 0

71)? 2 7

DLL 26,7:1 (as restart)
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Most theorems, if used frequently, do not have high error rates.

The ones the students did use frequently were those useful in proving

that their interpretations of arguments (Lesson 428) were correct: TH61

and TH62. Of these, only TH61 shows a noticeable error rate in the

spring class--mainly syntax errors. The students' attempts to use the

short forms of the theorems met with coLAderable success in terms of

the number of errors.

Of the quantifier rules, students demonstrated the most difficulty

in learning existential specification (ES), as is clearly seen from the

data in Table XIII. The errors were mostly application errors--selecting

an ambiguous name that is either not well formed or is already introduced

in the proof. The errors in UGC US, and EG were also application errors- -

selecting a term that cannot be used as a variable of generalization or

attempting to specify a term such that the term contains a free occur-

rence of a variable that will be captured by a quantifier using that

variable. Application errors in using the first quantifier negation

rule were also high. This is probably due to some confusion in deter-

mining the scope of a.quantifier and of negation symbol. Profiles of

individual error histories were also constructed, but are not included

for reasons of space.

Student-defined Rules

One of the commands the student can use is INIT, a request to select

a different problem from the curriculum or to male up his own problems.

The problem the student invents can be a derivation (DERIVE command) to

test out his own notions about what constitutes a problem, or a proof
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(PROVE command) to prove a lemma that c311 help in completing subsequent

curriculum problems. Using PROVE, the student constructs a proof of

some well-formed formula and then provides a name, a label with which

he later refers to the formula.

Three significant statements can be made from these data.

(1) Students did take advantage of INIT mode (an average of approxi-

mately 21 times in the spring and 22 in the fall), and they did use this

mode to extend their command langveg for constructing proofs. Twenty-

one out of 38 fall students and 23 out of 41 spring students completed

lemmas. Of these, 14 fall and 15 spring student received grades of A.

?very student used his lemmas at least once in subsequent derivation

problems. An average number of 3.4 (3.9 in the fall) lemmas were proved;

these were used an average number of 17.5 times (28.7 for fall students).

(2) The students, without exception, never made an error in using

a lemma (command) they proved.

(3) The names of the lemmas, except for a few cases (students 2850,

2856, 2857, 2861, and 2867--all spring students), are all nonsense names.

We .find anything from BANANA to PREHISTORICMECHANICALBEAST, from ALIDONE-

WITHFINDINGAXIOMS to WOWIFINISHEDIT, and from swear words to names of

politicians. The semantic significance of this use of nonsense names

certainly needs further investigation. The same use of nonsense words

was prevalent in the finding- axioms exercises in naming axioms and

theorems.

Not all the students, of course, used INIT mode to make up problems.

But those that did used INIT to
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e.g.,

(1) try out the suggested proofs from Tiesson 418, e.g.,

B+C =D B=D-C

B=D-C B+C=D

B+C=0 -4 B=-C ;

(2) make up lemmas to help in completing interpretation problems,

(E x) (x =x & x<5)

NOT (A. X)(X=X -4 NOT X=X) ;

(3) prove new formulas from Boolean algebra.

Experimentation with the proof-checking program was, however, mini-

mal in contrast to the program's actual design goals. rhe course is non-

trivial; it takes time to complete all 33 lessons and 7 finding-axioms

exercises. Because course grades are assigned according to the number

of lessons completed, the students were anxious to complet,, the assigned

curriculum and hesitated to spend time on extracurricular problems.

Two Student Profiles

In this section we attempt to identify characteristics of the stu-

dents' work that reflect salient individual differences. We do this by

analyzing the profiles of two students.

Both students were in the spring class and both received grades of

A. That is where the similarity ends. One was the f.rst student to com-

plete the course, the other almost the last. One always completed les-

sons faster than the average time, the other always slower. One spent

time making up his own problems (and helping debug the curriculum), the

other stayed vitnin the framework of stored curriculum. One worked

afternoons, the other late at night.
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More systrm-i4,1-71 wn ',Y1 records of the two

dents for the following features. (We have also commented parenthetically

how information about each- feature might be used to improve the course.)

1. Error rate in usini; rules. (This information is needed for

modifying the choice of problems.)

2. Frequency of syntax or application errors. (Application errors

can be further analyzed in terms of knowledge of kinds of well-formed

formulas, paern recognition, or understanding of the restrictions of

the rule.)

3. Number of steps in completed solutions relative to the average.

"If student fails to see and use rules or methods for shortening his

derivations, some additional discussion might be appropriate.)

4. Use of rules of inference. (Does he become confused if pre-

sented with a problem not requiring recently proved or learned rules?)

5. Time to complete lessons and deviation from the average. (Does

he need more or less practice, or should time be ignored completely in

favor of error rates?)

O. Request for hints. (Is the student se ,ing a quick path, through

the curriculum and looking for answers?)

7. Use of INIT mode. (Does this usage affect the length of time

spent on a lesson?)

8. Proof of lemmas. (Does student use them to help solve the more

difficult exercises?)

9. Data on choice of derive, truth analysis, or interpretation

mode. (Does student need more such choice exercises to develop his

intuition about logical validity?)
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In terms of the covt featilres, ',r 1c she two students

we have selected are distinct, except for the number of hints requested.

The fact that the student whp was performing so well requested so many

hints confirms our observation that he was interested in 'racing through'

the curriculum for credit because his strong mathematics background in-

cluded prior study of the material. We label the students 'A' and 'B';

Table XV highlights the differences in their performance.

Insert Table XV about here

Student A encountered several curriculum errors because he was

usually the first student to reach a lesson. This probably accounts

for the high number of sessions and the need to use the LESSON command

to skip over problems that were incorrectly stated. He still spent

less than the average amount of time, doing lessons in less time than

the average, and making few errors in rule usage. Rule ES (existential

specification) gave him trouble, but still less than it gave other stu-

dents. His intuition on doing DI problems was comparatively poorer than

average. He did make good use of INIT mode, especially for interpreta-

tion and Boolean algebra problems. He las, in fact, the only one to use

INIT to prove lemmas in the Boolean algebra. He was not necessarily in-

terested in finding minimum proofs, doing about the average number of steps.

And, finally, he had to learn only once that he would have to follow the

constraints set in the curriculum for each problem. This computer-based

course suited Student A because he could finish early and concentrate on

other courses.
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TABLE XV

Profiles of Two Students

Feature Student A Student B

Grade A

..

Incomplete' finished with A
grade the next quarter

Progress Finished first Finished with A grade the next
quarter

Number of sessions 96 (above average) 288 (excessive)

Time spent 41.5 hours (below average) 111.8 (excessive)

Deviation from
average

Always faster than average Usually slower

Work hours 4:00 p.m. to 5:00 p.m. preferred Nights, 8:00 p.m. or 9:00 p.m.,
11:00 p.m. to midnight

Rule usage

% errors (Average
for I errors)
AR (17)

ap (9)
IP (17)
no (6)

us (6)

EG (F')

ES (25)

Generally better than average

4

0
0

7

5

7
14

Except for AR, always worse than
average

12
19
49
20
13
15
42

'INOIMMORMINMEN

Choice problems
(% correct on let
or 2nd try)

DC
DI
DIC

_:Hints

(Data last due to system crash)

574
100%

70 hints requested;
62% not available

55%
100%
100%

65 hints requested;
61% not available
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(Table XV, Cont.) 4.1=.10
Feature 1 Student A 1 Student B

Short forms of
axioms and
theorems

Average amount for both axiom.

and theorems

Only used for axioms

INIT mode
times types
(21 averaz,e)

No. of DERIVES
No. of PROVES
No. PROVES

completed
(3 average)

No. times Lemmas
,u5od

No. times short
form used

70
0

20

36

11

0

0

0

No. of steps to
solution

Average or below average Fluctuated a lot, often finding
minimum or average proofs but
as often doing the maximum

L'.:OSON (!omnarid

times requested
(11 average)

49 0

REVIEW
(43 average)

28 154

REDO
total no. times
hell to redo

problem
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Student B was a slow reader, talc ft 10!v time to do even the first

two lessons. He experienced a lot of trouble doing the lessons on inter-

pretation and quantifier rules and always spent more time than the other

'tudents on each lesson. He spent over 100 hours on the course, more

than double the average, working mainly at night (when a teaching assis-

tant was, unfortunately, not available to help him). All the rules gave

him some trouble; IP and ES errors were application errors. We include

his cumulative error curve for IP as an example (Figure 18); its approxi-

mate linearity indicates little improvement from additional use of the

rule. He never ventured to complete his own lemmas and never deviated

Insert Figure 18 about here

from the assigned, linear sequence of problems (despite the fact that

redoing some problems might have given himjieeded reviews).

Alt'ough the course was often a frustrating experience for Student

B, he would almost certainly have received a low grade in a nonindividu-

ali7ed, non-computer-based course. He had the opportunity to interact

with and complete every problem. It took some prodding to convince him

to continue; but he did, receiving a deserved grade of A,
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irse

I. Some fatuat

1. What grade did you receive tht.

That grade diA you expec7, t re:,eive wren you started the

201_,T-Se

Hol. did yo find out. Litot the co-,Irr.;e:

. Did you find having the 714:T rube useful? if not, why not?

Were you :11ways that. HICT was legal command in

constructiniT proofs

Do you think the problems need more hints?

7. Did you attend the ':.-aesday seminars? If not, why not?

T. Problem types.

1 Ivrivaticns and proof2
Truh analysi

3 ounterexamples using truth anulysis

4 Derive or give

5 .2(y.,1%terexampl,:: by interpretation in the

domain of r.-tional numbers
Derive show .i..rgument vs id or give an

inrpreta.tio, u sriov invalid
:nterpr,:,tatin t show premizes consistent
1:erive to show premir.ee.4 inconsistent or
give interpretation to show consistent

9 Interpretation to shcw axioms indepLhdent
10 Derive to show axioms dependent or give

interpretation to .;how independent

11 Translate English sentences into first-order
logic--dcrive to rnow answ,,.r.,s logically

equivalent ("A" people 0,..1y)

12 l'indingaxioms exercise

1. Which problem type was the easiest?

2. Which problem type was the hardest'i

3. Which problem types did you like be:t?

4. Which problem type7 did you like

5. Which specific pr3bicrin, if ar4, a ru y'Du think were too hard?
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III. Please read ecan 1-titet;ie!,t -,nr,er on the scale

that iest derN"Thi

kale
',3trongly aree
!oderately a47ree

aee
Uncertain

H Slightly disagree
6 Moderately disagree
7 Strongly disagree

1, T think iearne(:; fia the computer lessons
well as I would nave leRrned the same

le.,:ons in t:'.c

like working at my own pace at the
terminal.

5. prefer homework to working on problems
at the terminal.

woi:id prefer cmptrting with my fellow
stildents in the classroom rather than
workini- at computer :s sons.

T find it frIvitrating nJt knowing where
rrj fellow classmate:7. arc in the lessons.

W .:./rkini; with computer 1.E.=,sons like

having my own tut...)r.

Flvc: 11;ntrs a week 15 sufficient time to
keep up with the course.

8. I found the computer lessons too easy.

9. 1 think working with computer lessons is
an exciting way to learn.

1C. I found working at the terminal
frustrating.

11. i would like to partiipate in another
computer-based course.

12. 1 found the 7,omputer lessons too hard.

13. 17he -,:oriputer provieF the .3tuaent with

more feedback than class oom instruction.

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 3 4 7



14. The terminal were avaLtt to me when 1

wanted to work.

15. There was sufficient outside help when
I needed it..

16. Use the back of this sheet to make any
comments you wish concerning the course.
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Minimum and Maximu f.gumber

Les-
son

Prob-
lem (Jlolce

T'uniTer of steps

403 9 0 3
.i

if' C 7, 3
15 n 1

11- .4. ,f

4

1. )4.

7

404 (` 4_
A

...1

5 4

4

1
-.. 3 ) -1(1

1

a
c)

If, 1

.. _;;

I. l e::

4C5 ,,.,

-'

,
.

14.

1

..
1

2 3

1.

2 ,...,

t ...

x
.

h.

7

:.

1

1C,

le

1..(i

()

:17
It)

.1. 3 16

5 2 3 8

7 1 2 10
-...) 8

8 1 5 17

8 :., 3 1,7,-,'

9 1 7 1.1

9 2 2 11

Problems

:es- Prc_L- Pandm
Number of steps

day.m...r.a.r..
Max

4n5

)4°6

10

10
11

11

IL

12

13
13
1:4

14

,
3

4

5

7
-7

8
i-i

9
9

11

(:,

12
1:'

15
1)4

14

15

15

if'',

1E,

17
17
18
18
19

19

1

2

1

2

t

4

i

1

,.

1

2
1

1

1

1
,

1

2

1
5

1

1

2

1
2

1

2

1
2

1

2

8

7

8

5

8
10

3
7

6

6

3
3
3

3
3
3
b
6

3

3
3
3
5

5 .

()

5

2

2

5

4
6

5

5

8

6

8
6

6

6
0

7

15

8
11

10
10
15

8
8
6

6

3
3
6

3
6

3
b

)

5

3
5

3
5

6

5
6

6

3
8

10
6

8
7

11

8
9
9
9

9
,,

12

.1nm,...xxn10 =hr.
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Les-

son

Prob.-

lem
Random
choice

Number (0: step

Min I.7ax

406 20 1 9 9
20 9 10

21 .1 8 11

21 ,)
, 11 12

t'
,,,
,,

1

2

8
8

12

9

25 1 3 5

,,, 2 4 6

24 1 3 4

4 2 , 4 5

407 1 0 3 6

3 1 3 4

3 2 3 3

4 1 5 8

4 2 3 8

5 1 5 6

5 2 6 6

6 1 3 5

6 2 4 4

7 0 5 5

li
11

1
,
,

2
,
5

7
6

12 1 5) 6

12 2 5 6

13 1 5 6

13 2 0 5 5

14 1 5 8

14 2 6 10

15 1 5 5

15 2 4 6

16 1 5 6

16 2 It 0

19 0 3 4

20 1 3 5

20 2 3 4

21 1 3 7

21 2 2 9

408 6 0 3 9

7 1 4 9

7 2 7 8

8 1 6 11

8 2 6 10

9 1 4 7

9 2 3 6

10 1 3 11
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Ptah-
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Random
choice

Number of steps

Min Max
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1
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1
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1
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0
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1

2

1

2

1
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1
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0
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0
1
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8
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4
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5
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5
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8

5
4
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9
8
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9
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Les-
son

Prob-
lem

Random
choice

Numer of stpps

Min Max

417 7 1 3
.-,

1

7 i 3 10

9 1 5 7
9 2 3 c)

10 1 2 3
10 2 2 4

2.'. 1 1 5
1..

, 1 3
1:: 1 2 8
1 2 2 6

17 1 4 15
17 2 8 21

18 1 5 11

18 2 7 25
19 1 7 15
19 2 7 12

'.:,:? 1 1 1
22 2 2 2

1 5 16

2 5 13
L4 1 11 20
,-,1 , 4 10

2

418

25

47

28
8

29

29

3
5
6
6
8
8

10
10
12
12
13
14
14

o2
1

1
2
1
2
1
2

0
0
1
2
1
2

1

2

1
2

0
1
2

2

3
4
7
5
2
5

3
5

2

1

1
1
4
7
2

2

5
6
1
3
7

5
4
6

13
,

5
8

11
9

7
2
1
2

34
15

2

5
16
15

4
16
28

Les-
son

PPob-
lem

Random
choice

Number of steps

Min Max

418 15 0 2 4

1() 1 2

lrl 2 5 7
17 1 7 20

17 2 3 8

18 1 3 7
18 2 , 1C 22

19 1 4 7
19 2 5 7
21 1 3 6
21 2 4 6
25 1 5 24
25 2 4 25

27 1 12 18

419 2 1 2 3

2 2 2 4
3 1 2 6

3 2 3 12

4 1 3 9
14. 2 3 11
6 1 3 12

6 2 5 ) 10

7 0 3 5

8 1 2 11

8 2 5 9
9 1 2 11

9 2 5 23
10 0 4 6
11 1 3 9
11 2 3 8

12 1 2 12

12 2 3 15

13 1 3 13

13 2 4 18

14 0 11 22

15 1 14. 15

15 2 8 26

17 1 4 19

17 2 2 21

18 1 5 11
18 2 3 14

19 1 7 11
19 2 5 16

420 4 0 7 34

5 0 4 21
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Number of ci,:Fr
Les- Prob- handom
son lem choice

Mln Max

429 n, 0 14 14

1C 0 5 8

12 0 8 18

12 0 3 19

13 0 3 26

14 0 2 15

17 C 4 4
..,

3 6
7 19

. 0 8 25

4 19

,
431 , 0 5 10

)
, -, 7 9
, C 4 15

.4 o 1 3

'C 0 1 3

,
o 2 7

1o 13
24

O 2 1-5

0 7 15

,.. O 9 26
o 6 8

2 el 10

f,5 C 11 18
0 4 53

U 3 12,

9 o 3 9
10 0 9 35
11 0 8 29

12 0 5 20

13 0 5 15

14 0 4 23

432 15 0 4 g

4.

I

11 0

'1, 0 4 53
24 0 6 22

25 0 5 12
27 0 10 35
28 0 6 29

0 30 C 17 51

33 0 15 37
0 34 0 14 33

37 0 1 26

38 0 3 20

41 0 6 15

42 0 5 14
43 0 5 14

44 0 14 38
45 0 10 28
46 0 8 39
47 0 26 95

433 5 0 2 5

6 0 3 12

7 0 4 24
8 0 24 57
9 0 9 30

C 10 0 11 30
12 0 6 63
13 0 7 37
114. 0 11 46

435 11 0 3 6
12 0 3 8
13 0 3 19

16 0. 7 32

17 0 7 21

F.on lem

7'1,.rnher of 6t,eps

Min Max



Logical hies an4 Proov Procedures

(In the followirw. i, j,

1) At firm the aLtecedeNt

i) P -,Q
j) P

i.jAA k) C.

:czarriute conjuncts

i)

(1)
P Q

Q & P

,-..!ommute disjuncts

i) P OR Q
j) OR P

...1=1:te equals

i) PAC
=

'Tnmute equivalence

IFF R
j) R IFF

and k are variables for line numbers.)

6) Conditional proof procedure

WP i) R line i must be the

j) Q last working premise
i.jCP k) R introduced

7) Contrapositive

i) R
ICON j) (NOT Q) R)

105



8) Deny the consequeLl

i) P
j) NOT H

i.jDC k; NL.2

9) Deny a disjunct

i.jDD

f) H OE Q
j) NOT R
k) Q

i) R OR Q
j) NOT Q
k) R

10) 'L of implication

i) (NOT Q) OR R

iDFA j) (NOT 0 OR R j) Q -4R

11) ,
Law

NOT (R OR Q) i) NOT (R Q)

NOT H P? NOT Q j) NOT R OR NOT Q

1-, rmation

13)

i) NOT (NOT H)

N-)T (NOT R) j) R

1-)0+-1711-ut,- neg:Ltion over implication

i;G,' -)H) i) Q & NOT R

1DNA 0 & NOT R j) NOT (Q -4R)

14) Disjunctive syllogism

i.j.kDS

I) OR R

j) Q -)p
k) R -4W

m) P OR W

15) Existential generalization

i) F(*)

iEG
*:X j) (E X) F(X)

106



16) Existential sp.

1) (E X) 1,';XiY)

j)

iES
X: *Y

17) Form a conjunction

i) R

j) Q,
k) F .94 Q

1d) Form a disjunction

i) R
iFD

j) R OR Q

19; Hypothetical syllogism

i) P-4R
j) F -0G,
k) P

20) Indirect proof procedure

WP i) R line i must be
j) q the last working premise

k) NOT Q introduced
1,jJaT m) NCT R

21) Law of the bicondltional

i) R ITT Q 1) (R -3Q) & (Q -)R)

iL13 j) (R --)Q) & (Q -4R) j) R IFF Q

22) Left conjunct

1) R & P
iLC j) R

23) Logical truth

LT
:X i) X =X
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24) Quantifier' rleata.

1) (A X)

4,NA j) NOT q] X) NOT S(X)

l&YT 2(X)

(A X) P)(x)

25) Quantifier netjord rule 73

i) (A X) NOT S(X) i) NOT (I X) S(X)

iQNB j) NOT (li X) S(X) j) (A X) NOT S(X)

r,Jantifier negation rule C

X) 6(X) i) NOT (A X) NOT S(X)

10,NC j) N'OT (27, X) NOT S(X) j) (E X) S(X)

2 Cuantifier negation rule

i) E X) NOT S(X) i) NOT (A X) S(X)

j) (A X) S(X) j) (E X) NOT S(X)

7,]:.::ht conjunct

fl?) Tp]a(-79 fnuals

) B+C 11+C

j) 1),(7 - 3
RT; .. Pi+ 3

30) Universal generalization

i) F(X)

jUG
:X j) (A X) F(X)

31) Universal specification

i) (A X) F(X)
iUS
X:Y j) F(Y)

32) Working premise

WP i)

io8



1) COPY a line

i) P

iCOPY j)

2) Delete lines

Luseful for checking on what the computer
thinks yo,1 t:;ped)

iDLT4 deletes all lines beginning with line i

7 i'` 1,1, .4.

4) Hypothesis

logs you off the computer

HYT1 creates a working premise for you

If the statement
of the problem is

R -)Q
NOT R

Initiative

HYP gives

R

NCT R

(is available ab most points at
which you are to type a response)

TNIT lets you ask for your own problems;
program will always return to the problem
you interrupted

you can request
DERIVE

FA

LESSON

NEWS

PROVE

(request a derive problem--you may use PI
for PREMISE, as the, initial commands)

(request finding-axioms exercise)

(request a different lesson and problem)

(request the news of the day, i.e., computer
schedule,, program changes, class meetings;
also available when you are constructing
a derivation)

(when a PROVE problem is completed, you
can name the expression as a theorem)

10.9



() Feview th

REVIEW the computer will type each (ommat:d and proof line,
any flagged variables, and the premise lines on

which the tiagging depends

7) Request:, for problem types when: you are 74.me:-, tht choice

CEX counterexample problem
counterexample by assignment of truth values

derivation problem

INT interpretation problem

8) ;,""ART (available only when doing
interpretation problems)

will let you change your interpretation
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