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Tne rcport documents resuits of @ 24-montn research effort o
that was directed at désioning a compyter1hed wodel for - o
Mechine translotion of natural languages. .|The rnodel is
coﬁlep ua]ly based on sirmulation of mental lactivities .
involved in verbalization (conversion of stored kanowiedge -
irto linguistic. patterns of a source. lancuage) and’ ‘translatiop’ S
(reconstruction of sourceé lancuage verialization and applica- e
tion of parallel verbalization #n a traget |language). Tau '
target languaye verbalization consists in selection of
equivalents to the source language verbalization, corbined
with applicatyon of syntactic conventlons rcquired by the :
crammar of the targét language. _ . .
1]
The effort documented in this repgort i1s & é‘rect.continuation
of »esearch on semancic and post- senanj#c’zrocesses, arried - -

«

0y ¢ over tne past several years by or. Wallace L. Cha¥e and
de:scribed in nis pook, “"ieaning ‘and tiie Structure of Language',
njversity of Chicago ~rcss, 1¥70. ¢The seuantic component i$
postulated.in Lr. Chaie's work as the basfs of ‘the theory of
lancuage. Tnis position constitutes a rafical .Jeparture from
the modern structuraiist and transtovuwationaliz. trends
largely concerned with tue syntactic comjonent. Since
translat1on is traditionally defined as transfer of meaning.
frum tie 11ngu15t1c“pattern of a source [language inte that of
a taraet lancudge, wacaine translation B&C has to account
for tne senantic .ouponeh¢ in order to supply the: deficiencies
of second genecation 1T wmodels based on/ lexical and syntactic
aspacts of naturgl lancuages.
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) verbalization processesJWhich.went i

”guaqe text and (2} the aopllcatlon'

—_— / /
' processes in the tarqet language. The target language verbal-

. . o : Abstract - SRR

.

7

This report descrlbes a model for machlne ranslatiog de-

veloped- at Berkeley durlng 1972 74. The model/is built around

a; set of prOCodures called verballaatron, int nded to simulate °

the processes employed by a speaker or write lq turnlng stored

knowledge into words. Verbalization is seep to consist of sub- .

-conceptualizatlon and lexicalizatizn nrocebses “hlch involve

" créative choices on the part or the verb7ﬁlzer, together with

algoritamic syhtactic-processes determl7ed by the langqage being

used. Translation is viewed as (1) th reconstruction of the

to the original ‘source lan-

f parallel verbalization

ization looks for creative ohoices tc the sourceé language ver-

balization andhtries to apply corresponding choices, a£ the same
time_that'lt applies syntactic processes gictated by the grammar
of the' target -anguage. very allzatzon and translation processes
are lllustrated 'in some detail, with examples taken from Engllsh

and Japanese. Some ofi sthese processes have been iuplemented in

an interactive program using the facilities of the Lawrence

Berkeley Laboratory, but the main intent of the report is to dem=
onstrate the kinds of processes that need to be incorporated in

such a system.

S




A :
.application of processes by which ;&T? nolistic conceptual

prview . . L
S ———— . . ;

Central to the view of g;a§§1ation that 'will be presented

g

@gte is the nction of verbdlization. Verbalization is the

"

gp%nk, recalled from memory, is conve{fed.into sentences and

‘ woéds-—into a phunetically or graphica}ly'communicablé linguii—

‘txc repre‘entatlon. Such a notion assumes that tho underly:mi

]

con%ent_of what is being communxcated xs not, or aeed. not be, .

in derbal form to begin with. At the ve y leas. it may be a -

complex system of dlscrete elements and r latxons, representable°
perhaps as a network of nodes an .arqs. it may also involve an

imporcent nondiscrete. or analaguﬂ
o ‘ = ‘ o=
\ o i

M . . ‘ . L
some otper terms. Whatever may tﬁrn oyt to be the case huie, it

saems c\ gar thet some sorts of prqcesseb m st be applied in

order to traasform the or1g1nal fo%m of st?rage into a vnrbal

output: taat the stored material must be Yertalized.

. perfcrmed by the creator of th. source, 3an

T

\

In any particular instance of t?anslarion there are two

‘-n

instances of verkalization. . One is the orEginal verbalization

uage text. The othar

is tte verballzatlon produced in tHe targut 1anguage by the
l

_trans‘ator. Besides being in dlfferent languages, these two

t

verbalizations are fundamentally differenc in one other respect.

/

The source languagq verbalization is, we might say, -autonomous.

AY

It is .frecely produced by the speaker or writer in any way he

to

\

mponTntJ representable only in..

W e
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decxdeu is appropriate Lo ‘the tontent and the occasxon, " 0=
\‘\%="‘vided i aﬁé.es <o .the rules~o£ his culture and the. language he o
is usmng.' The target larguagm verballzatlon, on the other :
hénd} is parasitic on the source language one.  Not only must‘
| "/ the translator adhere to the rules of hié own‘uanguage, he must
also produte a verballvatlon tnqt communicates, so far as pos-
'zﬂ slble, the same underlylng contant or Khowledge that was commu-

n;cated by the source language %erballzptlon. The verballza-

_.;hﬂq\ tion in the target langoagn is thus subject to thls specxal LA

kind of constralnt. Tts producer is not free to "say“what he

#

A . '
. wants," but must insofar’as possible say the same thing as the

producer of the source- 1anguage text. We suggegted in an éar-

» N ':. - . -

.. lier report that tnere are two, dxmensxons of high qf lity trans-
lation, which we termed naturalness and fldnlltx " Naturalness s

1s-ach1eved when the‘tarqet language verbalzzatron adheres to
* all the constraints of that language; the output will then
- sound "natural". Fidelity is achieved to the extent. that the
'target language verballzation commuuicates the same content as

the source language one. é

Verbalization in general, as we see it, consists of a
mixture of two kinds of processes: those which necessitate
~creative decisions on the part of the verbalizer and those which

do hot, being governed by the constraints imposed by the lan-

guage. We might speak of creative processes and algorithmic
processes. Creacive prucesses are ultimately governed by the

» conterit which underlies the verbalization; the verbalizer has
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to decide how best to verbalize'tﬁg content. Normally a' range

of cholces will be open to him, and he must decide ®hat will

'
i

mast cffectively cenyey what he has in mind. After he has made

' -

such choices, there are often automatic consequences waich fol-

low from them becahse of the particular'rules.of Ehe language

(but whlch are themselves llkely to lead to the necessxty of
furtller creative choices). We can say, then, with respect to

_the two verballzakaons lnvo;ved 1n a translatlon, that the pro-

ducer of the 3 ource laqguage verbalxzatlon has applied both

creative and.algorlthmlc processes, whereas in the target lan-

L]
,

gaage)verballzatlon only algorlfhmlc processes are -autonomously
_applled the necessary cxeatlve choxces being detenmxned by the

choices that were made in the source language verballzatlon.

Thus the natpralness of the final translatlon depends on ad- ~
herence te the e;gorithmic processes of the target language)
while its fidelity depends on the extent to which the_trans-
lation has been able to incorporate creative choices-that.cor~
respond to fhose oriqinally applied in the source language. Iﬁ
all probability-there are;cases where exact correspondence in
these choices is not possible, and where a certain amount of
autoromous creativity has to be introduced ieto the taréet
verbalization as well. TheSe are Ehe.cases yhere automatic
translatlon becomes most problematlc.. One useful qoal of ma-
chine translation research ought to be to determine precxsely

»

the nature and extent of such cases.

We are led, then, to the general picture of translition

N . .10



'WTﬁe'necessity of reference to the source language verbalization

‘wiich is shown in Figure 1.  The two vertical columns represent

) ’ .
the two verbalizations which are involved: on the left .the

14

soufce language verbalization and -on the right thé tercet verd
balization. ,The 1nput to a translatlon procedure, of .course, ;a}
is an dlreac, produced verbal output or text in the source lan-

guage, The first major component of the translatlon procedure

by

will have to be “he reconstruction, from-that text of the ver-

! . B

balization processes by which it was produced, a kind of "der

-

verbalization". . We wi;l'fefer to thiS‘as the parsing componeht,

"although it is clearly different from conventtonhl par51ng. It

aims to reconstruct, not a single deep strubture uhderlying the

- surface text (but ratﬁer a series| of; brocesses by whlch that .

text was created from the knowled e--hot only nonve bal but
poséibly even nondiscrete--which/the speaker or writer had in

mind. The output of the parsing component is ideally a com-

i

"plete reconstruction of both the creative and thc algorithmic <

processes which the source language verbalizer applied. .

The other major component of the translation procedure is

‘the translation -component. It is equivalent to a verbalization

in the target language. The processes which make up this ver-

balization are, to the eftent that they are algorithmic, those
by
which express target lahAgquage constralntc ard, to the extent
-r L ad
that they are creative, those which correspond to choices al-

ready made in.the reconstrugted source language verbalization.

for creative choices at many points is suggested in Figure 1 by

14 '_
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- tion _on verpaxxgation 1égelr than dp parsing sztranslatlgn, -

'~

the zlgzaq arx ows. ' f . ,

We believe thét thig picture provides a-plahsibielbasis
. i ) . ' et e ) ; .
for translation recsearch, but'needlcss to .say it"prcsemts many

problems whose solutlons arco only dlmly forcqcen at the prosent.

.

tlme. Our progect has sc far cuncentrated riore of 1us~att§n-'

)

since both of the latter'depend onxé_prior understanding'of )

——

. . A
verbalization, Any other.ordeglng of prlorltré; would be ppt—

ting the carﬁﬂbefcre the hoise. Any &etalled lnvestlgatfbn of

o .

the parsing cd&pOﬂent wquld be Lutlle 1f we hld not knowvwhat

"

sort of output we would expect that componentlfo-produce »the .

. 1

processes that weﬁt 'into a. partlcular verbalyzatlon. The trans-"

, ‘e

lamlon component 1is a verballzation, though ohe eﬁ—a—speetai

4
sort, and there again a detax;ed.undergtandlngagf verbalization

. ° L]

_processes is necessgry:' This report, then, will be most con-

cerned w1th the nature of vcxballzatloh. WQ wil; also devote-

'Y -

consxdorablc space to the nature of that specxal sort of ver-

» 1

balizat;on which is translatlon. We will have‘the least to say

»

about parsing. " ' \

N,

~ ' '\
\\
For about the last nine months of the project we have been

concerned with tie development of an interactive computer pro-
gram that will implement the vacbalizaticn processes we hypoth-

esize. Although this program is g%ill orimitive, the intention

is that it will gradually achieve increased sophistication 'in

» . .
its ablllty to 51mu"“te verballzatlon, translation, and parsing.

<

Sy
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As it presently s14ulates the processes of verballzatlon, lt

,oeglns ‘with an 1tem'that reprgsents the ;nlt;al holistic idea
| ¥

"o
s

“-whlch the speaker or wrlter of a text wlshes to tommunlcate. -

It then .agks the user, seated at a teletype, to make the series
' ’ 1

of creative choices that are necessary in the . productlon of the

/Exnai text. ,At the same time it attempts to apply on 1ts-9wn

Y

the algorithm;o processes which are called for. It Knows wﬁen:

creative choices are necessary, but not what choices to make. -

. ¢ /. +

?ﬁe usel must-deoiaé. But it should be able to apply the al-
ﬁgorithmiqlérooesses without help. As it simulates translation‘

it will‘bemable_to apoly the'algorithmro'processes of-the target
' lanquage.attomatioally, and also to apply certain creative |

processes on its 'own by looking at the source language verbal-
ey . - t i . 4 )
ization to see what creative choices were made there.  Whenever

it is not able to make a creative ‘choice, the program asks the

user to do so. . Wwe find that this kind of machine-usef\inter—

. -~ ,"" l ’

__action provides a valuable 'tesearch technique. Taking as our
A A ’ :

ultimate goal the eventual elimination of the user from the

' translation program altogether, we are starting with a situation

\

in which the user 1nterve.es at many points. As we learfit more
we will gradually give the machine more to do.and the user less.
.This technique can be followed not only in verbalization and
translation, but also in'parsinq. Whether the user will even-
tually disapoear from the pictgre'?itogether is impossible toc

predict at this point.

v o

However that may be, the goal of a program in which the

H
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contrlbutlon d?“bhe%u?er is 51gn1f1cantly dlmlnlshed in rela-

. ' : %

tion to that of the machlne seems worxkable. Shoft of the flnal ' ; k(

goal of eliminating the uéer altogether, an lntermedxatn goal st . N

. . e .

1dent1fiable as "human-aided" machine translatlon can more eas-

| ily be foreseen._ Here the machine w111 do the ‘many thlngs for 3"'_“1
which‘it is suited but a human brain w1ll be introduced at | R
those pointg where ‘the machine has reached 1ts llmlts. This E "/<~
1nterme81ate goaL has, we believe, sxgnlflcant practlcal as. wella / "
as theoretical value. ' | Tt D . . . N

/".." - \ , | o’ - | . | . . |
S . ' . , * T
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II. Subconceptualization ~ . . L,

- N a 4 - ' ’ .‘
. 5. ’ ‘

4 \ B L I

-We_ assume that a speaker or writer begins'with a single,

Ad . < g v

unltary, hOllSth conceptual chunk that he has regalled from

~ <

»memory and has de01dedy for -some reason, to communicate. Thus

- he may have in _mind some 1ncldent in which. he was 1nvolved, -

3 - '
somethlng of interest he was prev10usly told about or read
about, some experiment he'WLshes to report on, or whatever. We
label such a c¢hunk, as-well as the smaller chunks into which it

A

 will be" analyzed, with the preflx ‘cc (for "conceptual chunk")

.

followed by"a?four—dlglt number. The first digit 1ndicates the

‘languaée in which verbdlization is to take place ("1"vfor

- English and "2" for Japanese), and the remaining three digits

k]

constitute an arbitrary index for the particular chunk. Thus
CC-1001 mlght bq the name glven to some particular chunk of

" this sort that is about to be verballzed in English.

t
v e

We assune, furthermore, that whlle thls chunk is from one.

point of view a unit., from another ncint of view it has a more

~

, t
or less rich content, and that it is this content which-the

speaker wishes to convey to his audience. Sometimes, though
not in most cases, the initial chunk itself may T™ave a'linguis—
tic label. 1If it is a folktale, for exampé?, it ' may have a
name like "Cinderella" or "The Three Bears". But someoneuuho

has decided to tell a story is not likely to say just ,"Cinder-

.ella" and let it go at that. (One is reminded of the old story

-

10 | - .

1



.,{}'

AR T ) ' Lo

.
[ ~
-

' about a'Convention of comedians at which"paople said things

* like "49" or "l?BP and elicited laughter each time because

Q..\- P Iz

everyone knew the jokes these numbers stood for.) Normally‘it -

is necessary lnstead for the speaker to get lnsxde ‘the content-

~'or thls lnltlal unit--to analyze “it 1nto smdller chunks. This"~

kind' of process can be.pgctured.as shown in Figure 2, where the

L] "

1n1t1a1 chunk CC-1001 has been, as we say, oubconceptuarlzed

. into chunks CC-1002 and CC 1003. 1In a text of any 512e each of

‘these smaller chunks w1ll be further broken down into st111

-smaller ones, and so on, so that a hlerarchlcal structure of

successively smaller subconceptualizations emerges.’

-/

Subconceptualization belongs to the class of verbalization

processes which are' créative. Normally a chunk does not auto-
. . P N

' matically determine_aqparticular'subconceptual breakdown, but

the 'speaker must creativeiy choose how'to-subconceptuali%e each
one. It'is useful to think of the content of -each chunk--each
circie in Figure 2--as if it were a mountainous landscape, with
tke most salient aspects standing out in bold relief and the

1335 saiieint appearing as.only minor hills. All other things

being equal, the more salient some aspect of the total content

is, the more likely the speaker.is to express it when he sub-

Q
}

conceptualizes. He is not likely’ to make exactly 1he.same sub—
conceptual breakdown 2ach time he communicates the same\{nitial'
chunk, partly'because he may,juage different things'to 5é sali-
ent in‘different contexts and partly'because the 1andsdgpe it-
self may change over time,'the relative salience of its dif-

N

LI |
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| ferent aspects being medified inllong-tetm memory. Wc assuAe'
that ;nQ particular subcgnceptualization necessarily leaves out ﬂ
part of the coatent of what is being subconcéptua;izedi as sug- f
 . | gésted by the afea that lies within the larger circip but out-'
| side the two smallex circf§€ in Figura 2. Subconceptualization,
that is, is necessarily é seigﬁtibe process. NoO one ever.says

everything héatfdld say about what he has in mind.

v i .Enﬁconceptualizationxﬁf a particular chunk, say QC-IOOI,
éroduces two'or“mpre new chunks, say CC-1£02 and CC~1003. These .,
new cﬁgnks, furthermore, are concéived of as reléted to e?ch'
. ‘other ik\sbme way.. For example, CC-1002 might be the "reason“
for. CCh1003. Suppose the entlre text consxsted of the sen-
' tences, "I bought a bike yesrerday. I decxded I need more ex—

ercise.’ Let us say that the flrst eentence is a verballzatlon
of CC-1003 and the second sentence of CC- 10ﬁ2. We can say that
CC-1002 is thc reason for CC-1003. . We wrlte a subconceptuall-

zation proce s5s of this kind kp the follow1nq way:

1) GC-1001 S» CJ-REASON (CC-1002, CC-1003)

This statement says that the fhipial chunk, CC-1001, is sub-
cqziiggualized (§>) into the chunks CC-1002 and CC-1003, and .
that these two ncw chunks are related by the predicaté labeled

" CJ-REASON. The prefix CJ stands for "conjdnct;on" (derived from
the grammatical, not the logical use of this term). Any rela-

\\ tion between CC's is labeled with this prefix.

N ) 13

.
\




We use a'diffefént notation to represent each of the var-
iouslstages in(the vcrbalization procééé. At the outset, ‘in
this examole, the lnltl?l chunk CC-lOOl was all that was pre-
sent. This }plt;al_repxesentatlon, before any verbalization

.proéesses-pad been applied, was simply:

¢

g 2)  CcC-1.001 | \ - \
After the subconceptuqlization'speéified in-1) was applied) thé ,
representation became: - | 2 - I .
. ) > ' s -‘\.
T+ 3)  CJ-REASON . - ' ' o \
‘ CC-1002 ' _ '\\
CC-1003 . g . . ‘

. ' LY
Subconcep*uallzatlon pfocesses are thus rewrlte rules, whlch '
replace one stage Ln a verballzatlon w1th g subsequent staqe.
. . The format wec use to represent such stages,, as in 3), shows - e

prcdicates7with'¢heir;argpments written indented below them.

In simulating vergalization our program presentlf asks the
user to specify all the crcative choices, restricting its'own |

f contribution to the appiication of algorithmic procds.es de—
texrmined by the grammar of alscoursp, sen@ences, and wordg ln
the language involved. The program is laQeIGQ'VAT (for "ver-
balizer and translator"),.and we can illuskrate conversations
between QAT and the user identifying them as V and U respec-

tively. The program begins by asking:

4) V: WHAT VAT Tasgli? YOU WANT PERFORMED?

14
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:./' tn which one possible answer 3s: ' | " \

. 5) 5: VERBALIZE on-1001 | | A
' Skipping severa) steps tc illustrazte only the rough outliﬁfs of

- . , . Ce
- subconceptualization, we ase interested just gow in the duartion:
. . \

\\ ,

. 6) V: HOW IS CC-1001 SUBCONCEPTUALIZED: \

" )
\

. B

to which a possible answer is:

7) U: REASON (CC-1002, CC-1003;
A% thas point VAT will construct the'regresentation shown in 3).

VAT will now apply an algorithmic or, a&s we say. syn.actic.
.p:ocess trigyered by the presence of CJ-REASON in 3). The
process applled is of a type that is not yet clearly understood,
but we may view what we do st present at a tirst approximation.
At the moment VAT simplv takes the two CCs ralated by CJ-REASHN
ard orders them so that tne second will be expressed before tha
first. 7That is, for examplz, if CC-1002 is eventually going to
be verbalized az "I decided I need more exercise” and CC-1003
as "I bought a bike yesterday", we want the two sentences to be
expressed with CC-1003 preceding CC-1002. Thus VAT will auto-
matically change the representation in 3) td the folldbwing:

8) CC-1003
. ‘ CC-1002

This kind,of representatioh. in which no predicate is shown

15
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. The quotation marks around "KARA" indicate that this is an itom

b

" above the two CCs, indicates that they (or their eventual var-

- .

valizations) are to oc.wmr in t"e final text in the order shown,

with CC~1603 preceding Oo-1092. ' o
- .
1n Japanese the corresponding syntactic procedd will typ-
wcally lead .to the‘attachment of CJ-"KARA" at trhe end of tﬁe
second sentence. Thus if a #epresentation like that in 3) were
produced in a Japanese verbalization VAT would'automgﬁically
change at to:

g | ~
9) CC-100% ‘ g o

€C-1002 ‘ » -
CJ="KARA"-

!

which will actually appear as a word in the text. Quotation
marks are uscd for items that have a surface lexical represen-
tation. The representation in ¢) is deficient in that it fails
to show that CJ-"KARA" will'be part o} the same sentence as
CC-1002, whereas CC-1003 will (or is iikely ﬁc) form a differ-
ent sentence. We indicate sentence bbundar;;s with the notation

cJ-".", since the period will appear in the final text. Thus

fuller versions of 8) and 9) are, respectively:

10) CC-1003

cJ-".,"
CC~1002
cJ-" .'u

il) cCc-1003

CJ-“o" -
CC-1002
CJ-"KARA" \(
16
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CJ=-4, "

S

The creation of tlese periods ir a housekeceping task that need . -

not he described in detail here.

e
2

Given a representation like that in|(l10), VAT will go on to

~ask aboi:t ‘the subconceptualization of thg firsc, CC in the order-

ing. .Théigeneral principle foglowed'hera is one of "depth

first", in the sense that earlier items #n the text are' com-

| ' : )
nletely verbalized before the verbalization of later items is
bequn. . This procedure probably has some|psychological validity;

that is, a speaker is likely to think o7 later parts of what he

4
i

is going to say oaly in terms of the most gegeral chunks, wpile
' . S .

he is e¢laborating th2 earlier parts in detail)<\0n1y atfter he

has finished tae verbalization of these carlier parts will he

turn ‘his attention to a full verbalization of the later ones.

Thus, omittiny various considerations not as yet discussed,
subconceptualizai ion proceede interactively in the following

fashion:

12) V: WHAT VAT TASK D0 YOU WANT PERFORMED?Z
U: VERBALIZE (C-1001
(VAT creates the following representation:)
CC-1001
V: HOW IS CC-1001 SUBCONCEPTUALIZED?

U: REASON (CC-1002, CC-1003,

(VAT creaces first the following representation:)

17
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CJ-REASON | , |
CC~-1002 ) ' ‘ ) .
CC-1603 '
(and immediately applies a stored syntactic algorithm that.
changes it to:) : . .

cC-1003 ‘ . ' ‘ .
CC-1002 - N . :

V: HOW IS CC-1003 SUBCONCEPTUALIZED?

. . v,
2 tC * ° ¥
. . f
. s 1
t []

In tiis fashion a subconceptual hierarcny of any degree of com-’

piexity can ke constructed and expressed. =

The organization of a text may. not ne entire;y,hierarchi~ : -
cal, however. - Not only does a speaker break -down lérgér chuanks '
into smailer chunks-flérger “conceptéé into subconcepts; one |
chunk may also remind him.of another, so that the organization
which results may be in '‘part concatenative. We ﬁave becn view-

ing corcatenation in terms of excursions away from the main

hicrarchy, and have been calling such excursions digressions.

In some discourse, however, there is no necessary constraint

that the main hierarchy be returned to, and the result may be a
rambling text in wiich digression is added to digression. In a
more tightly organized text digressions are more likely to-ap-

| pear as parenthetical remarks: brief sidepaths which quickly

return to the main hierarchy. We usec the term parenthesis for

this brief and transient kind of digression,

If subconceptualization can be represented in terms of a

18



,‘ ‘ . ; e ’ 0 ' - L Q- . \ . . ) -
tree diagram (which does not, however, provide a convenient

means of showing the relations bptwgen subconcepté. like CJ-

~

REASON) , then digressions can be plctured as qubtrees.attachud

to thp main tree at one point or another, as suqqestcd in F1q~

.

ure 3. , N ' i

. " One other,important modification of the strictly hierar-

Py

2 . . . r. . :
.chical mcdel of subconceptualization results’ from the common

’ vo¢curronce-o£ summarization. It is frequently the case in ver-

balization that an lnxtlal chunk will be subject to two sepa-
r té hlcrarchles of subconceptuallzatlon, one of whlch can be
;dentxfled as a summarx of the other. It is characteristit of
a summary thdt its.subconcoptunlization procasses never pfocncd
beyond some relatively large chunks~-=-chunks which péckaqo a rel-
atively large content. We can contrast a subconceptualizétion
. hierarchy which is a summary with one»w&ich constitutes the
EQQZ of the text and consists of subcon¢eptualization processes
whicli produce a larger numoer of chunksloi smaller size.

A summary is typically expressed at the beginning or end
of a toxl: that is, preceding or following thc'body. varicus
conventions for'summaries arc associated with d}fferent gqenres
. of writing. For examplq, a scientific ;rticle may ‘
beqin.with the srlf-conscious kind of summary th&t is called an

abstract: a news report typically contains an opening paragraph

M4
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Aruitoxt provided by Eic:

Figure 3
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tcliiAg who, what, whgxé, and when; a fable' is likely to end'
with a moral, and sdﬁén. Oour program at présent simply asks, °
for the 1ni£ia1 CcC, wﬁether:it has an initial summary éone ex-

pressoa at the beginning .of the text), If the answer 1s yes lt
asks Equt for a subconceptualization of the summary, and moves‘
on to ask about the body of tne text only after the summary has

¢
bcun LomplQ}CJy VUrballzed At the-cend-of the tcxt it ‘asks

-

‘whether there is a final summary. . R : v

CreathL;y Wlthln a dlscourse is Ilkelv to be lxmnted by

the « Ienre to which the discourse belongs.‘ It would. appeﬁr that

thére is a continuum rangmng from maximally stereotyped to max-
;mally creative discourse. Most stereéeotyped are'thpsé forms of
.discourse, such as rituals, in which the speaker has very little
choice as to What ae is going to say or how he is going to éay
it. With such’'discourse the "grammar" of the genre proyideé
many of the answers to the questions VAT would otherwise have. to
:ank the user.  In other words; VAT should be able to producc
ritual texts with é minimgm amount of recoursc to creative de-
cisions. At the other extreme are forms of discourse such as
"de5criptions of unigue personal experiences which have never been

described before, wherc the speaker is relatively free to make a

great variety of creative decisions.

We believe 1t would be of considerable interest to incorpo-
rate into the verbalization process the constraints imposed by

several different genres, but we have not as yet done this. As

*

21
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it now~étands,our program 'does ask WHAT IS THE GENRE? as soon as

. S R .
i_ it has established that a verbalization is to be performed.
. -Possible answers that wehhdpewtouimplement in the future are,

-\ for exanmple, NEWS REPORT, PSYCHOLOGY ARTICLE, FABLE, and the

like. .
'I
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III. An Example

v

An example of these ‘procedures. as applied to a rcal text

can be based on the following United Press report taken, slight-
- \ .

——= "1y Gondensed, from the San Francisco Chronicle of May 16, 1974
Vo | - o .
13) 1. An:ll-year-old boy using a new*"super-glué"
2; accidentally glued h%; eye shut
€ 3. while‘buildiﬁg a model airplane, i
. 4. and~a Aocto: had ﬁo reopen the eye sufgically.

5, Mike Harris said . '
. 6. he rubbed his left eye

7. after several drops of the glue squirted into it

last Sunday, | |
- 8. and found his eyelid would not move, )
- 9; An eye surgeon debated briefly about '

10. usin¢ a super glue solvent N
. ) ll. but dgcideﬂ agains£ it

12. for fear it migﬂg’damagc the boy'S'eye.'

13. The surgeon, who asked nét to be identified,
’ 14. finally put Mike in the operatiﬁéﬂnoom,

15. trimmed Miké's eyelashes,

" 16. theh opened the eyelid surgically.

) 17. Mike was released frém the hospital Tuesday.

It is approximately the case that each of the numbered lines 1in

23



. text contains a number of intermediate.subconcepts as well,

.-which need to be elucidated-in- a-subconceptual-hierarchy.

] -

l

this text éxprqssas a terminal shbconcept. ‘We assume that thém\

-

e —

-Let us suppose that the combination of VAT and the user are

L

L

attempting to_simulate the verbalization processes that went

into the production of this text.. 'For the moment we are con-

cerned only with subconceptualization prbcesses (and associated

syntactic algor;thms). Many of the user's answers in the fol-
. \

lbwing conversation with VAT are intuitively based. The success

- of our eventual parsing component will depend on the extent to

vwhich these intuitive answers can be predicted from'the text to- o .
gether with.whatever items of background knowledge are relevant.

. . o\ .
The example will be carried only far enough to suggest the na- -

e

-.ture of the:procedure. . , o5 ' |

The exchange'begins in the usual way:

14) V:  WHAT VAT TASK DO YOU WANT PERFORMED?

U: VERBALIZE CC~1001

VAT creates the following representation, including a text-final
period: ’

)

15) Cc-1001
CJ_II . "

N\
YAT'Ss next question seeks to estab.iish what genre constraints

!

‘apply in this text: ' -

24
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'16) V: WHAT IS THE GENRE?

-

U: - NEWS REPORT

.

VAT will now assume that the text is a typical ﬁéWs'fepéff‘Which“***“**

. .

begins with a summary. Its first questions will deal with the

: 9
subconceptualization of the summary (expressed in the text in

..... e e

L crm——

sentences 1-4):

17) v: HOW IS CC=1001 SUBCONCEPTUALIZED IN THE SUMMARY?.

U: YIELDS (CC-1002, CC-1003) :
N

. The user has answered that the first breakdown |of the summary is

)
»

into two subconcépts,‘cc-looz (to be expressed|as lines 1-3) and

\
N,
\

CC-1003 (line 4). Furthermo:e,'the relation between these two
CCs has been identified as one'labeled YIELDS,‘in wh%ch the first
CC "leads to" or "results in" the second. YIELDS differs from |
another, si;ilar relation which is labeled CAUSE” in that the ‘ f
event,conceptuaiized by the -second g% is not a neceésary consé— -
qguence of the first. It is, hbwever, scmething that presumably
would not have happé}sd if the event corteptualizé&)by the first
CC had not taken placé. As a result of thg‘user's answer in 17)

VAT first creates the :epresentation:

.<i~18) CJI-YIELDS v
CcC-1602 . -
CC-1003

CJ"'" . L1

and immediately applies a syntactic process which chapges it to:

19) CC-1002 v
’ _ . ’\\\\ / iki;\

25
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' ’ '
CJ"" , A’ND" R . :
CC-1003 .
CJ=-"." ' Co

—————That_-is, the two CCs are to be expressed with the "yieider" pre-

/—.-7-

e - s . .

{

ceding the "yielded", and Ehey'éfé téﬂbé‘béhhected~withwgwgomma

£01 lowed by the word "AND". Tﬂis is not the only way in which

YIELDS cah be-realized, but for the sake of the example we may

———— e —
———

regard it as such. VAT will now. prcceed to askﬁébout the sub—---

26
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T —————
conceptualization of the earliest CC in 19):
L ‘ ' 1 °
20) V: HOW IS CC-1002 -SUBCONCEPTUALIZED IN THE SUMMARY?
U: FRAMES -(CZ-1004, CC-1005)
The uscr ha; an§wered that CC;IOOZ is broken dowu into two CCs, '
CC-1004 (line 3) and CC-1005 (lines 1-2). They are related by .
FRAMES, a temporal relation in which the first CC occﬁpies a
time pé}iod larger than and including the time period of the
second. In other words the time period of sentence 3 includes
that of sentences l-2. VAT creates, sequentially, the following
two representations:
-21) CJ-FRAMES
CC~-1004 : s
» CC-1005 . : A
CJ-", AND"
CC~-10063
CJ"'" . "
Je
22) CJ-"WIILE" .
. CC-1004 )
CC-1005
CJ-", AND" .
CC-1003
CJ_‘II." | '/



— -

L 4

r
" - Although there may be Several [7ssibilities for the expres-

sion of FRAMES, VAT hés assumed here that two factors are in-

'

volved: an ordering of the two CCs so that the "framer" pre-

cedes the "framed", and a prefixing of the word "WHILE" co the

A

first CC. 1In this example the ordering of these two CCs will be éﬁ‘

reversed in a subsequent operation.

4

We would expect VAT to ask next aboug_thé subconceptuali-

“zation 6F TC=1004,~but by a means not: yet discussed VAT will

e
— P ——— e e eme —— e s e

discover that this is a terminal CC (one not further subconcep-
tualized). If CC-1004 were followed by "." or b§ ", AND", VAT

- would proceed to ask queéstions directed at the complete verbal-
' ization of this CC.. But sincé CC-1004 is not folliowed by cne of

these boundaries, attentjon is next focused on CC-ldOS:

23) V: HOW IS CC-1005 SUBCONCEPTUALIZED IN THE SUMMARY?
U: FRAMES (CC-1006, CC-1007) ', ’

VAT crcates the following representation:

24) CJ-"wWHILE"
CC-1004
CI-TRAMES

CC-1006

CC~1007
CcJ-", AND"
CC-1003
CJ_.N .Il

‘The user has said that CC-1006 (line 1) occupies a time period
which includes CC~1007 (line 2). So far we would expect this

.

éecond instance of FRAMES to be expressed by prefixing the word

27
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"WILIILE" to CC-1006, as was done in 22). Let us suppose, how-

ever, that FRAMES actually triggers a more complex algorithm

—a—

;,/ﬂ/fwﬁlcﬁ“says'in effect that one "WHILE" in a sentence is enough,

| : 4 .
and that a second instance of FRAMES will lead to a diiferent

expression. Here the second instance leads to the creation of a

i

relative clause which will modify one of the constituents of

CC-1007. Furthermore, the already created "WHILE" ciausgﬂw{li

be moved to a position after CC-1007. (This ordering of the CCs

.

— ___does appear_to be maximally natural. It would be slightly less

desirable, for example, to produde "while he was building a.model

airplane an ll-year-old boy, using a new "super-glue", acciden-

tally giued pis eye shut." Certainly, however; the différences

in this area are very subtle.) . We‘wil} indicate the relative

clause status of CC-1006, to be embedded within the expression of

CC~1007, with a slash notation:

25)

A
.

CC-1007 / CC-1006

CJ="WHILE"

c€-1.004 - N

cJ-", AND" a .
cC-1003

CJ_II . "

[4

The revresentation in 25) will be discovered to be the final

one in the surconceptuzlizatioa of the summary, --hich has been

found to consist of four CCs (uliimately four clauses) joined

LY

together in the manner indicated. VAT will now proceed to véi:\\

balize the summary completely, making use of other kinds of proc-

esses. When that has been done, it will say:

28
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| 26) V: WE NOW MOVE TO THE BODY OF THE TEXT. HOW IS CC-1001
. v . SUBCONCEPTUALIZED? )

U: YIELDS (CC-1002, CC-1003)

’

. This is, of course, the same answer that was given to the corre-

sponding question in 17). above. As CC-1002 and CC-1003 are fur-

ther elaborated, howdver, many differences will emerge. Ulti-

—— e ——— -

mately CC-1002, wnich was expressed in sentences 1-3 ' 0of the sum~

—

mary, will be éxpressed'in the body of the text in sentences 5-8

________*cczlnﬂ1+_exp;essed¢in“the_summaxy,as_sentegcefA,.willee.ex:“._“”

pressed in the body in sentences 9-17.

. T We will not repéat here the operations involved in the sub-
‘coﬁceptualization oé the Body of th; text. They are for the moﬁt
part similér to those illustrated aibve. Variogs other relatioﬁs
between CCs are introduced: for example, that between CC-1015
(lines 9-12) and CC-1016 (lines 13-16). The first of these CCs

.o involves an alternative, that is rejected in favor of the alter-
native conceptualized in the second; thus, the relation may be
labeled REJECTED-IN-FAVOR-OF. Within ‘CC-l‘OlS there is a rela-
tion of CONCESSION (denial of expectation) between CC-1017
(lines 9-..0) and CC-1018 (lines 11-12). It will be of consid-
erable incerest to isolate relations of this soft in a variety
of texts, and to‘%eterminq_the ways in which they may be ex-

pressed under varying circumstances in different languages.

The text does contain one example of a parenthesis, ex-

pressed in the nonrestrictive relative clause in line 13. The

29
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_fact that the surgeon asked not to be identified ie a minor

digression from the mainstream of the accaunt.

It is attached

.o the node representing tnhe ' surgeon which will become a con:z

oy .

sLisuent of CC-1022 (lines 14-16).
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IV. .Jexicalization of a CC

-

We use the term lexicalization to refer to another major

component of verbalization: specifically to a cluster of proc-

A

esses that are iﬁyolved in the choice of a par;icdlar l}nguistic

expression for a CC. Subconceptualization breaks 4@@% an ini-

tial, holistic chunk into smaller chunks. These smaller chunks,

——-however; -remain-conceptual- in nature, and other operations are

necessary to convert them into surface linguistic tepreSenta-b
ticns. Roughly speaking, lexicalization involves the choice of

"words" that will appropriately communicate the content'df CCs.

Lexicalization of a CC takes place at the point where the
speaker'décidea that he has subconceptualized far enough. The
aim of subconceptual£%9tion is to produce'chdnks of a size ap-
propriate to linjuistic expression; and particularly to lin-
guistic expression that will convey neither.too little nor too
much information to the addressee. Too little information is,
for exahple, provided by a summary, where,subcpnceptualizatioﬁ
has procceded oaly to a point where lexicalization will provide
the addrecsee with a "general idea" of the content of the whole.
At the other end of the scale, we are all familiar with exposi-
tions in which too ﬁuch information is conveyed, where we arc
told more than we want tc know. One aspect of a speaker's cre=-
ativity, then, is to deciae exactly where in the proca2ss of sub-

conceptualization he should stop, taking into account the nceds

31
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and interests of the addressee. It 1s\a€ this point that he

turns tQ lexicalization. \(

Thg gpeaket may also;be influenced in such decisions by
the resources his language makes available for packaging chunks
of different sizes. Consider, for example, the amount of con-
‘tent that is packaggd in an Wglish sentence like “He hit into
a double play."” If our language did not provide this partic-
ular expregssion, we would have to subconcqgéualize this chunk
considerably further and come up with chunk% that would -have
to be expressed in somé such way as "He hit the ball to the
shortstop, who threw_i; to the second baseman before the runner
previously on first base could reach second. The second basa~-
man.then threw the ball ‘to the first baseman before the batter
could reach first. Thus his hit caused two outs to be made."
Presumably a language makes available‘packaginq at various lev-
els of s#bconceptualization according to predominant communi-

cative nceds within the culture of its speakers.

How are cbgceptual chunks communicated? One way to ap-
proach this quest;on is by looking at the spatial and temporal
properties of such chunks. A chunk is typically either an event
("He rubbed his left eye") or a situation ("The glue was next
to the famp”). Both events and situations have a particular
locus in space and time (the difference being that an event |
involves some spatial change through time, whereas a situation

does not). Such chunks, then, can be regarded as as-
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signable to particular coordinateé!in both a spatial and a
tempoyral continuum. K (We cmit'consideratipn here of generic
Ehunks, exp;essed in sentencgsllike "Dogs chase cats" or "The
-house had two chimneys“4 whe;e at least tempéral particularity
is absent. Genericness calls for extended discussion thag Qould

* ! ’
take us too far afield at this pcint.)

~

If we assume that most of.the chunks'a speake; wants to
find linguistic expressioh for are events or situations, and thus
have both spatial and temporal particularity, it is not sur-
prising that'languaqe fails to provide direct labels for them.
We cannot, in the course of subconceptualization, arrive at some-
tﬁing,like CCc-1011, then remember that the name for this chunk is
"BLURG", and communicate it by uttering that word. Particular
events and situations are too numefous, and our exéerience of
them too idiosyncratic for them to hage their. own particular
names. The way this problem is solved is through the ihterpre-
tation of many différent‘CCs as instances of thc same category.
Thus the time last December when I gave my mother a Christmas
present, the time when the mailman gave me a registered letter
this morning, the time yesterday when the teacher gave my son a
note to take home, etc. etc. are all categorizable as iastéences
of "giving". We label the category itself UC-"GIVE" (UC stanaﬂ
ing for "universal category") and specify the choice of this

category by the speaker with the notation:

27) C©C-1053 C» UC-"GIVE"

33
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such a statement is to be read "CC-1053 is categoriied as an,
ipstance of the caiegory Uc-"GIve"". It should be noted that
the English word "GIVE" is not the name of thxs categorv, rather,
any partxcula: QC ‘which is so Eateqorlzed can be commuaicated

with the word "GIVE". 1In other words, the decision described in

27) allows us to u;e "GIVE" as a name for CC-1053.

CI |

The way‘in wrich a speaker decides thai-a particular CCean”
‘be categorized as an instance ,of some UC is of course a funda-'
mental psychologlcal questlon. One thing that seems clear is
that some CCs afe_mofe easily categorized than others; ease of

catégorizabilityﬁhas been called “codability“}. In a closcr ap-..

- proximation to human mental processes, therefore, a statcment

"like 27) ought to be qualified as valid to a certain degrae, and

not as an all-or-nothing decision. 1If the degrece to which a

particular CC 1is an instance of some UC is very high--if the CC

Wy

is hxghly codable--then the use of the word provided by the UC

will succenﬂ quLLd well in conveying the content which the sﬁéak-
or has in mind. If, on the other hand, the content of the CC is
not very well captured by assigning it gq the UC, then the speak-

er is likely to want to add one or more modifiers to mold the

content more closely to the content of the CC he has in mind.
Adverbs are an obvious gdevice by which such molding is accom-
piished. Thus, the speaker might decidq that the contént of CC-
1053 is better captured in an -jintersection of uc-"GIVE" and UC-

"GRUDGING" :

' Mo dp



"in which case 'the eventual lexicalization will be "give grudg-

| ingly", and not simply "qivc“.

"which “took plece. But sentence 28) contéins more . than the word

“"GIVE". What kind of conceptual 1nformatlon is conveyed by "MRS.\

28) CC-1053 C> UC-"GIVE" .& UC-"GRUDGING"

Suppose cC-~ 1053 is; a conceptual chunk that will eventually

¥ l

,be verballzed thh the sentence.

\ \

28) Mrs. Brown gave Tommy a cookie. .
. * - N L ‘q'

~
-

q

We have said that the word "GIVE" is available as a label for

.

this CC. Up to a-point that is correct; there was a giving

)

" BROWN", "TOMMY", and."A COOKIE"? Each of these items evidently

communicates a conceptltpat is different in nature'from a CC.
This other kind of concept we label a PI (for "particular 'indi-
yidual"), "The chief differgnce between a FI and a CC seems to
haQe to do with temporal particularity. A CC is conceived of as
occupying a specific and.usuallx'fairlyelimited period of time.
The time period qgcupied by, say, Mrs. Brown is much less spe--
cific, and is not likely to be something we are very interested‘
in when we utter a sentence like 28). In: other words, while a

PI may have temporal partlcularlty in the sense of a lifespan or

P ——,

total tlme of exzstenco, such a time period tends to be of a
different order of magnitude from that occupied by a CC, and more
often than not is cof little relevance when the PI is communi-

cated. Furthermore, any ‘one PI may participate in an indeter-
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‘minate number of different CCs. ‘(Mrs. Brown has done many other

things besidcs that which was reported in 28).)

~a

* - -

Why do PIs play a necessary role in the communicacion of a ”
CC? The answer ‘may have something to do with the necessity for
providing anchor points in the addre ssee's mind. Because of its

a .
‘ lack of temporal particularity, the concept of a PI is a rela-

3

tively stable concept, and-one which is iiable_to enter con-

: ‘ scxousncss aqaln and again with rcspcct to a wide varlcty of
CCs. Thus, tbe only way a speaker can effectively 1nstall the
content of a CC in the addressee's mind is to .tie it to one or
more PIs already known to the addressee. That is, the usual'way
of communicating informatlon is by brlnglng one or more PI nodes
into the addressee s consciousness, and by predicating Something
of these nodes. Language usually 1nvolves taking one PI (the
“"topic") as. a starting poxnt and elther predlcatlng somethlnc of

it alone, or tylnq it to o&hcx PIs through a relational predi-

cato.

in deciding to categorize-a CC in a certain way, say as an

‘instance of UC-"GIVE", & spesker simultaneously establishes a
-

framework of PIs which are separated out from the contentc of the
CC, and which wil have to be linguisticaliy represented in some .
way. In the .case of UC-"GIVE" these PIs will function as agent,

peneficiary, and patient (the giver, the givee, and the given).

The fact that these three PIs are entailed by the choice of UC-

"GIVE" is expressed as follows:




- 29) CC-A ' C> UC-"GIVE"I o - |
. E>. . , | ‘ _
cc-A F> VB-"GIVE" (PI-BfAGT, PI-CPBEN, PU-DfwAT) .

A

The letters A, B, C; and D'in'thi9~statementlapé vadriasles rang-
ing over particular four digit numbers. For chmplé,iCC—A might'

“be CC-1053, PI-B might be PI-1687, ctc. .The symbol E> is to be
read;ﬁentaiybg. and F» is to be read "ig framed as". VThe nota-.
e ‘lftion/to the right of F» can be regarded as a "casg fram§"; hénce
lthe/appropriateaess oﬁ the term."fraﬁing". One might aiéo imag-

, /
_ineé that this kind of operation involves "framing" an utterance

¢

in the sense of deciding on its basic linguistic'framework.)

4

The statement in 29), then, says that when one has chosen
to categorize a particular (C as an. instance of UC-"GIVE", this

~—

decision cntails that the CC will be framed as, or cxpressed by,
. the vcrb (VD) "GIVB" accgmpaniéd by three Pls, functi;ning as
agent, beneficiary, and-patient. Sgatements like that in‘ZGi‘
are stored in er.English lexicon. This statement actually forms
only'part of the lexical entry for ﬁC-"GIVEW. The comp}ete entry
for this category contains a number of additional lines which

state various other entailments, for example that giving jinvolves

transfer of ownership. These other aspects of lexical entri J

will be discussed below.

To summarize, a CC of the appropriate size, arrived at
throuyh subconceptualization, will be subject to categorization
. in terms of some UC, the cffect of which will be to create, by

way of the lexicon, a verbal label for the,CC togcther with a

37 .
- 43




e — e s

/
I
b ‘ . [

fr~mework of associated nouns. The framing operation, in ef-
fect, will have factored out those elements (PIs) having no

sigynificant temporal particularity, leaving a word (the VvB) to

P

which alone that tcmpofa;'particularity will be ‘assigned.

.~
3

It is probably a consequence of its bein® left with this
' / . ‘
temporal role tha:t the VB is likely to end.'up carrying a tempo-

ral marker of some kind, such as a tense and/or aspect suffix.f

If, for example, the CC ocdhpies a temporal locus that precedes
the locus of the spééch act, the VB is likely to end up with a
past tensc suffix attached. This part of lexicalization we call

inflection. Its implementation will be illustrated immediately

below.

Our progyram tries to establish at the outset for each CC
whether it can be categorized, on the assumptﬁon that the speak-
er is aiming at such catecgorization as a goal, and that subcon-
ccptualization takes place only when the content of the CC is .
such that categorization is not appropr;qte. Thus the first

"

question asked of any CC is of the sort:
30) *V: CAN CC-1053 BL CATEGORIZED?

If the user's answer 1is no, VAT goes on to ask how this CC is to

e subconceptualized, as in the example given in section III.

If, on the other hand, the user's answer is Yyes, VAT will go on
to ask questions relevant to the tense/aspect properties of the

CC. At present it asks first:

38 : 4”




31) V: IS CC-1053 GENERIC? .

,
/’

. since special considerations have to be given to CCs,éhat{do noc
"have temporal particularity. If the answer to 31) ‘is ro, VAT
presently assumes as a default option that CC~1053 has a temporal

locus preceding that of thc'speech act. ThisJis certainly the
©
" - most probable state of affai%s for most kinds of discoursc. Wc

expect later to elaborate other possibilities, which are likely

to depend on adverbial and’other means of establishing temporal

) 4

particularity. our program at present will, under these circum-
)
stances, add the inflectional ‘notation "PAST" aftey a slash, as

1

- in:
32)° cc-1053 7 "pasT"

- It is now time for the following exchange:

~

33) © V: HOW IS CC-1053 CATEGORIZED?

U: GIVE

The user sdys that the decision has been to categorize this CC
as an instance of the category UC-"GIVE". VAT then looks into

the lexicon and, on the basis of the last line En 29) , replaces

rd
‘

32) withi ' | e

34) VB-"GIVE" / "PAST" >
PT-B#AGT
PI-C$BEN
PI-DePAT '

Two other considerations are relevant at this point. For




L]
.

onc thing, VAT will want to replace the PI variables in 34) with
particular four digit numbers. ‘Our easiest recourse at present

is to have @AT ask the user about each PI:

-~ * .

:  WHAT I& TIHE AGENT?
: PI-1234 Y . K .

'V
U
V: WHAT IS THE BENEFICIARY?
U PI-1345 |
\)

. WHAT IS THE PATIENT?

® 4
U: PI-1456 \
o ]
whereupon VAT will replace 343 with:

36) VB="GIVR" / "PAST"
PI-1234¢tAGT ; Vil
PT-1345¢0BEN
PI-1456DPNT ’

" At lecast som® of, the answer® to the questions in 35) ought,
under some. circumstances, to be Qerivable from épe context. We
hope gradually to teach VAT to discover such answers for itself

. ) (
whenever possibles

A second consideration at “his point is to establish which

PI is the topic. Again the ‘easy way out is for VAT to ask the
user: . .
| G

37) V: 'WHAT IS TiF TOPIC?

U: PI-1234

In English, at least, this may be the point at which functional

40
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‘relations such as agent, beneficiary,:and patient should be-;e-
_pladed by surface syntactic roles like subjecth indirect object,
and- direct object. (In Japanese the introduction. of particles
- . i
like wa, ga, o, and ni would be appropriate here.) Thus, after
37) VAT may changemthe representatioun in 36) to:
38) VB-"GIVE" / “PAST"
PI-1234%SUBJ
PI-134541I0
PI-1456¢D0
where 10 and DO stand for "indirect object" and "direct object".
Again, the identity bf the topic will often be derivable from

the context. For example, all other things being equal, tdbics

have a tendency to remaifi constant from .one clause to the neéxt,

agents are more likely toRe topics than patients, and so on.

Considerabld empirical workc@ill be necessary before all such

factérs have been sqrted out

'If the codability of CC-1053 had been somewhat lbwer, and
_the modified categorization exemplified in 28) had.been chosen}

the.representation at this stage would include an adverb (AV):

L]
3

'39) VB-"GIVE" ,/ "PAST" / AV-"GRUDGING"
(’_ PI-12344SUBJ .
PI-13454I0
PI-1456¢DO

.

The lexicalization of CC-1053, then, has involved categor-
ization, Possibly modification, inflection, and framing. The
next step in verbalization is to lexicalize the several PIs which

are contained in a representation like 38) or 39). We will sce
41
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that the lexicalization of a PI involves categorization, possi-
bly modification, and inflection. Framing is for thé most part

resﬁliéted to the lexicalization of a CC.

S
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.. V. Lexicalizaticn of a PI

;\il is the concept of a concrete object, be it animate or

inariimate, or of an abstractien which has been reified and is

L

béing.treated linguisti.ally in ways analogous to the treatmert
of physical objects. The surface linguistic representacion of

a PI may be a prover noun, a common noun, a pronoun, ©r nothing

L

. . KN Vo
at all, Furthermore, by, agreement processes certain.features of

the PI may be inébrporated inpo'éhe vgrb with which it is assow
“ciated. Each anquaée has its own idiosyncrasiés in the-preatJ
ment éf PIs. ome, like Japanese, are esbécially fond of de-
..leting the PI’altogetﬁér whenever it is predictable from cof-=""

text. Some, Pf the polysynthetic type, seem to go overboard -'in

the extent té which they incorporate features of the noun within
the verb. Some make a point of adding_inflectional-f tures ex-
pressing "definiteness", plurality, and the like to the surfaée
nouyn, while others seem to geg along'well without such cxpre:s-
sion. For illustrative purposcs we will confine ourselves in

this scction to the main outlines of how a PI is’ lexicalized in

English.

Much depends on whether or not the PI in question is
"given"--whether it is a piece of knowledge that the speaker
believes has already been brought into the addressee's con-
sciousness 1n some way, prior to the uttering 9f the present

sentence.2 Here again we have a case where tHe easiest course

43
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for VAT is to,ask the user:

. N\ .
40) V: IS Pi-1234 GIVEN? ' : .

Certainly in mény éasca, hbwovcr, VAT can betaught to decide
this for itself. If, for cxample,™I-l224 Qas mentioned in the
precedifg sen;enée the answer to 40) must bg yes. If the pf%-
ceding sentence was "Mrs. brown came over from next door"rgnd
we are concerned with the lexicalizatién of PI~1234 within the

sentence "PI-1234 ‘gave Tommy a cookie", the givenness of PI-1234

will result in its lexicalization as "SHE". We can actually go

”é fair distance in establishing the givenness of a PI on this

basis alone, but the question of how else givenness is estab-

f

lished, including its introduction from knowledgc nvtertal to

the linguistic tex. altogether, will necd to be raised pventu-

ally. ' :
! . o

Let us assume first that the answer to 40) has 'been yes, in

~

which case Englich is likely to lexicalize PI-1234 with a pro-
n;un. This.f; not always the.case; sometimes a Pl that is.
given will not be pronominalized. The principal criterion here
seems to.be whether pronominalization will produce ambiguity,
and ultimately VAT will need to decide whetﬁer ambiguity will

result. .For now, however, we proceed on the assumption that a

PI which is given will automatically be: pronominalizeé.

The prOcédure we are currently using for pronominalization

in English asks first: ¢

. -0



: A .
41y V: 1S PI-1234 'THE ADDRKSSEE?

/

This question is asked first becausc the pronoun "YOU" does not
distinguish numbor,'agd if the answer to 41 is yes it will not
be necessary for VAT to do anything beydhd lexicalizing PP1-1234
as NN-"YOU" (NN, of course, for "poun"). 1f, the other hand,

the answer to 41) is no, then VAT must ask:
42) V: WHAT IS THE CARDINALITY OF PI-12347

We assume that a PI is from one point o* view .the condept of a
¢
set of objects, and that the cardinality of the set is relevant

in establishing expressions of singqularity and plurality, among

other things. Actually the distinction between one and more

than one as possible answers tr 42) is all that is relevant at
the moment. More fnte;esting ques;ions do arise in this area.
For examplé, with cardinalities up to about five there is ‘likely
to be a need for aistinguishing each member of the set with a
specific PI ndmber, whereas with larger cardinalities the set is

likely to be conceived of simplvy as vontaining "a number of" or

"many" members.

I1f we assume first that the answer to 42) is one, thbn VAT

will ask:
43) V: IS ?1-1234 THE SPEAKER?

Tf the answer is yes, then PI-1234 is lexiq;lized as NN=-"I". If

no, then we are dealing'wi;h a third person referent and VAT

L ]
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must determing its gender:

44) V: 1S PI-1234 ANTHROPOMORPHIC?

This classification includes human beings, but also named ani-
[ . : '

mals such as pets. If the ‘answer to 44) is no, VAT will loxi-

calize' PI-1234 as NN-"IT". Otherwise it must find the sex of

this refe&ent&‘“
l’- .
45) V: IS PI-1234 MALE OR FEMALE?

and lexicalize it as NN-"HE" qr NN-"SHE" accoxdingly.

If the anser to 42) was a number greater than one, VAT
® .

must decide between "WE" - and “THEY", the pronouns which are ex-<

plicitly plural. Essentially it must ask: -
46) V: IS THE SPEAKER A MEMBER OF PI-12347

If yes, it willﬁproduce the lexicalization NN-"WE" and it no,

NN-"TLEY".

There are again a variety of ways in which VAT might be

able to answer questions like 41) through 46) without asking th

e

user. The identity of speaker and addressee will have been es-

tablished by providing such discouﬁse paraheterSoat the very
beginning of the discoursc¢; at present we use the arbitrary
convention ﬁhat PI-1001 is the speaker and PI-1002 the addresse
In ques&ions 41) and 43) VAT is asking whether PI-1234 is iden-

tical to PI-1002 or PI-1001. But, depending on the context,

46
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thfs idcntity may a;keady have bken established. As fpg the
cardinality of PI-lZJQ, it may have been made ékplicit through

a numeral or in some other way. And the gender of this referent
might have been established throuygh the previous use of a éexj
sbccific proper name, or through some other fact that has-al-'

»

recady been supplied. ‘ ) . y

Let us now turn to the possibility Eﬁap PI~1234 is not
given--that the answer to question 40) was no. .In th?t case,
lexicalization must be eithér in terms of a proper name, or
through the use of a categorizatioq aﬁd ultimately a~comﬁon noun,

VAT first asks:

, :
47) DOES PI-1234 HAVE A NAME? - o

Sia!
[f yes, the user gives the name ané VAT lexicalizes PI-1234 as

NN=-"JOHUN" or the like. The real situatioa is not quite this
simple, since a PI is likely to have more thanhone proﬁer name
(John, Mr. Brown, Daddy, etc.) and the choice of which, if any,
among them to use will depend on various interpersonal consid--
erations. Kventually our program should include questibns rcle-,

vant to such a choice.

'Kf the answer to 47) 1s no, then VAT follows a procedure

‘roughly analogous to that associated with the categorization of

-

a CC:

48) V: HOW IS PI-1234 CATEGORIZED?

U: TEACHER
47
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* 1234 with NN-"TEACHER". At t
' - > - v’

(for examblc). Bisically, at th é point, VAT will replace PI-

, same time it will storé the

’
LI

statement:

49) P1-1234 C» UC-"TEACHER"

o«

and will loek at the lexical entry for this category for what-

v

‘ever relevaat information is stored there.

Just as a CC ray bé given a lexicalization that is inflec-

ied.f?r tense and/or agpect.‘the iexica}ization of a PI may be
_ @iven inflections such as number and/or de{initehess. If the

lexicon shows, for example, that UC-"TEACHER" cntails that PI-

, 4 .

1234 is countable, VAT wili also in this .case ask abdut’}ts car-
dinality,.as in 42) above. If the answer iSJa nuhber greater
‘than one, VAT will create a réproséntétion like NN-"TEACHERJ /
"PLURAL". Independent oﬁ this number question, VAT will need to
determine whether the use ‘of this cateqo}y in this context will
enable the addressee to know what particular instance of the

category is being talked about. We put this in terms of the

question:

" §0) V: . DOES UC-"TEACHER" IDENTIFY PI-12342?

/

If yes, VAT will add the definite article (AR) as an inflection:
v .

NN-="TEACHER" / AR-“TRE". If no--that is, if the addiessee is

assumed not to be able to identify a previously known PI as thﬁ
'

referent, VAT will decide between the indefinite articles AR-"A"

¢ -
and AR~"SOME" depending on whether the cardinality of PI-1234 ig

/

48
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_ one or qgreater than one. The outhme wxll thus be either NN-
"TEACHER" / AR-"A" or NN-"TEACHER" / "PLURAL" / AR-"SOME"; that-

vy T
o is, "a teacher" or "some teachérs"

We have at;empted to for-.

malize some of-the contextual grounds on which VAT will be able
> to answer a question like 50) without asking the user, and this

. '~ matter will be discussed|in section VII, below.

49
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VI. The Lexicon

3

¢

In all its operations VAT must at many* points make access
to,é store of more or less permanen’ lexical knowledgd which we
have formalized in terms of entailments of categories. The

~statemepts in the lexicon specify what we knogfabout_a partic-

fular CC or PI as a result’éf its beinq igentiﬁied as_ an instance

ki

of a certain category. 'Or, to lobk'a§ it from the opposite
point of view, these statements say what properties a particular
CC or PI must have in order - to be catégdrized in-a certain way.
From ﬁhe first péint of view Qe can séy that once we know. that

a particular CC has beer cateéorized as an instance of uc-
"GIVLE", for example, thé\iexicon telis.us a number of other
things that Qe must know about thié CC.. Irom the second pﬁgnt
of view we can say that the 1exiqél_cntry'for UC-"GIVE" tells

us what we must kndw about a CC in order to assign it to this
categori. These twc ways of viewing lexical entries are not in

contradiction, but are different sides of the same coin.
' :

From a.psychological standpoint the lexicon approximated a
description of everything that, is involved in a person's inter-
pretation ol the world, at lcast so far as his interpretive grid
1s dependent on verbal categories. We are unable, of course, to
focus on individual dilferences, but must attempt to deal with a
core that is common to the speakers of a particular language.

The lexicon is the heart of our program, whether we are engaged

50
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in verbalizaéion, translation,:or parsing, and every£hing else
depends on the success with which the lexicon has been elabo-
rated. A separate 1Q§icon has to be developed.éor each language
with which the proqraﬁ trics to deal. In aﬂfﬁll-flcdqod ihplv—,

mentation certainly a vefy high proportion of the total devel-

opmental effort will have to be devoted to lgxical questions.

As a simple illustration of thé kind of information a lex-
ical entry might contain, as well as of the formalism we have
been using to represent such information, let us consider at
least part of what it means for a particular CC to be cate-
.gorized as an instance of UC-"LIFT". We will want to say that ~
when X lifts 'Y, this entails that X doe. something which causes
a change of state ffom Y being in one location'to Y being in
another location, and furthermore that the new location is above
the old location. The lexical eniry for UC-"LIFT", insofar as

' it captures this much information, is written as follows:
€
51) CC-A C> UC-"LIFT"

E> '

CC-A F> VYB-"LIFT" (PI-RB$ACT, PI-CtPAT)

CC-A S» . CJ-CAUSE (CC=D, CC=E)

ccC~-D F>» VB-ACT (PI-B) - _

CC-Z S>» CJ-CONJUNCTION ({CJ-CHANGE (Cc-I', CC-G)), CC-H)

CC-F F>» VB-AT (PI-C, PL-I} :

CC-G F>» VB-AT (PI-C, PL-J)
CC-H ~ ¥>» VB-ABOVE (PL-C, PL-I)

"The first two lines are to ba\fead, "If CC-A is categorized as
in instance of UC-"LIFT", this entails..." The first line under
E> then gives the case frame, saying that there will ke a clause

containing the verb "LIFT" accompanied by an agent (PI-B) and a

51



patient (PI-C). The second line under E> says that it is alter-
natively possible ta subconceptualize CC~A in a certain way,
which amounts to a paréphrase. . That is, although the speaker
has chosen not to subconceptualize CC~A further (presumably-be-
cause the choice of UC:“Li{?" has been judged to provide the
right packaging for CC-A), if he had decided to subcdnceptualiZe:
further hc could have done it in the manner speqified in this
line, where two new CCs, CC-D and CC-E, are joined by CJ-CAUSE.
In other.words CC-D is conceivead of as causing CC E. The‘thir&
line under E> says somethxng about the content of CC=-D, namely
that it involves an act by PI-B. (It may be noted that the ab-.
sence of quotes around ACT in VB=ACT indicates that -this is not
a conceptuql unit that will lead to a direct surface structure
representation, as will VB-"LIFT".) The fourth line under E>
says that CC-kE, which i§ causcd_by this act, can be subconcep-
tualized into two conjoined clcménts. The first of thesc is a
CHANGE from CC-F”to CC-G, and the second is CC-H. The fifth and
sixth lines under E> Séecify the nature 9f the prior and sub-

-~ sequent states, CC-F and CC-G. Both involve PI-C being at some
locatisn, first PL-I and then PL-J (PL standing for "particular
location") . ¢he last line elucidates CC-H, stating that the new
locat.on (PL-J) 1is above the old location (PL-I). Thus 51) has
captured formally the several bits of Kkpowledge about CC-A that

were summarized discursively at the beginning of this paragraph.

}

Let us now turn to a more complicated ¢xampie. This exam-

ple came up initially as a result of the observation that the

- 52
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Japanese verb kasu can be translated into English as either

rent (out) or lend. In other words this verb is nonspecific as

to whether the agent doés or does not receive money for the
goods o:-serviées he provides. We.were interested in how a
translation from J;panese into' English would decide whether to
use-.rent or lend where the Japanese had used kasu. This problem
led us to consider lexical entries for several verbs ihvolving
transfers and transactions, and we afrived at.a system of cross-
referencing .and cembedding wiﬁhin~lexical entries that ‘captures
the contéent of abstract notions (such as transfer and trans-

action) at the same time that it links entries one to another in

a way that is generally useful.

We may begin by defining a transfer. We assume a category
UC-TRANSFER which, since it does not contain quotation marks, is
understood to be abstract and not immediately convertible into
a surface structurg verb. The lexical epry-xeads as follows:
52) CC-A <> UC-TRANSFER \ :
gg-:\ 8> CJ-CHANGE (CC-B, €C-C)

CC-B F> VB-HAVE (PI-D,' PI-E)

CC-C TI>» VB-HAVE (PI-F, PI-E)

Discursively, a CC-A which has been categorized as an instance
of UC-TRANSFER can alternatively be subconceptualized (or para-
ph;ased) in terms of a change from CC-B to CC-C, where the for-
mer involves PI-D "having” PI-E, and the latter involves another

party, PI-F, having PI-E. In other words, a transfer involves a

change in the having of some object (PI-E) from gne individual
b ——

[ ]
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to another. The English word have of course performs a variety
of semantic func¢tions; our usé gf it in this formalism is meant
to include at least two varieties of having--ownership, which we

will label HAVE-OWH, and having the use of something, ~

- which we will <all IIAVE-USE. Slmple HAVE, a; in 52), is meant
( t0 ke nonspecific as to which of thvse varxetles (% having is
involved, as may ke accounted for with thc following two state-

ments:

'53) CC-A C> UC-HAVE-OWM
F>
CC-A C> UC-HAVE

CC-A C> UC-HAVE-USE
E> .
CC-A C> UC-HAVE

One cxample of a transfer is the kind which is categor-

izable with UC="GIVE", whose loxical entry can be given as fol-

lows:

54) Ci-A C=» UC-"GIvr"
E>
CC-A F> VB-"GTVE" (P1-utAGT, ?PI-C#BEN, PI-DtPAT)
CC-A C> UC-TRANSFER
PI-D PI-B
PI-F PT-C
PI-E PI-D

Wouon

fﬁat is, a CC whicii has been categorired as an instance of, UC-
"GIVE" has the.case frame shown in the first line under E>». The
question mark Lefore the béncficiagy indicates that it is op-
tional; one can say "Roger gave a hook” without mentioning a

beneficiary. The second line under E> shows that this CC can
54
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also be categorized ag an ins£ancé of UC-TRANSFER. This fact
means . -that the CC‘also’has’the entailmehts ;isted in 52). Since“
thg variables'within each lexical entry are érbitrérily labeled
A, B, C, ctc., it is necessary now to state cquivalences between
the vériables in the entry for UC-"GIVE" and thosé in éhe entry
for UC-TRANSFER. These equivalence$ are listed,.indented, in
the last. three lines of 54). They are to.be read, "PI-D of the
TRANSFER entry is equivalent to PI-B of the "GIVE" entry (the .
giver); °“PI-F'of the TRANSFBR entry is equxvalent to-PI- .C Qf the
"GIVE" entry (the givee); and PI-E of the “RANSFEA entry ‘s
equxvalent to PI-D of the "GIVE" entry (the given). ' In this

way 54) and 52) are brought xnto.thg correct alignment.

' Another, more complicated kind of transfer is that involved

in the category UC-"LEND" :

55) CC-A C> UC-"LEND"
E> : :
CC-A F»> VB-"LEND" (PI-BfAGT, ?PI-C?BEN, PI-D$PAT)
‘CC-A C» UC-TRANSFER

.PI-D = PI-B
PI-F =. PI-C
PI-E = PI-D
CC-B = CC-E
CC-C = CC-F

CC-FE C> UC-IIAVE-USE

CC~-F C» UC-HAVE-USE

VE-IIAVE-QOWN (PI-B, PI-D)
”/ECC-A -C> UC-TRANSACTION
¢

’

The first seven lines of this centry are entirely parallel to the
entry for UC-"GIVE" in 54). It then becomes nececssary to refer
to the earlier and later states, CC-B and CC-C, of the TRANSFER

entry. These are equated with CC-L and CC-F of the "LEND"

55



: \

entry. It is said that both of thesc states involve HAVE-USE.
That is, when X lends an obﬁecsﬂgo Y, in the earlier state X has

T e

use of the'object and in the laﬁer state Y does. The next to
last line says that PI-B, the agcent of the lending, maintains ’
ownership of PIfD throughoht; ~The. last line says that cC-A
cannot be categorized as altraﬂsaction, as explained below.
Evidently the only dlfference'betwegn 55) and the entry for
UC-"KAS-" (i.e. kasu) in Japanese 'is that for the latter the

last line of 55) is missing. Thus, kasu leaves it undecided

whether a transaction was involved or not.

What, then, is a transaction?~ Essentially it is a linking‘
of two transfers, where one of the transfers’is for the purpose
of the other. In buying, for oiample, a typical transaction,
the buyer gives money to the seller so that the seller will give
~ him some object in return. With buying, a change of ownership
is involved in bcth transfers, but that need not be the case.
With renting, for example, therc is a changu of ownershln of the o
money., tut only ‘a change of use of the object. We define a

s

transaction as follows:

56) CC-A C> UC-TRANSACTION
Ir»
CC-A S» CJ-PURPOSE (CC-B, CC-C)
CC-B C> UC-TRANMSFER

PI-D = PI-D
PI-E = PI-L
pI-r = PI-F
CC~C C» UC-TRANSFER
PI-F = PI-D
PI-E = PI=-G
PI-D = PI-F

- (‘ﬂ
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Tho first line under E> states that CC-A can be paraphrased in
terms of CC~B and CC~C, the former being for the purpose of the
latters CC-B 35 a transfer in which PI-D (..g. the buyer)
transfers PI-E (e.g. money) to PI-F (w.g. the seller). CC-C is
a transfer in which tﬁe roles of PI-D and PI-F (and hence their
‘relation to the variabYes in 52)) are reversed. Furthermore,
the object transferred (e.g. the thing bought) is a different
" one--here Pi-G. : | A\\\\\
Besides buying and selling, another typical transacrion is
*renting. The English word rent is ambiguous, and we will illus-
-~ trate here the entry for what wé call UC-"RENT-2", which is

rcnting out (German vermieten):

bl }

57) CC-A C» UC-"RENT-2"

E> .
CC-A F> VB-"RENT" (PI-BfAGT, ?PI-CPBEN;, ?PI-D$MSR,
: " PI-EfPAT)

CC-A C> UC-TRANSACTION

PI-F = PI-B

PI-D = PI=C

PI-E = Pi-D

PI-G = PI-E *

. CC-B = CC-F

cc-C = CC-G . -
CC-F C» « UC-TRANSFER

cC-B = CC-II ,

cCc-Cc = CC-1
CC-G C> UC-TRANSFLR

cC-B = CC-J

cCc-C = Cc-K
PI-D C> UC-MEDIUM-OF-EXCIANGE
CC-il C> UC-HAVE-0OWN

CC~-I C»>» UC-HAVL-OWN
CC~J C» UC-HAVE-USE
CC-K C>» UC-HAVE-USE
VB-HAVE-OWY (PI-B, PI-E)

The first line under E> gives the case frame, which includes two

57
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obligyatory cascs, an agent and a patient ("Bill rented (out) his ’

lawnmower") and an optional heneficiary and measure (MSR) ("3ill
rented his lawnmower to Tom for five dollars"). The second line
unddf E> des_that CC-A is awtrdnsactinn; it thus conforms to
56) and it is necessary to state the equivalences between the
PIs in 57) and those in 56). Below these.P; equivaléﬁces it is
alsé stated that the CC-B of thé TRANSACTION definition (the
transfer of money) is equivalent,to CC-F of the "RaWT-2" defi-
nition, while CC-C of the TRANSACTION definition.(the transfer
of the object) is equivalent to CC-G of "RIENT-2". The two
states of the first TRANSFER are named CC-H and CC-I, while the
two statées of the second TRANSFEﬁ are named CC~J and CC-K. It
is then said ﬁhat the measure, PI-D, must be something categor-
izable as a MEDIUM-OF-EXCHANGE--normally money, but potentially
anything that would perform this function. The two statces og
the first TRANSFER are then both said to be instances of UC-
HAVE-OWN, since “ho money actually changes 5wnership. The two
states of the sacond,transfcr, on the other.hand, are instances
of UC-HAVE-USE, since the object does nct change Bwne;ghip, bat
only use. The last line, like the next to?last line of 5%),

says that the agent of the renting retains ownership of the

object.

v

(Zit was mentioned that the lexical entry for Japecnese UC-
"XAS-" is the same as that for English UC-"LEND", af 1in 55),
cxcept “hat the Japanese entry lacks the last line of 53) in

which it is stipulated that lending cannot be a transaction. It

53
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can now be seenﬁthat UC="KAS-" is compatible with boéh.SS) and
57),;,, We thus have a forhél explanation for the facflthat kasu -
may be translated as either leud or ggﬁg. 'In order to decide
between the two translations, it is necessary to scearch the con-

text. in which this CC occurs Lo discover whcther it is or is not

a transaction. We will return to this matter in our discussion

L4

of translatjon in section VIII.

Lexical entries for categories whose instances are PIs are
designed to elucidate the knowledge which is entailed by the

assignment of a particular PI to some category. Such entries
R . L -]
do not contain a case frame, but are otherwise similar in format

to the entries for categories whose instances are CCs, as de-

scribed above. As a simple cxample, we may note that when a PI

1

is catcgorized'as an instance of UC-"CAR" there is an entailment
that this PI will "have" a trunk. This kind ef having is.dif—

fercnt from those discussed in connection - with transfers and \\:‘
transaciions in tﬁe last section; we represent it with HAVE-AS- d

PART :

58) PI-A C> UC~"CAR"
E>
VB-HAVE-AS-PART (PI-A, PI-B)
PI-B C> UC-"TRUNK"

It is useful here (and elsewhere in the lexicon) to‘*distin-
guish between necessary entailments and cxpected entailments or

defaul* options. The latter qonstitute knowledge that is nor-

mally entailed by.the category, but not necessarily so. We 1in-

/
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 dicate entailments of this sort with a £¥efixed "E:",

+ Asan
example we may nOte’that something which has beep categoriéed
as a MEDIUM-OF-EXCHANGE (cf. 57)) is normally cxpected to be
money, although in some circumstances it might be cowry shells

or wampum:

.59) PI-A C>» UC-MEDIUM-OF-EXCHANGE

E> | ,
E: PI-A C> UC-"MONEY" |

A morc complex example involves the categorization of a PI

as an instance of UC-"BEAGLE". In this case we know that the PI
is also categorizable as an instance of UC-"DOG", that we may
expect that it will have a tail (although somne dogs do aot), that
that it.will bark, and that it will chase cats:
60) PI-A C» UC-"BEAGLE"

E»

PI-A C> UC-"DOG" /18

E: VB-HAVE-AS-PART (PI-A, PI-B)

PI-B C> UC-"TAIL"

E: VB=-BARK (PI-A)

E: VB-CHASE (PI-A, PI-C)
PI-C C» UC-"CAT"

It may be that E: should be éxpressed as a probability;

that is,_ﬁhat there is a coXginuous range over which we:may ex-
pect something to be entailed#%with necessary entailment being
one extreme. At least for practical purposes, however, it
proves useful to make a threce-way distinction between necessary
entailments (unmarked), default ‘expectations (E:), and a third

type which we call optional entailments and mark with "0:".

These last represent a lower degree of probability; they are

60
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entailments which are neither necessary nor expected, but.which

I
are easily possible. For example, a bicycle need not have a

basket and is not expeéted to have a basket, but it may very
well have one:
61) PI-A C» UC-"BICYCLE"

E> ‘

O: VB-lIAVE-AS-PART (PI-A, PI-B) s

PI-B C>» .UC-"BASKET"

The distinction between necessary or expected and optional en- -

tailments is of interest when it comes to the assignment of def-

.initencss, as discussed in the following section.
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VIl. Discourse Information and Readjustments

Y

A speaker neads access to three major classes of informa-

AN

tion in order to verbalize sucessfullys First, of course, he
‘must have'an idea of what he wants to talk about: the contens/
of the verbalization. Second, he must have access to gendral
knowledge that is releQan;, the kind of kn‘w ége Phat we.are

attempting to characterize in the lexicon. But there is a third
kind also. The spcaker must keeé tr;ck of knowlcage héving'tc
do with the very fact that he’ is verbalizing: knowledge about °
the speech act'itself, and its cifect on the person his verbal-

ization is addressed to. It is this thizd kind of knowledge

that we are calling discourse information. We are concerned in

this area witl such factors as the identity and social relation-
;hip of the speaker and the addressee, the time and place of the
speech-act, and factors whicn relate the content of the dis-
coursc tC what is assumed to be going on in the mind of thc ad-
dressce. Sometimes, moreover. it is important to keen traczk of
the act of verbalization as an eveﬁt in itself, since the ver-
ibalization may be talked about or réferred to subéequently in
the d}scourse. Discourse information is kept by VAT in’tempo-
rary storage. Unlike information in the lexicon, it is specific
to and éven changeable within a particular discourse rather than

being potentially applicable to an unlimjted number of different

discourscs,



\

‘Our trecatment of discourse infcrmation,is still fﬁdimentary

ahd uneven. So far as speaker and addressee are concerned, we

simply enter into discourse -information storage statements like

the following:

T\ 62) SP-SPEAKER (PI-1001) C L
-SP-ADDRESSEE - (PI~1002) :
- _ i

(The prefix SP stands for "system predicate"; it is used for a

variety of predicates associated with discourse information.)

’(

B The program makes use of this information in various ways. For
‘example, in deciding how to lexicalize PI~1001 and PI-~1002 VAT -
cs'us¢/of information like that in 62) in order to answer

questions like 41) and 43) in section V above. >

i
. .

Probably in most languaqes'to some degree{ but especially‘

; in many Asian languaqes, the social relatlonshlp between the
.".

speaker and addreasee plays a role of some kind in verballzatlon.
we have been interested in introducing such considerations .into

our verbalization procedure, and have so far concentrated on the

question of how VAT should decide to categorize in Japanese a PI
which in English would be categorized as an instance of UC-

"GIVE". There arc several categories in the Japanese lexicon,
A
all of which conform to the definition of UC-"GIVE" in 54) above,

»

but which ditter from each other with respect to the speaker-

.

addressee relationship. How the choice can be made is most
easily illustrated in the context of a tramslation procedure,

and we will return to this example in the section IX.
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VAT does little at present with considerations of the time

and place of the speech act. Statements like the following can

be included with .discourse infotmation: . ‘ ’

63) SP-HERE (PL-1357) .
SP-NOW (PT-1579) o !

(where PL stands tor "particular location" and PT for "partlc-
.

ular time"). Whether PL-1357 and PT-1579 remain throughout the
discourse or are replaced.by other places and times depends on
the nature of the discourse itself; somqtimes there will be
significant changes in these parameters and sometimes hpt. Iqﬁ
any case it is pogsible for VAT to-answer questions about tensé;f
for example, by asklng whether the time of a CC that is being

verbalized is before or after, or whether it 1nc1udes, the time

which has been specified as NOW, such as PT-1579 in 53).

»

Discourse information is subject to change as the discourse

proceeds. The way in which VAT presently accomplishes such

[ 4

changes is through readjustment processes, applied immediately
after each sehtence has been completely verbalized. These te-_
ad justments specify the ways in which the store of discourse
information has been affected by the sentence. One of them, for
exampie, creates a CC which is the c:ncept of the event of pro-
ducing the sentence itself, which subscquently can be treated
like any other event. Everything involved in the verbalization
of that ;entence belongs to the content of this cC. If, fonr

erample, the speaker subsequently has reason to repecat what he

€4
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'originally said, he may verba{ize'in exactly the same way (quote
himself dircctly), or he may "say the same tAing in different
wordg" by making different choices in categorization and so on.
The relevant information is available within the CC that repre-
sents the original verbalization. | -

|

. Another readjustment has to do with the establishment of
"givenneés“ for items cqmmﬁnicated in the sentence. For each
PI-A, for‘axample, there will be, when the sentence has been

» .

completely verbalized, a readjustment process stateable as:

64) SP-GIVEN (PI-A)

\

If, for example, the sentence in question was "Mrs. Brown gave
’Tommy a cookie".and Mrs. ﬁrown, Tommy, and the cookie are PI-
1234, 91-1345, and %I-1456 respectivély, then readjustments
after the production of this sentence will create the state-
mqntS:

65) SP-GIVEN (PT-1234)

SP-GIVEN (PI-1345) .
SP-GIVEN (PI-1456)

)
\

If any or all of these PIs occur in the next sentence, they will
be pronominalized, and it will not be necessary for VAT to ask
the user a question like 40) above. Thus, the next sentence

rmight be "He took them from her gratefully.”

It is difficult to decide when statements like those in 65)

should be deleted from the store of discourse information--when

;Q’? 1
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givenness evaporates. After_a certain period of time has .
g;aﬁseé in which the PI has not been talked about or othefwise
kept in the addre§see's'consciousness, theispeaker will .probably
no longer pronominaiize'it. At present we let statemonts Iike
those in 65) remain only through the following senéence. Thus .
if PI-1234, for example, does not occur in the next sentence it
pill not be tfeaﬁed as given two sentences later, and will not
|

?e pronominalized. Not all discourse works in this way, but

Khis device provides a useful témporary approximation.

\
A rather similar kind of readjustment has to do with the

edtablishment of a relation between a Uéﬁand a PI which we call
SPYIDENTIFIES. The presence of.tﬁis relation eventually leads
to\phe lexicalization of the PI with the definite article. Sup-
posg the speaker says "I 'bought a bicycle yesterday." During
the vorballzatlon of this sentencc VAT will have created the
.statemcnt:

6€) PI-1987 C> UC-"BICYCLE";

That is, PI-1987 has been categorized,6as .an instance of UC-
"RICYCLE". This statement then triggers a readjustment process

which creates the discourse information:
67) SP-IDENTIFIES (UC-"BICYCLE", PI-1987) '

which means that when he is presented with something that is
lexicalized as an instance of UC-"BICYCLE", the addressee can bé

expected to know what particular instance it is (in this case

66



P1-1987). when, during a later sentence, VAT comes to the/gﬁes—7

tion: ' / . .
7 / .

68) V: DOES UC-"BICYCLE" IDENTIFY PI-19877 e

as in 50) abﬁve,'it is in a position to provide its /own answer
without }ecourse to' the user. Thus it will, on its own initi-
ative, le&icalize'?f-iQS? with the definite article: -NN-"BICY- «
CLE" / AR-"THE". It is in ways such as this ;ﬁat we are at-

tempting to’'increase VAT's ability to answer its own.questions.

As in the case of givenness, the question arises as to when _—~

s
)
--‘"‘"

. a statement like 67) should be deleted from pgglstore”ﬁf'dis-'
course inférmation. All.;hat is pleér'nogwis that such state-

ments generally lagt longer than SP-GIVEN state@ents, and for
the.moment we do notMdelete SP-IDEN%IFIES §tatements before ‘the o
cnd of the discou;se It is undoubtedly thec casc, however, that
some oOf theﬁ shoutd be deleted some;imes, and we will also need

to deal eventually with discourses in which there are multiple.:

instances of the same category: "the first bicycle, the second °

bicycle, etc."”

The presence of lexical information of the type that was
described at the end of section VI has an interesting and de-
sirable cffect on readjustmchts, specifically with respect to
statements like 67). As an example, we might have a lexical

entry- for UC-"BICYCLE" which includes:

69) PI-A C> UC-"BICYCLE"

67




E>

VB-1IAVI:=AS-PART (PI-A, PI-B)

PI-B C> UC-"FRAME"

O: VB-HAVE-AS-PART (PI-A, PI-C) . e
~ PI-C C> UC-"BASKET"
-

That is, something categorized as an instance of UC-"BICYCLE"

has as a ﬁecessary part'somgthing categorizable as an instance
of UC-“FRAME“,;an? also_has as an opgional part somethingscate-
gorizable as an instance of UC-"BASKET". Now, it may be noted
that the second line under E , which deals with the categori-

zation of Pi-B, is a statement like that in 66) above. -After a
sentence like "I bought. a bicycle yesterday" has been produced,

this line will therefore trigger. a readjustment process which

'creates the statement:

70) SP-IDENTIFIES (UC-"FRAME", PI-1468)

-

(with whatever numker it is aépropriate to assign to this PI).
‘As a consequence, if PI-1468 occurs in a ;ubsequeﬁt sentence it
will be lexicelized with the definite article, as in "The frame
‘is extra large." Thus, as is desirable, definiteness is created
= not only for instances of thé category first mentioned, but also
tiirough entéilments of that category. It should also be noted
that in this context it is a little odd to say "The basket is

extra large", télking about PI-C. One would be more likely to

h |

say "It has a basket which is%gxtra lardeﬁ, or in some other way
to introduce the nasket explicitly. In other words the.process

just described works better for nccessaré parts thar for option-
al parts of the first-mentioned object (PI-A). We therefore ex-

58
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clude from this readjustment process PIs that have - -béen intro-

duced through optional entailments.

L}
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VIII. Translation

. 'The general nature of the translation pfoceduré was out-
lined in segtioA-I, and diagramed in Figure l. To summarize
again, VAT will start wlﬁh a text in the source language, will
reconstruct the verbalization processes which produced that

text, and will then itselé produce a parallel verbalization in
the target language. During this last procedure it will apply
syntactic processes appropriate to the target languaée whenever //
it can, but at eaéh of those many points where it must make a
choice Jf some kind it will look across to the source language
verbalization tc see what choice was maée there. If possible it
will equate that choice directly with a corresponding choice in
the target language. 1If né direct correspdﬂdegée is available,
it will cohpare the lexicons of the two languages to determine '
what correspondences are possible. and Qill then search the con-
text to decide which of them should be chosen. We will be par-
ticularly concerned in this section with illustrating a case in
which such a complex choice must be made--in whiéh the zigzag
arrows in}Figure 1 have considerable content. First, however,

it my be useful to provide a framework by illustrating a rel-
atively simple case where the correspondences are more direct.

~—~. We will use as our first example the following brief text from

Japanese:

70




-

71) Reizooko O utta. Okane ga hituyoo datta kara.
refrigerator sold money needed was necause
We will want to consider some of the procedures VAT will follow

in translating this sentence into English:

‘s +

72) 1 sold the refrigerator. 1 nceded the money.

Actually our attention in this example will focus on the first
senténce, since we will later want to consider the compliéations
'that are added by changing the verb in the first sentence from
utta 'sold' to kasita 'rented' or 'lént'.

.

Let us first review the manner in which VAT will recon-
struct the orig}nak verbalization of the Japanese text:. Since
our eventual parsing component will follow a kind of "analysis
“by éynthesis" procedure, we will also be suggesting here the
steps of the parsing program. The only diffecrence, and of
course it is a big one, is tH;t for the moment VAT will ask that
decisions be made by the user instead of itself deriving them

from ghe text together with 1ts own knowledge of the world. The

conversation with the user will proceed as follows:

L. V: WHAT VAT TASK DO YOU WANT PERFORMED?
2. U: VERBALIZE CC-2001 '

3. V: WHAT IS THE GENRE? ,

4. U: OPEN

S. V: CAN CC-2001 BE CATEGOXIZED?

6. U: NO



7. V: HOW IS CC-2001 SUBCONCEPTUALIZED? .
8. U: REASON (CC-2002, CC-2003)

As explained for example 9) in section II, and with the proper

insertion of periods, VAT's representation now is:

I

CC-2003

cJ-".,"

CC-2002

CJ-"KARA"
. .CJ""."

9. V: CAN CC-2003 BE CATEGORIZED?
10. U: YES . ?
ll. V: IS CC-2003 GENERIC?.
12. U: NO |
i

VAT's representation, as exp;ainéd for example 32) in section

IV, now includes:
N

CC-2003 / "PAST"

13. V: HOW IS CC-2003 CATEGORIZED? .

140 U: UR-

-

VAT finds UC-"UR-" in the Japanese lexicon. The first three
lines of this entry are:
- 4
CC-A C>» UC-"UR-"
E>

CC~-A F> VB-"UR-" (PI-B#AGT, ?PI-C#BEN, ?PI-DEMSR,
PI-EfPAT)

72




As in .example 34) in section IV, VAT creates the representation:
» v

g VB~-"UR-" / "PAST"
. PI-B#AGT
- ?PI-C$BEN
2PI-D#MSR
PI-E$PAT
CJ_H.H -
CC-2002
CJ-"KARA"
. CJ_".H

Since the beneficiary and measure PIs are optional, VAT next

asks:

i5. V: IS THE BENEFICIARY EXPLICIT?
16. U: NO
17. V: 1S THE MEASURE EXPLICIT?

[+ - .
18. U: NO

[ 4

The ncxt two questions are: )
19: V: WIHAT IS THE AGENTR\
20: U: PI-2001 |
2l: V: WHAT IS THE PATIENT?
22: U: »I-2003
. VAT now has the follow%pg representation (cf. 36) above):
VB-"UR-" / "PAST"
PI-2001¢AGT
PI-2003¢PAT

CJ"'" R [1]

. CC-2002
CJ-"KARA"

3 CJ"'"."
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VAT next asks::

23, V: WHAT IS THE TCPIC? ' o

24. U: DPI-2001

¢

whercupon for Japanese it presently creates tlhe structure:
B ' |

VB-"UR-" / "PAST"
PI-2001 / "GA"
PI-2003 / "O"
» cJ=-"."
CC=2002
CJ-"KARA"
cJ=-","

[ * )

*
3

VAT is now at a point where it can lexicalize PI-2001 and PI-

A

2003. Beginning with PI-2001, it might ask first:

25. V: IS8-PI-2001 GIVEN?

— 3 26. U: YES '

-3

In fac:, however, we assume that the spcaker (and addressee) are
automaticall? given, so that VAT contains a general entailment
to the effect that:

SP-SPEAKER (PI-A)

E>

SP-GIVEN (PI-A) |
Since by convention PI-2001 is the speaker, the following is al-

ready stored as discourse information:
SP-GIVEN (PI-20C1l)

[
Thus VAT was able to give an affirmative answer to question 25

74
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above withoutfhsking the user. Pronominalization in Japarnesce is
a compliex matger, Jdepending in part on social re;ationsh% s, and
we have not qé vet constructed a procedure to int;Oduce he
correct pronouin for a PI that is given. We have, however, taken
'advantage éfgthe simple fact that given PIs are very o tenlde-'
1otod,.with'n9 surface represenéation at all. 1In the /present
_?xamplu, ana in many others, thce simple deletion of 7Lch a PI
produces tae corroct.resdlt, so that an affirmative Pnswer to

question 25 leadd to the represcntation: /
/ -
vi-"GR-" / "PAST" °
PIr-2003 s/ “o"

-

CJ-II . "
CC=-2002 /
CJ-"KARA"
CJ_II.II' . » . /
I8
. /
VAL now turns its attention\EB PI-2003: . /
27, /61 15 PI-2003 GIVEN? ' //
28. U: HO i
29, V: DOES P1I=-2003 IIAVE A NAME? //
.~ 30. U: MO / '

31. Vi [iOW IS PI-2WN3 CATEGORIZED? |
/
32. U: REIZOOLD ' i

/

!

/
(e omitz here considerations of cardinality.) The representa-
/
tion now 1s: ;

VB-~“"UR-" / "pAsT"



NN-"REIZOOKO" / "0 -
CJ"“.“ - ’

CC-2002

CJ-"KARA"

CJ"“ . 1]
The first three lines of the above are actually as far as we go
at the present time in the surface representation of a sentence..
We try to include in such a representaiion everything that is
needed to arrive at a correct linear sequence of words. 1In this
case the combination VB-"UR-" / "PAST" will yield the surface
word utta, which will be placed in sentence-~final Zﬁsition (fol-

lowed by the period). That leaves reizooko o as

é first words

in the sentence.

-

VAT would next ask about CC-2002, but we ill‘n9t c%rry the
verbalization process further here. ' We are interested in how
o~ just this much of the text will be transléted into English. By
and large VAT will ask the‘same quesﬁions it asked in the course
of the Japanese verbalizatﬁon: It will look for the answers in
tgc answers that were qivén there, and when possible will apply
cofrespondipq aE&Qprs in English. Along the way, whenever ap-
propriate, it will apply syntactic processes that are called for
by the structure of English. The translation, then, begins with

the same question that began the verbalization in Japanese:
V: WHAT VAT TASK DO YOU WANT PERFORMED?

The answer given in line 2 above was VERBALIZE CC-2001. The

A .
English translation must use its own four digit numbers; in

82
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what follows we will simply substitute the English digit "1" for

the Japanese digit "2":

U: VERBALIZE CC-1001

Of course here as elsewhere this question is not actually asked
of the user, but is answera2d internally by VAT. The next qdes-

tions exaétly pardllel lines 3-8 above: !

Vi WHAT IS THE GENRE?
‘U: OPEN )
V: CAN CC-1001 BE CATEGORIZED? ] | | >
U: NO . | . | _/////
V: HOW IS CC-1001 SUBCONCEPTUALIZED? - e
U: REASON ‘(CC-1002, CC-1003) T T

v

We assume that English would not in this case use the wqrd
because, but Simply juxtapose the two sentences, as in cxample
8) 1n section I1. Thus the ropfesontation now 1is:

CC-1003

CJ-" .ll

CC-1002

CJ L .u

Lines 9-13 of the Japanesc verbalization have a direct corre-

spondence:

V: CAN CC-1003 BE CATEGORIZED?
U: YES

V: IS CC-1003 GENERIC?

77
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A

U: NO. |
V: HOW IS CC-1003 CATEGORIZE.s?

N\

-

At this point the Japanese_answeé\wag/UR-. That is, t.e cate-
gorization was in terms cf the J%ﬁ#pese category UC-"UR-"., It St
is necessary to find an English caté?ory thét corresponds. The
procedure at: thlS point is to look flﬂft in a stored list of

’\pxlxngual category equivalences which wg ‘call 1nter11ngua. The

entries in interlingua are of the following sort:

I

Japanese English
UR-  SELL
HON BOOK
That is, the list contains pairs of categorics, where the mem- R

bers of each pair are assumed to categérize what is,,for all
préctical purposes, identical content. The assumption is thét
1f a CC can be cateqgorized as an instance of UC-"UR-" in Japa-
nese 1t can also be categorized as an instance of Ugr”SELL" in
English, and vice versa. Similarly, Japanese UC-"HbN" and Eng-
1ish UC-"BOOK" are equivalent categories. As a general strategy
we expect that pairs will gradually be removed from interlingua
as differences between the paired categories are discovered,
Lingulistic research has not yet progressed to the point that we
can say with complete certainty that any two categories from two

L
different languages embrace exactly the same content. At the

78
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outsct, however, it is useful at least to pretend that UC-"UR-"
and UC-"SELL" are equivalent, and probably there are at least
some pairs in interlinqua that will remain viable for .some time.

-]

The present example was chosen because the answer to the
-
last question above can be found in interlingua.\. Later we will

consider a case where it cdnnot. At this point VAT answers its

_own question with: / ‘
' . }
U: SELL |

then looks at the lexical entry for UC-"SELL" (which we assume

doues not differ from that for UC-"UR-"), and creates the rep-

resentation:

VB-"SELL" / “PAST"
PI-BAGT
?P1-CP#BEN
2PI-DPMSR
PI-E$PAT
ij-ll . 1]
CC-1002
CJ-" . 1]
The questions and answers wnich parallel lines 15-22 of the

Japanese verpalilzation are straightforward: .

Ve Lo THE BENEPFICIARY EXPLICIT?

Ve I8 THE MEASURE EXPLICIT:
v WY
Vi AT TS SHE AGENT?

C: PI-1001



V: WHAT IS THE PATIENT? '
U: PI-1003
. - o

\ The rdpresentation now is:

‘u

VB-"SELL" / “PAST"
_PI-1001¢AGT
PI-1003¢PAT
. cJ-","
cc-1002 ¢
CJ-" ."
i
The next exchange is:
-t V: WHAT IS THE TOPIC?
"U: PI-1001

, which creates the representation:

A}

VB-"SELL" / "PAST"
PI-1001¢SUBJ e ’
. PI-1003¢DO .

C‘rgll . "

CC-~1002

C\: _'H . 1]
Wit tae lexicaiization of PI-1301 the procedure is different in
Englisi, since this item cannot. simply be deleted as in the Jap-

anese, We folliow tile questions illustrated in examples 40)

througnh 43) i1n section V:

V: IS PI-1001 GIVEN?
U YES
v: IS5 PI-1001 THE ADDRESSEE?

U: NO




Y L d
N

V: WHAT IS THE CARDINALITY OF PI-lOOi?
e 1
V: IS PI-1004L THE SPEAKER?

U YES
T!Ls the representation now is:

VB-"SELL" / "“PAST"

NN-"I"¢SUBJ

PI-1003¢DO .
CJ“'"." I' .
¢c-1002 , ¢
CJ"‘" . "

o

Now comes the lexicalization of the direct object, PI-1003. The

o _ : ,
.initial questions parallei lines 27-31 of "the Japahese verbal-

iza;ion: ’
* V: 1S PI-1003 GIVEN:
U: NO

V: DOES PI-1003 HAVE A NAME?
U: WO

V: HOW 1S PI-1003 CATEGORIZED?

The Japanese answer was REIZOOKO. VAT will now look in inter-
lingua to see whether that item is there, and we assume that it
will be founa paired with English REFRIGERATOR. Although Japa;
nesc was avle to terminate the verbalization of PI-2003 at this
polint, English must ask the question introduced 1in example 50)

of sc¢ction Vi
Vi DOLS UC-"REFRIGLRATOR" IDENTIPFY PI-1003?

8.

r



The answer depends on the context, but let us assume that it is

yes. The reprecentation now is:

- ) -
VB-"SELL" / "PAST"
Nii="I"¢SUBJ ' C—
© NN=-"REFRIGERATOR" / AR-"THE"$DO \\\
cJ-"," | '
cc-1002  °

CJ_II.N R

We now have the kind of representation of the firs€~;entence
that’is\?ur current goal. Normal English word order will

put the sub]ect tlrst, the verb second, and the dia » object o~
last to yleld the final representation "I sold the refrlgerator"

of 72).

¢

The abover example was chosen to Lllustrate a makimally s\ﬁw'

Q

. ple casg of trans%}tlon: one Ln which, Ln particular, the an-

. swers té all questions about cross-language ca{eéorlzatlon could
be foﬁpd‘in interlingua. Thc.intcresting cases, however, arc
thoso in which inturlin;qa douvs not provide all the answers. It

\:is in these cases that the zigzag arrows of Figure 1 in section
I must be further elaborated.. The general method of elaboration .
1s suggested in Figure 4. Assume that we are producing a ver-
Lalization in thc target language and, coming Aown from the up-
per righthand corner, we arr.ve at_g'point where a CC or PI
neceds to be cath;%ized. Following arrow l, we look across to
the <ource language verbalization to find that the corrcsbondinq

CC or PI was categorized in a certain way, let us say as an in-

stadce of catcgory A. Wa look next at interlingua [arrow 2).

82
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If A Qere there, we would take the targetlan%qége catégory
paired with 1t (such %s SELL and REFRIGERATOR in’the example
above) , introduce it into the tafget language verbaliz.tion,
and proceed. Now, however, wé'gre considering those cages in
which A is not.found in interlingua. The next step, following
arrow 3, is to look at the entailments of A in the source lan-
Yuage lexicon. We next follow arrow 4 to search the target lan-,
guage lexicon for entries whose entailments are compatible with
those of A. (This search procedure is likely to bresentlchal-
lenging problems when the source language lexicon reaqhes any
interesting s{ze. It is, however, facilitated by the presence

of abstract features like TRANSFER and TRANSACTION which can be

"used to limit the domain of search.) Suppose that we find two

entries in the target langquage lexicon, B andlc, both of whése
entallments are compatible with the entailments of A. We then
look to sec how the entailments of B and C differ and find, let
us say, that-B-eontalns. cntailment(s) X while C contains en-
tailment(s) Y. We then follow arrow 5 back to the scurce lan-
guage verbalization, hoping to find something in it that will
ajlow us to choose between X and Y.  (Again there are chal-‘
lenging proble&s in searching the source language text for the
answer, problems tiiat we have hardlylbeggg to deal with.j L.

us now assume that we find something in the source language text
-~

—

that 1s comp.itible with X but not witia Y. We are then able to
choose B as the correct target language category. We introducce

that category into the target landuage verbalization via arrow

co

L
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6 angmgxocced.' In those cases wheye the choice between X and Y
(and hence between B and C) cuannot be made~-where the source
language text does not provide the answer-~-VAT must resort to

asking the user for the correct categorization.

We will illustrate this procedure with the brief Japanese
text: I .

73) Reizooko o kasita. Okane ga hituyoé datta kara.
refrigerator rented money needed was because

We will want VAT to translate these two sentences into English:

74) 1 rented the refrigerator. I n7eded the money.
/

We are not.concerned in this exaﬁpléhwith the fact that the
first English sentence is ambiguous between rented (to someone)
and rented (from someone), but with the fact that the first
Japanese sentencc is ambiguous botween rented and lent. In both
cases, it scems, the second sentence serves to disambiguate.
What we aré interested in now is the fact that VAT must somechow
choose between RENT and LEND as the proper correspondent for

Japanese KAS-.

We can assume that most of the verbalization in both lan-

guages proczeds along the lines already exemplified, since 71)

and 73) are minimally different. 1Imagine, then, t we have
arrived at the pointSin the Lnglish verbalization where the

quustion 1s:



&

V: HOW IS CC-1003 CATEGORIZED?

We are now in the upper right of Figure 4, and we follow arrow

1 to tind that the corresponding CC in the Japanese verbaliza-

tion was categorized in terms of UC-"KAS-". We thcn follow

arrow 2, and find that KAS- is not in interlingua. We look next

via arrow 3 at the entailments of UC-"KAS-" and find that they

are as specified in example 55), section VI above, but without

the last line of that cxample:

75)

CC-A C> UC-"KAS-"

E> o
CC-A F» VB-"KAS-" (PI-BfAGT, ?PI-C#BEN, PI-D$PAT)
CC-A C> 'UC-TRANSFER '

PI-D =. PI-B
PI-F = PI-C
PI-E = PI-D
CC-B = C(CC-L
¢cc-C = ccC-r
CC-I: C» UC-HAVE-USF
CC=F > UC-HAVE-USH

VB-IIAVE-OWN (I’]1-B, PI-D)

Substituting four digit numbers for the variables, we obtair:

76)

CC-2003 C» UC-"KAS-" n,
E>
CC-2003 > vB-"gKAS-" (PI-2001%AGT, ?PI-29024BEN, PI-2003
‘ fPAT)
CC-2003 C» UC-TRANSFER
PI-D = PI-2001
PI-F = PI-2902
PI-E = PI-2003
CC-B = CC-2905
CC-C = CC-2906

CC-2905 C» I,C-HAVE-USE
CC-2906 C>» UC-tAVE-USE
VB-HAVE-OWN (PI-2001, PI-20"3)

(PI-29CG., CC=-2905, and CC-2906 have been inscrted here as arbi-

46
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tragy numbers. - It is quite possible, however, that these are
itemeg which show up explicitly elsewhere in the Jdpanese verbal-
ization. For -example, PI-2902, the one who receives “he refrig-

crator, might well be mentioned clsgwhere in the text.)
/

N

‘Since CC-2003 involves a transfer, VAT must also assign
numbers within the definition of UC-TRANSFER, given in section

VI above as example 52):

.77y CC-2003 C»> UC-TRANSFER

E>,

CC-2003 S» CJ-CHANGE (CC=-2905, CC-2906)
CC-2905 F» VB-HAVE (PI-200), PI-2033)
CC~2906 - F>» VB-HAVE (PI-2902, P1-2003)

'

Thus there is a change from the renter or lender (PI-2301)
havirng the object (PI-2003) to the rentee or bor;ower (PI-2902)
having it. %ho last three lines of 76) made it clear that this
wais not a change in ownership but qnly a change in use, and that

PI-2001 retains ownership throughout.

1]

Following arrow 4, we carry these entailments across to
tiie Efglish lex;con and search for entfies whose entailments
arc compatible with 76). Compatibility mecans that these entries
will contain what is in 76), but may a%so contain more. Let us
savy that we find two such er.ries, one for the category UC-
"LEND', which was given 1in 55) above, and one tor uc-"ruNT-2",

which was given i1n 57).

The next step is to isolate the differences between UC-

wrnND" and UC-"RENT=-2". UC-"LEND", as mentionced, 4iffers from

87



75) in containing an additional final ling:

?

78) CC-A ~C> UC-TRANSACTION

That is, CC-A cannot be catcgorizéd as a transaction. UC-"RENT-

2", on the other hand, contains the statement:

79) CC-A  C» UC-TRANSACTION ’ ?
L] . : - |
At one level of abstraction the question which must be answered,
|

. thercfore, is whether CC-1003 is or is not a transaction. TIn-
formally, this is a matter of whether PI-2001, the renter or
lender, did or did not receive money in exchange for the trans-

fer 6f use of the object.

?

The following digits can be inserted for the variables in

the lexical entry for UC-"RENT=-2": -

]

80) CC-1003 C» UC-"RENT-2"
E» '
CC-1003 F» UC-"RENT" (PI~-1001¢AGT, ?Pi-1901¢BEN,
?2PI-1902#4MSR, PI-10034¢PAT) :
CC-10N3 C»' UC-TRANSACTION

PI-F = "PI-1001
PI-D = DPI-1901
PI-E = PI-1902
PI-G = PI-1003
cc-B = ¢C-l901
cc-C = CC-1902
Cct-1901 C» UC-TRANSFER
CC-B = (CC-1903
ccC-C = (CC-1904
CC-1902 C»  UC-TRANSIER
CC-B = (CC-1905
cC-C = CC-1906

PI-1202 C» UC-MEDIUM-OF-EXCHANGL
CC-1903 C» UC-UAVE-0OWN
CC-1904 C» UC-IIAVE-OWN
ZC=-1985 C» UC-HAVE-USE
CC-190¢ C>» UC-ilAVE-USE




T he

X
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L.
VB-HAVE-OWN (PI-1001, PI-1003)

~
What gll this says is that the categorization ofJCC-1003 as an
instance of UC-"RENT-2" involves a number dethings. First,
there must be a persbn whé does the_renting but (PI-lOOl), a
person who receives the rented object (PI;1901), the money that

is pa%ﬂ;}g,zent (?PI-1902), and the rented object itself (PI-

T

—r

1003). Furthermore, CC-1003 is said to be a transaction, and

. certain equivalences arc stated between the RENT-2 definition

"\,
\

81) CC-1003 C>» UC~TRANSACTION

'th the TRANSACTION definition. VAT must therefore ass yn these
\
parichlar PI and CC numbers within the definition of UC-TRANS-

'ACTIdN\which was given as example 56) in section VI apove:
N -

" b
'\ €C-1003. S» CJ-PURPOSE (CC-1901, CC-1902)
CC-1901 \C>» _UC-TRANSFER
"PI-D\ - PI-1901
- PI-E PI-1902
PI-F =" PI-1001
CC-1902 C> UC-TRANSFER

PI-F = PI-1901 \
PI- - PI-1003
PI-D - PI-1001

J .
/ -

This 2fys that CC-1003 can bLe paraphrased as two transfers, CC-
19017 and CC-1902, tne @ .rst of which was for the purpdse of the
second.  {(CC=1901 is the transfer of money, and CC-1902 the
trinsfer of the rented object.) VAT must, therefore, look also
at the definlition of UC-TRANSFER, given in section VI above as
exarple 52), and introduce adain the proper PI and CC numbers
for vach o! these narticular tranéfnrs. The first of them will

Le represerited as:

4y
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. 82) CC-1901 C» UC-TRANSFER

E> : .
CC-1901 s> GJ-CHANGE (CC-1903, CC-1904)
CC-1903 F> VB-HAVE (PI-1901, PI-1902)
CC-1904 F> VB-HAVE (PI-1001, PI-1902)

. t———

That is, the first transfer involves a change from CC-1903 to
CC-1904. In CC-1903 the rentee (RI-1901) has the money (PI-
1902), and in CC-1904 the renter (PI-1001) has it. The second

transfer is represented as: K
\

’

83) CC-1902 C> UC-TRANSFER 1 ’
E> | |

. €C-1902 S» CJ-CHANGE (CC-1905, CC-1906)

CC-1905 F> VB-HAVE (PI-1001, PI-1003)

CC-1906 F»' VB-HAVE (PI-1901, PI-1003) .

' Here there is a change from CC-1905 to CC-1906. In CC-1905 the

renter (PI-1001) has the object to be rented (PI-1003), and in

CC-1906 the rentee (P1-19%01) has it. '

. - § *
In 80) it is alsg stated that PI-1902 can be categorized as

:;an instance of MEDIQM—OF-EXCHANGE, in all probabiliity thereforc
an instance of UC-"MONEY" (sce example 59) in saction VI above);
Furthermore 1t is stated that the chanqé in the having of tﬁe .
money (from CC-1903 to CC-l904)/involves a change in ownershin,
whereas the chaﬁ%e in the having of the rented object (from CC-
1905 to CC-1906) involves a change in use. Finally, it is
stated that the ren-er (PI-100l) retains ownership of the rented

object throughout.
{

What VAT wants to find out, then, is whether these things

that must be true 1t TC-1003 15 to he an instance of UC-"RENT-2"

9C
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are indced true, or whether the bottom line in the entailments
of UC-"LEND", example 78), is fulfilled.instead. VAT tries to

decide this by following arrow 5 to the verbaliéation of the

Japanese text. Of course there are many 4ays in which the an-
' : . .
swer might appear in that verbalization, ff‘it appears at all.’

]

-

'If VAT is unsuccessful .in its search it wﬁll have to ask the -

user directly:

84) V: IS CC-1003 CATEGORIZED AS LEND OR RENT? v

In 73), however, we have made things easy by supplying a con-

text which ought to decide the question. It will be-remembereq
that the secona sentence in 73) expressés CC-2002, which is the
REASON for CC-2003, or wpat is expressed in th; first sentence.
N?w, CC--2002 is categorized'iq the Japanese as an instance of
UC-"HITUYOO DA", which means something like‘"be needéd".l Let us

assume that the Japanese lexicon chtains an cntry for this

category which includes the followinq:

85) CC-A Ca UC-"HITUYOO DA"

E>
"CC-A J»  VB-"HITUYOO DA" (PI-BPBEN, PI-C$PAT)
CC=A > VB=-WANT (PI-B, CC=D) -

cC-D F>» VB~HAVE (PI-B, PI~C)
The case frame immediately under the E> identifies PI-B as the
bunchCLary] the person who needs something, while the thing
needed 1s labeled PI-C. The second line under the E>» says that

an alternative framing is possible in terms of an abstract verb

WANT, whereiln PI-B wants CC-D, and CC-D 1is then charactesized in

91



terms of Pi—B-havihq PI-C.

e e—

In other words, when

entailed by CC-2002 to, what is entailed by CC- 003. Thfs gen-~

eral principle can be stated as follows:

- 86)

©

CC-A F»> VB-WANT (PI-B, "CC-C)
. CC-p F> VB-"E" (PI- BfAGT)

CJ-REASON (CC-A, CC-D) .
E> _ ,
cc-D E>» CC-C

-

1 ) .

The tlrst line says that PI-B wants CC- C., The second line says

2

then said to entail that his’doing something entails

that PI ~B does somethlng. The thlrd line Says that\ his wantlng')

CC-C is .the reason he does somethlhg. All o€ thls.tdiether is

hat he

wants, or CC-C. 'In other words, if one wants somethlng and does

*«~’””§6ﬁ6€51ng because of that, then what one does must entall what

one wants.

]

].-
!

During the verbalization of CC~2002'as pert of the verbal-

\

i%ationiof the Japanese text, VAT will ha&e recorded the fact

that CC-2002 was cateéorized as an instance\of UC-"HITUYOO DA",

and will have entered the following statements in accordance

s with 85):

87)

CC-2002 C» UC-"HITUYOO DA"

E>

CC-2002 F» VB-"HITUYOO DA"

(PI-2001¢BEN, PI-2%9024PAT)

v

'_{. 4

ST
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'CC-2002  F> VB-WANT (PI-2001; CC-2904) .
CC-2904 F> VB-HAVE (PI-2001, PI-2902) =

. At'tpis pbiﬁ; VATwalsé.has all the particulars needed'fop.prinr -
ciple 86), wpich'can'be filled out as follows:’ ~
88} *. CC-2002 F> VB-WANT. (PI-2001, £C-2904)

_ .. CC=-2003 F> VB-"KAS-" (PI-2001%AGT)®
- ~CJ-REASON (CC-2002, CC-2003)

B> , . . =

] e

CC-2003. E>. CC-2904

'\‘ . . . \ . - . -

The first line of 88) was obtained from 87). The second line

was -obtained from 76).  The third line comes from line 8 of the
. : |

Japanése-verbq}iza ' set forth at the beginning of this”sec-

iiqn. Wha& ye‘are interested in now is the_lasfuline of 88),

which says in eff that CC-2003 'is categorized in\such é way
-.thét CC}2904 is true, and looking\back to 87) we see that CC- |

| 2904 involves PI-2001 having PI-2902, or the agent'of'kasu hav-
ing okane lﬁgﬁey'. éMaking the necessary correspondencé$ in
. \ '

English, this means |that CC-1003 must be categorized in such a

| x /
way that CC-1904 is true, where:
\

1

Y . . \
§89) CC-1904 F> VB-HAVE (PI-1001, PI-1902)
3 ; .\ | |
This is exactly what VAT finds as the last line of 82). Since
g _ .
82) is entailed by UC-"RENT-2" but not by UC-"LEND", the ques=

3

tion in 84) has been answered, and the arrow labeled 6 in Figure

4 carries“back the choice of UC-"RENT-2" into the English ver-
balization, which then proceeds as it did in the translation

"illustrated earlier.
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r By this complex“prcceggLigyolving comparisohs.of‘entail~

ments .within and across langwages, as well as the deneral grln;"h"

ciple stated in“86), VAT has been able to make-the corruct

choice. So lpong as the answer to 84) was derlvable from some-
thing dlscoverable thhln the Japanese verballzatlon, VAT could
in pr1ncxple succeed. It is clear, however that the route to

the answer could be extremely complex, 1nvolv1ng chalns of en-

/
_ tailments of uhforeseeable length. There lS no doubt that such

"

procedures are necessary to answer such questions, and that they

present an extraordinary challeige to our techniques for infor-

mation storage and.-search. : ' .

24




. IX. stcellaneous F%ob ems in Translation’ : oAb

' Since we have spent conSiderable time looking into various e
K . ¢ . - : B .

———
»

'y ] -7

specific translation'probloms beyond those illustrated above-
- we present here a few. addltlonal examples of the sorts of ‘things

9 . [ -~

L

that will have to be taken into account durlng the lmplementa- ST

e LTS e g e e

e tlon of machlne translatlon along the llnes suggested above. P

Two ofitnese examples.will, like those in the last section, ln?_ N
wvolve the choice of a categery in the target language when that ;7??

choice -is not irectly-provided by interlingua. 'One“has to do .

with the translation.of Japanese osieru into Bhglish; the
/

¢ ,’other, the translation of English give into Japanese. ‘A third - s

example wlll lllustrate the kind of problem that arises at the

stage of subconcepbyalization and sentence formation.

~~, The following three sentences- illustrate threeé possible
English translations of the Japanese verb osieru:
' 90)” Gaido wa Kookyo ga . doko ni aru ka osiete kuremesita.
,guide Imperial Palace where is - showed
' s0ko kara tookyoo #awaa ¢ ikimasita.

there from TOKyoO tower to went <

The guide showed us where the Imperial Palace was.

*\{iojﬁthere we went'to the Tokyo Tower.

91) Gaido wa Kookyn ga doko no aru ka osiete kuremasita
guide Imperial Palace where is told
95
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LR « -
ga .watasitati ga soko e .itta toki ni moo simatte
" but we | there to went when - already closed
. . .imasi:ca. S o . R
/ was - - : o - N

The guidﬁ-told“us'where the Ihberial Palace was, hut when

we got there it was already closed.
. \

"

92) Kimatu : .siken ‘'no tame ni sensei wa
" semester-final exam ¢% tor the purpdse teacher.
1 . ’
B kookyo ga . Adoko ni aru ka osiete kudasaxmasxta.
Imperlal Palace whexe - is taught

KN
“~

. ‘Palace was. . .

.. FEach_of the .eucxamples contains. thg_phxabe. )

- - <

- 93) Kookyo ga doko ni aru ka osiete - . |

=

'which is trarslated in three different ways, determined by”the

o -

~.ocontext: -

~
in 90): show where the Imperial” Palace is
in 91): tell where the Iﬁberial P-lace is

!

in 92): teach where the Ihpcrial Palace is”

Thé difference 1s iocalized in the translatiop of/géiete, a
participial form of the verb csieru. This vé;b may be tréggr
lated into English as show. tell, or teach according to the
context, and the problem is to identify what the determining

factors are.

96

162

For the final oxam the teacher taught ug where'the Imperial
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is a state in whlch that' person does know 1it.
\

- The Japanose cathoxy UC-“OSIL-“ as well as the Engllsh
ategorles ‘uC-"SHOW", Uc-"TarL" and UC-"TEACH" are all included

w1th1n the mefe—ahserdatweategory uc- COMMUNICATION, whlfh can be -

deflned as follows.. b

94) CC-A C»> 'V“-COMMUNICATION
. s - o
CC-A F:_’VB-INTEND (PI-B, CC-C) R S
, CC-C S>» CJ-CAUSE (CC-D, CC-E) B -
. CC-D F>» VB-ACT (PI-B) , AR :
CC-E S» CJ-CHANGE (CC-F, .CC-G)
CC-¥ F>» ~V3~KNOW (PI~H, .CC-I)

o CC-G F> VB-KNOW (PI-H, CC-I)

&

———

That is, for a CC to be categorized as an instance of UC-COMMU-

ICATION entails that someone (PI-B) intends something (CC-C)?,

and that what he intends is that CC-D will cause CC-E. CC-D is

some QE;EBﬁﬁ PI-B performs, and CC-E, caused by that act, is a
change from state CC-F to state CC-G.  CC-F iefh staie in which

another person (PI-H) does not know somethlng (CC I), and .CC-G

LN

N

uubcategorLea of UC- COMMUWICATION may differ as to the

oy

nature of the act (CC-D) puvrformed by the communicator, as to
the kind of knowing that\results (e.g. whether it is retained
in surface or deep memory), and in other ways such as the au-

thorltatlveness of the communlcator with respect to what is

communicated (cC-I). The Japanese category UC-"OSIE-", for

example, is less specific as to the act performed by the commu-

‘icator; apparently he can Ao almost anythxng that will have a

communicative function. UC-"TELL", on the other hand,-enta1y§°a

97
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"verbal act,; UC-"SHOW" an ‘act which directs the othaer persons | e
NPT * '

’
iy

-

visial actoncion to CC-I, ard UC-“TEACH“ an-act wﬁich is didac--
{ SR

.tiq‘in nature. - It is difficult to dellmlt the acts wq ch qual-

~

ify as teachlug, but’ g\ldently they;yuw€~have an 1nstructlonal
quality whlch is not necessary for UC-"OSIB-” UC-"TEACH" may

also be unique in requiring. that che knOWan‘(CC-G) be drep or

long-term knowing, at least .in ﬁﬁé intention of PIfB? Japanese

UC-“OSIE*f may, for ;tshﬂarp, require that’' PI-B be authoritative A —

with respect .¢ content of what is being communicated (CC-I)
. ' ' o '

* . Buwt how is it, for example, that the context in 90)';§ﬁﬂwﬂf‘
stricts the' translation of "OSIE-" to "SHOW"? The’éécqu.sen- T
tence in 90) says that we went grom there (soka), whose referent

f . - ) .
1s the logation of the Imperial Palace. Thus, at the time of:

the commuaicative event, we must have been at the Imperial Pal-
ace. Now, there is evidencly a general principle, like 86) in ) .

the last'section, which says that a verbal act is not ‘used. to

communicate where something is when the beneficiary. of “the act

‘15 already at taat place. There is evidently no such restric-

P,

tion on directing visual attention to Where it is, hence UC-
"SHOW" is preferred tu UC-"TELL".: Slnue there is nothirg in the
context of 9J9) to suggest that teaching methods ‘were involved, .
. ' ’ . | ‘
UC-"SHCW" is left as the only candidate. ,
In 91} the situaticn is otherwise. The second clause makes

it clear through the phrase translated "when we got there" that

we were nct at the Imperial Palace at the time of the communi-

96
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I o ' - C A

ER O - ' \ o
CdLqu act, Anothcr quneral pr¢n01ple says that v1sual att;n~-

»txon can we directed only at tnwngs Wlth .n visual range. Thus
UQ;"HOW is in this case ruledﬂout, as is UC-ﬁTEACd"'aqain be~-
cause ot the absence.of'didactié?qgntext. ucC-"TELL" 1is thus the

.

—
!

- choice here. -
. Ty
In 92) the didactic context isjeﬁident. The Japanese words

klmatu,'sik» n, And sensei all belong within;the semantic field

— of teabhlng, a f;ﬁt to be:noted in the lexical entry for eauh of

of tﬁe same semantic | eld,,wxll oe the choice here. aPcobably

vice shouid also take accpunt of the fact.that the idiomatic verb-

. ~at th2 ¢ornd of this sentence, literglly 'gave', xe;nforces tﬁe

sapurior xWIationship.oxfthe communicator: ip this case, the

fact that he is authoritative with respecc to what is being Com;
. .

munlcagéﬁ.

The point of this cxample of the translation of- osieru 1is
tn omphasize the complexity of the rrltorla which may have to be
invoked to decc:de wotwoeen possiblel translations. Here we have
seen a link between divferent kinds of communicative acts and
’tnp location of the recipient of the -mmunication, information.
on the latter being derivable from Jnformatlon about the move-
ment of the rcecipient to or from the place of communication, to-

. gether wich temporal information. It is also of intérest that

this example, like the secona example ir section VIII, led us to

recognize certa.n general principles: that one does not com-

-

29

- 106G

th.m. Hence the Lngﬁlsh category UC-"TEACH" ; .QDVI’TSly & moemner

Lo
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L

.
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R . . ) ) . k,‘,
. . . -

'“mdniuatq vepbéliy_about where 5qpething is when the addressee 1s ' 1 .:
already there, for example, and the obvious pginciple'that one -
-doés not c511 visqaL attention to something thgtjiS'an visible. 3!'

_.Dotalled lmplemenxatlon of this kxnd of translation researcgh -

—_ . :
;111 undoubtedly lead to thc rocoqn1 ion of a aumber of such ‘ >
ﬂprinciples. : _ o ' ' '  ‘ - J??

. . i
The word kudasaimasita in 92) 1uad» us to a different kind

of compiication, that inyolved in the nced to pay special attén

tion in Japanege verbalization to the social relatlonshxp ex- .

t

)

istinq.betwecn'the speéker and variou$ other persons.. Although / T
‘we' are ~c¢hanging the dxrectlon of trunslation here, it is of somel/

interest to consider questions that arxse in translating the '_ f
Englféh category "UC-"GIVE" into Japanese. We may assume that
UC-"GIVE".has theﬁentailmentshlisted in example 54), section VI
abovc,-and that”furthwrmoro tho.catcgorics underlying all the.
Japanese verﬁs'to be menticned share these same cntailmcnts;'
ach Japéhcsc'cateqory. however, has additional entailmencs of:

1us own, and it is tie paturce of these addition.l entailments

'3

. . , L
that we arc 1nterostad la.

8
Tae verd kuarerda, for example, is used to express instances
of a cateyory whose entailments include those of UC-"GIVE" plus

the following (wheve PI-B is the agent and P1-C the beneficiary

of the giving): ‘ .
95) CC-A Ca JC-"KURE-" .
1>
170
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.{}
N

R - VB-CLOSE-TO-SPEAKER (PI-C) '
' ' VB-CLOSER-TO-CPEAKER-THAN (P1-C, PI-B)
-?B-HIGﬂER~TuAN (p1-B, PIfg) o

]

That is, UC—"AURF-? is the catcgory chosén lf the bereficiary
" of the q1v1ng ;s socxally close to the speaker, closer to the
speaker than the agent of the-glvanq,'gnd the agent is not so-
cially higher tnsn the beneficiary. In_transiating\té;ts where

such information is relevant, VAT will eithérfhave to store a <

e network of SOCLal re;atlons linking all the relevant 1nd1V1d-

e

uals, a network which may in part’ be derivable from the text, or

L

¥

it wilyl have to ask’ the user questions like:

96) Vi 1S PI-2849, SOCTALLY CLOSE to BI-20012-.
v: IS PI- 2849 'SOCIALLY CLOSER TO/PT-2001 THAN PI-235652

V: IS PI-2365 SOCIALLY HIGHER THAN PI-2849?

The verb kudasaru, whose idiomatic function appeared in
92), is used to express instances of a category whose entail-

ments are as follows:

97) - CC-A (> UC-"KUDASAR-" h\\ '
>
VB-CLOSE-TN-SPHAKIR (PI-C) oo

VB-CPOSER—TO-SPEAKER-”dAV (pI-C, P3~B)
VB-HIGHER-TUAN (PI-B, PI-C)

In other words, the entailments of UC 'KUDASAR-" are the samc
as those of UC-"KURE-" e¢xcept that the agent of the giving is
socially nigher than the teneficiary. (It was the exalted po-

siticn of sensei, the teacher, in 92) that led to the usc of

101l ~—
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98).

“\'Thl urucgs'indicate.a disjunction. hus 9ne of the ways in

. -/ . :
kudasaimasita ;p"that sentence.)
S r///(/ - - : =
Another posqlblllty,,s th $ verb varu: - .
cC-A C> UC-"YAR-" | A - ;
E)' ° . . : ¢ ’ :

“ e 0 (e

VB-CLOSE-TO-SPEAKER (PI-C) } L
-VB-CLOSER-TO-SPEAKER-THAN (PI-C, PI-B)J "' .
VB-lIl[GHER=THAN (PI-B, PI-C) o
-VB-RESPECTED. (PI-C) . : S
: \

-
A4 EY

a

By

wh#ch this category différs from the| last two .is in ;ﬁ% bene-

fiéiary of the giving not being SOClQlly close to the speaker, ~‘?‘f<‘:

orquso in his not JClnq closer to th¢ speaker than "the agent of

,t{a giving. As ‘in'97) the agent 1is sdclally hlgher th the '

N -
.-

'ficiary is not being treated respectfully by the

e pboneficiary. nurthermore as stated in the last lipe, fﬁé%béneﬁ'" i

peaker. ..

\

The verb ageru is like wyaru, exXcept that the agent of the

giving is not socially higher than the beneficiary: .
o .

99)

10C)

. ' e u\
CC-A C> UC-"ATE-":.
OB

~-VB=-CLOSE-TO=-SPEAKER (PI-C)
-VB-CLOSLER-TO-3PEAKER-THAN (PI-C, P1-B) v
-VB~-HIGHER-THAN (P1-3, PI-C)

~VB=-RESPECTEDL (PI-C)

T"ne last verb that we will censider here is saslageru:

CC-A C» UC-"SASIAGE-
>

‘JB-CLOSE-T0~§BPEAKER (PI-B)

102
168




+ ‘ - ' . ’ . 4;“ [
» { . /" a 4 l
* .- .VB-HICHER-THAN (PI-C. PI-B) a ' - ~ 0
» . VB-RESPLECTED (PL-C) S S
] : ‘ o : . S LT e oﬁﬂ
In &ther words, the aqont : hO'nginq iS'socially cl&se{ﬁo'%he
Spgakér, nllu thu»bonoflblavy is bocxalLy higher than the aqent
~ . . - . k
andy is Leiny treated gespeccfully by the speaker. It
podsible to use this gategory whon the agent i not so
[ . e I -~ ] N,
clise to the speakdr, bul evidently Japanese spakers
. N . .,') ~ . LS N .
. bhmplutnly copforcgble about the choice in that case; i,
e . . . ‘_ \ <~4 N o )
./wr‘ tholess, therg 1s 1& othox category avaL;able,
- . e . * . a . \9 . /
o v ,%I v hd \ ‘// .. ) N
(‘r,ne way in"which Vl‘n‘,‘mj.qht .be :rlc to fn}Lg'gCSWf;s to ques—
| . tions equrdxqg socxal relatxothlpq 1s through the’occqrrence A
K N / v
hd in LhL text of Latuqorlzatlonq ‘that ¢éntail such reldtlonshlps. :
‘. For oxample, tho occurrence of an lnstanCL o se- “%ENSEI" in ;
w exanmple 92) ecntails a socially higher status for the PI thus

’ v

» gategorized than for the PIs who are this tecacher's stadents.
It thus icads to tihe choice of UC~"KUDASAR-" . Kinship-terms

also provide examples of automatically cntailed social status.
S - ¥
Lf we Lake a PI that iy . instance ot UC-"OTONSAN" 'father ',

AN

for example, there are ontaliments of the following sort:

101) PI-A C» [:C“’"‘)'PO\).:;\‘!'
! Ea )
YB-FATHER=OF (PI-A, PI-B)
VB-UHIGHER~THAN (PI-A, PI-B)

. h
s .
That 1s, PI-A must Le the father of someone (PI-B), and will be
. socially nigher than that somcone. It will also be the case
' \
that:
< 0 3 '

-




M R S N T

~l . . . . 3
1 = . . o,
’ .

, e : -
102) VB=-FATHER-OF (PI-—A PI-B) - | -
- 8P~ SPEAKER« (PI-p) « - : S -
. E’ . Q ‘- . . | ., r
—CLOSE-TO-SPEAKER (PI- B) ' S | . .

) J A R 4 3
o '"Thas/lsi\If the pPI~ A _who lS the. fathef of PI~B is at th{/;;;e T

L4 b

time ‘the sbeaker, PI- -B w1ll be socxally close to the speaker.., ..
l N
o, The entallments derlved from both lOl) and 102) are relevant to -y .
the cn01ce of a translat,on for Engllsn UC-"GIVF", as sketched
. i \I . . , . .
" ab vea' L ° , o . S N
) . ’/' / 4' ‘ ' . LS : ) ..\\
)%/” . So far all our examples of " translatlonﬁbroblems have in- - ‘

/
volved categorxzatlon. Certainly, however, there are alsq:prob- \\\\

lems whlch arise in subconceptuallzatlon, and ln the assoczated

-3

¢ . .
appllcatlon of syntactlc processes which lead to clause and sen- e
‘ l - ‘ ' K L .
tence formation. We have not paid as-much attention'tomques-i

L §
tions ‘of thlS sort, since ﬁ\r the most part we have been able to
\ .

. translate bentence for sentence wlth reasonable succes\. One

.
4

- example which seems fa;rly clear arose early in ourilnvestlga- . n
, : SCa TN
' ~tion, and WIll be repeated here as an lllustratlon of the\chal~
.o N
lenges which are likely to“arlse_rn.thls respect. - _ h
. " At issue is the translation of the English.sentence in 103),
7 .- B ’ . : v T
the first sentence of a fable, into the sequence of two Japa- .
) nese sentences in 104): - : <
. ¢ \\ . ;
) ) ) . ’ 4 " . '. .
103) There was once a wolf who saw a lamh drinking at a river,
] . . ) . - . 4 ! .
and wanted to create an excuse to eat it.’i&_‘
. o . .
L o
// ] H .
¢ \\\
b - ' . ' 104

j.‘.) . K - /
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/- BN . °
;o v N %
104) Mukasi aru’ tokoro nij/kawa de mizu o nonde

~once certaln place in river at water drinking.

iru ko-hituvii o mltuket% ippiki no ookaml ga 1mas;ta.

be lamb - .saw . one wolf < | was
o " %
Sosite sono ookam; wa sono ko-hituzi o taberu tame no
and  that wolf - . , that lamb eat for .
. ‘ . : /
iiwake. o tukuri-ta-gatte imasita. ' o .g )
excpse make-want-seeming was e v:}

The: questlon we aré/poncerned with 1is why it is desxrable for
the Japanese traheiatlon to create two sentencee where the Eng-'

llsh had only one. o o . ,

I

14

- two COR]Olned relatlve clauses (" ho saw.:.and wanted...").

;;Japanese relatlve clauses d;ffer syntactlcally from those 1h

English in belng preposed to the noqn they modify. Hence, if

the Japanese-were to presexve the. structure of the English in a
!
single sentence, the speaker would have .to say everythlng that

>

~the wolf saw and wanted before he ever was able to mention the

wolf. . The subject of the seeing and the wantlng“ygnld be held

in suspense for so long that addressee or reader mignt have sume

N

'problem in lnterpretlnq wnat was being said. Another reason for

not repeating the English structure/of two relative clauses has

to do with the beginning of -the next sentence: in English, "For,

that puﬁpﬁee...he accused the lamb of stirring up the water..."

The referent of that purpose in Bngllsh is clear. It refers to

/ /

the lmmedlately preceding relative clause. "wanted to create

an excuse to eat it.” His wanting to create this excuse was his

195

We may note firét of all that'the English sentence contains '




'L e

tr

| at the beglnnlng of the next sentence without difficulty.

purpose for-accusing the lamb. In Japanese, however, if the

[

. clause in question were‘?reposed to ookamij(which‘would then u
. -—P-

?

) - Co . .
followed Ly the maln'verw of the sentence', imasita), .he refer-
/ i 4 — ——— .

el ol lhat”LJngnv would no longer be eloars . By making the

clausce about the wolf's wanting to create the excuse into an-in-

dtpendent sentence, the Japanese is able to refer to it dlrectly

)

We have not yet formalized the processes

»

, ”
ecide to create two sentences in the trans)ation Where\the\_w

source verbalization has one. Evidently principles such as the

f°11°“““‘3 must eventually be bullt mto 'VAT. First, there must

’
fon s

‘be a restrlctlon*of some.kind on the amount of material that can’

1 A, 1’

be lncludedaln a preposed rgXative clause, and perhaps especial-
Q

ly in a relatlve clause that introduces the main character of a’

L oma ,,,

¥ o

atory (whose lntroductlon cannot be put off for too IOng) Sec-

. ond,_there is a need for a sentence~introductbry phrase like for

1

that purpose to have a clear referent which immediatelynprecedes

“it. The task of lntroducxng such prxncxples inta VAT's opera-

tlons is formldable, but not lmpOSSlDle of. accompllshment.

106
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L It will he obvious to anyone who. has triedﬁfo'déal Qith.tﬁe .
> sorts ofiinformation and"pro;egéés mehtioned in this report that
we hjvé.pnly inserted a few pin pricks into a gigantic monstér
-whose eventual conquest“éalls for yéais of patient work. With-'
out pre;endin; to cévor evérythiqg,that peéds to-be doné,.we

‘ :EGEHQEIEEWBelow some of the more obvious lines of research that
s , : _ _ -

—

the report suggests. : y o | “kY '3
¢ ' Lo : : :

(1) Ddrinq.subcbecepgzghiéaéion we make use of statements
lie CJ-YIELDS (CC-1002, CC-1003). We nced to extend and clar- '~
-ify'the set'qf relations fo which CJ-YIELDS.pelongst "the re=

..'lations wiich exist betwggn—ghe various concéptual chunks of a

text, whether these chunks be large or small. ’ -

|

- “~ B A~ ’

d):jN (2) Such relations have surface consequences, of the kind

. illustrated in examples 8), 9), 19), and 22) above. Such conse-
'quences are in lact guite varied and subtle, being dependent in
part on complex qontextual consi&gigzzons. Their clarification|

1
!

calls for extensive textual analysis. i

(3). We now ﬁqve.a primitive deyice fer introducing di- \f
gressions and parentheses in£o the su%&fncepthal hierérchy. /he
need to look at digressions in greater‘éepail to determine more
precisely what constitutes a-digreésion, how best to formalize

the processes by which digressions are introduced, and how they

107
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are expressed under various conditions..
” _ g _

e e e 4 . »_ N

(4) During the initial period of this project we spent
some time investigating the manner in which various textual
It will be

by

genres constrain the processes of verbalization.
a\

necessary to return to this question with a view toward con-
structing conceptual "grammars" of scientific articles, news

reports, stories of various kinds, etc. B
Although 'the general nature Qf the framing process

(5)
seems to be underétood, its details need refinement. The best .

iﬂvontogk'of "case" relations has not yet been established, nor

has the 1nteréction between cases and other statuses which PTs

"
E .
-
.

* may have, such as t?pic or given information.

o . .
The treatment of "modifiers" (adjectives, -relative

(6) 1
clauses, adverbs) iéapresently oversimplificd. More work on ,
their introduction and expression is called for.

N .
inflections" (tense, aspect, arti- -

(7) ‘'the trcatme t of "
cles, number, and the' Like), though it has been given a fair

degree of attention alrneady, needs to be expanded and extended.

\

(8) At present, iﬁ a PI has a proper name we treat it as

a unigue aame and use ié\for the lexicalization of the PI when-
ever the latter is not "quen" This procedure agnoreo the many
interesting constraints whlch govern the choxce aniong competing
‘proper names for the same QI. Investigation of this area is

/




. . .
g s .

”'3dependeqt on -a more detailed understanding of a variety of

4—;—n—~—£ﬁtefpe¥seaa%—fe;atéensaig=-_ ' _ : xw.;;m;mwﬁmj”m
(9) When a PI does rot have a proper namec and *e not pro=-
’nexhinalized, it must be categorized in_iome way that wi’ll'leqd |
te'lexicalization ih.terms of a common‘houn. The factots which
influence such categorlzatlon are of basic psycnologlcal inter-
'est, 1nvolv1n such questions as whether conceptual “features
are adequate to account for how a partlcular PI is cdtegorized,
;'and tho exteht to whlch continuous dcgreee of codablllty nust be
'_\ _ recognized. >hese factors w111 have to be included eyentually

in the lexicon, ‘50, that this problem is really the problem of

how the lexicon should be developed.
. o - _

;”\\\;) (ib)f A préctical probiem involves the piocedures by which'
iexicel entailments are utilized. Should all the entailments
associated wlth every item in a text be soecxflcally created oy

.the program, or should they somehow be held in some latent con-
dition until they arc necded? It is 1mporﬁant to avoid the
mushroomipg of entailments beyond necessity;thut exactly how it

~can be avoided is not yet clear. ‘

(11) At prescnt, if a PT is ?giten" it is automatically
nronominalized. - We know that pronominalizatieh is influenced by

"\\ other factors; “for example, it will often;not take place if

\\embiguity is likely to result. Such factors as a search for

\\- . * 1] 0 . T .
. pOgsxble ambiguity will have to be introduced into the system.
\\
\\
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(12) Among the "reaﬂjustments" (sectiéﬁ“ViI)zwbich are - e
,appllea aiter a sentence has,been produced, we have dealt thh
thr;e types. the lntroductlon of givenness, the 1n€¥rductlon of
khe relatlon IDPNTIPIE .b tween a category und a PI, und thn-m' : :f
craation of a CC whlch fepyres ents the productlon of the sentence, . .

vt

as an event in itself, O:Jer kinds of readjdstments--that is,
changes in discourse info lation which result from Lhe produc- \

tion of a sentence--need to be ;nvestigatea.v

(13) oOur sﬁrface structure format at prescnt consists of

a series of statements represénting the major cqmponenté of a

I .

‘sentence, with all neccessary surface information included. - We

~have designed such structures so that they can be algorithmically ‘.
converted into sequences of words and sentences--that is,\into

a ﬂornally readable text. /The algorithm needs to be specifically

implemented.

(14) With reference to the translation component in par-

ticular, it will be necessary. to look into differences in the

*

‘way different languages subconceptualize various kinds of con--
. 3
tent, diﬁferences:in the treatment of various denres, differ-

ences in the placement of sentence boundaries, and so on.

. o
(15) The construction of an extensive interlingua list (a

dictionary of direct category correspondcnces) between pairs of

languages is called for.

N

(16) Procedures involved in the usc of entailments for the

o , 110
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discovery of indirect catacory corresﬁgggences between two lan-

-
. . . = . o
and ailed working lexicon fou each-lancruagégi*h t.is geal in

. ' \
. mind, it will ke necessary to find ways of optimizing%;he search

P

for correspondirg entailments when no direct corresprndenﬁgkjn

fﬁtu\ guages must be refined.  Aside from the n2ad;to build wp a lar
) =~ . 7 . -
i

f

!

-3

interlingua is found. e

(17) Wich respéct to parsinq, we need to make wrncise the
techhiﬁucs by which textual clues are utilized 'in the recon-
struction of fhe verbalization processes by which the text was
created. These clues are many and verinod, differing to somh

extent from language to lanquage, and again a large-scale empir-

ical investigation is called for.

’

Attacks on these probleﬁs are appropriate cn at least four
fronts. First, investigators shruld undoubtedly cdntinue to en-
gage in traditional "armchair" linguistics, involving cogitatioa
and discussions by persons steeped in the ‘languages, procadures,
and theoretical issues' involved. Second, one can adapt and ex-
ploit'whatever materrials relevant to these questions.cgn be
found in the literature on these languages, on-linguistics, on
artificial intelligence, on text strycture, and so on. Third,
it will be possible to develop new facts through experimental
work. As an example, one can investigate specific exampleslof
human translaticn in order to establish ranges of variation in
different verbalizations of what is essentially the same con-

tent, and to determine the optimum correspondences between

111

Q 117

AN

\, .
N\

Y



twe languages in specif§¢ cases. Finally, pof{ course, the devel-
opment «f a computar system c;n'probeed in paraliel wiih the;g

other liﬁés of research, haﬁdiing'the gver-inéreasin¢'com;lexity'
in a way that the cdmputer is uniquely saited fo:: and pravidiang
i'ha iﬁdispensible ;esting ground fof"eééh new feature or process

that ‘is hypothesized.‘
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Footnotes

{

1
" “Roger W. 3rown ana fric H. Lenneberg, "A Study in Language

and Cugnition,” Journal of Abnorma2l and 8001ai;?sycholgg1_49:

'454-462 (1954).‘“. . vﬁk J | '
2Wa.uace L;Jghafe, "Langdaqe‘and Consciousness,” langquage

50:111-133 (1974). 7~
| \

3C£. the discussion of "dezp"” memory ir. Chafe, "Language
: |

!

and ‘Memory,” Language 49:261~281 (1973).

4what follows is baced on the analysis'by Susumo Kuno in

‘his The Structure of the Japanese Language (MIT Press, 1973),

chapter 9.
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