DOCUMENT RESUME

ED 098 814 ~ | L 006 605

AUTHOR DeRocher, James E.; And Others

TITLE The Counting of Words: A Review of the History,
Techniques and Theory of Word Counts with Annotated
Bibliography. '

INSTITUTION Syracuse Univ. Research Corp., N.Y.

SPONS AGENCY Defense Language Inst., Washington, D.C.

REPORT NO AD=775-922; SURC=TR=73-177"

PUB DATE May 73

NOTE 302p.

AVAILABLE FROM National Technical Tnformation Service, Springfield,
virginia 22151 (Order No. AD-775 922, MF-$1.45;

HC-$18,00)
EDRS PRICE MP-$0.75 HC-$15.00 PLUS POSTAGE
DESCRIPTORS Annotated Bibliographies; Computational Linguistics;

Contrastive Linguistics; Descriptive Linguistics;
Diachronic Linguistics; Etymology; *Language
Research:; *Mathematical Linguistics; *Structural
Analysis; Vocabulary; *Word Frequency; *Word Lists

ABSTRACT

As part of a continuing project of language analysis,
SURC presents an essay on the nature and history of frequency counts.
The first section deals with ‘“he history of such counts and traces.
ther from Barly Hellenic times to the present. Section 2 is an
analysis of techniques used and describes the capabilities and
limitations of frequency counts taken in both English and foreign
languages. Section 3 is an analysis of the statistical lavwfulness of
vocabulary distributions and presents a comparison and evaluation of
the theoretical models used to describe vocabulary distributions,
Section 4 is an annotated bibliography with an author index provided.
(Author)



RV R XTI PR AT AN L VYN
RS TR T
IO S
RS L)

L.




TABLE OF CONTENTS

Page No.
SECTION I
Narrat‘ve. [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] I
SECTION II

D'scuss 'on [ ] L] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] 58

SECTION III

Analyses of the Statistical Lawfulness
of Vocabulary Distributions. « . « « « « . . 104

SECTION IV
B'bl 'ography L L [ ] [ ] L] [ ] L L L L L L [ ] [ ] L L [ ] 185




THE HISTORY, TYPES, AND PROCEDURES OF FREQUENCY COUNTS
SECTION | - NARRATIVE

On a world scale, the counting of the frequency of occurrence of
linguistic elements has had a long history motivated by diver s purposes.
Traditionally the counts have Leen of words, but they havec also been of
phonemes, morphemes, syllables or Idjiomatic expressions. The purpose of
_these counts has usually been to develop a vocabulary of a speclal type
such as of rare, frequent, useful, or Important words with the ultiinate
objective of developing vocabularies for the teaching and learning of
stenography, spelling, or reading in the easiest aid most efficient manner

possible.

The counts with which we are familiar extend far back into the Med~-
iterranean world, where, in one Instance, we find that the scholars of
Alexandria (Egypt) distinguished between rare ang frequent words of Homeric
Greek for the benefit of local students of Literary Greek. In the Tenth

Century, the Talmudists categorized and counted the words In the Torah.

In general, the Vlest European history of frequency counts proceeds

from a similar implicit assumption that the best way to learn a language,



either your own, or scmeone else's Is to know which words you will meet
most often so that you can learn them first. Earlier lists tended to be
limi ted beainner's vocabularies wusually of "useful, hard words''. Such

lists were compiled as early as the Fifteenth {entury.

Other early lists tended to be for occupational or instructional
purposes providing mainly name lists such as of birds, animals, parts of

the body and of occupations.

These early lists tended to be restricted, special purpose vocabu-
laries, ard it wasn't until 1721 that Nathanial Balley attempted to compile

an extensive English vocahulary to serve as the i2asis for a dictionary.

in 1588, Timothe Bright published his ''Characterie: An Arte of
Shorte, Swifte, and Secrete Writing by Character'. It was the first known
attempt at developing a form of shorthand, although it was not phonetically
based. It was also the first attempt at daveloping a self contained, basic
or '"Island' vocabulary capable of beirg used to express all necessary con-

cepts with as few words (or symbols) and their varlations as possible.

In 1649, Sulanus published a list of words appearing in Homeric
Greek and a little later a cleric named Vinckler who lived in Hamburg
annotated a Greek-German version of the New Testament to indicate words
occurring only once or only in a single verse. A similar but more elaborate

Dutch-Greek version of that annctation published in 1698 over the signature
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of Johannes Leusden indicated that there were 4,956 different words in the
Dutch version of the New Testament of which 1,686 occurred only once or
only in one verse. He marked all those that occurred only once, all those
that occurred twice or more, and indicated the number of new words occuring

. in each chapter,

During the Sixteenth and Seventeenth Centurles various counts of the
vocabulary in literature were published in England, including one of the
Authorized Version of the New Testament which in English. was determined
to contain 6,000 different words. However, we do not know the principles
on which the counts were made; |.e., whether only headwords were counted,
or whether derivatives and inflections were also counted. The same uncer-
tainty applies to the counts of this era of Shakespeare's plays (21,000

words) and Milton's (8,000 different words in Paradise Lost).

Nineteenth Century Counts

In the last half of the Nineteenth Century, two frequency counts of
different types appeared which anticipated the prolifaraticn of counts
which has talien place in this century. The first was W. D. Whitney's
phonetic study on the relative frequency of 10,000 sounds found in 10
classics of Enalish literature as drawn from 1,000 sound samples from each
of five prose and five poetic works, The word count type of study of this

era is best exemplified by F. W, Kaeding's count.



Kaeding's work was the first and one ( f the largest of the rodern
frequency counts. With the assistance of nearly 6,000 contributers and
“Z=workers, Kaedinqg cnllected and counted some 11 million German words

~'nd 20 million syllables f-om |4 cateqories of material. He found 258,173
Edlfferent words of which hall occurred only once. The purpose of the

count was to assist in teaching stenography rather than language, so homonyms
~2’e listed only once rraardless of .ord meaning although derivatives

and inflections were listed separately. In Cerman, this meant some physical
sparation in the alphabetical summary lists because of the phonetic spelling
of unlauted letters; plurals beino separated f.om their singulars and

“_rb forms scattered, makine the determination of the total frequency

lof a semantic concept a task involving much hunting for related word forms
‘nd adding of frequencies. (Morgan subsequently corracted many of these
‘hortcomings in his revision published in 1928.) Nevertheless, this weork

is important not only for its size and detail, but because it firmly estab-
"' _hed the nethod of counting large numbers of words from a wide variety

of sources in order to find truly general or representative words, and

“_blished frequency of occurrence of 2 word as the basis for a determination
of its linguistic importance or value. This use of frequency is more
ralld for shorthand word lists than for other purposes, and has since

e modified by later researchers prepar ng vocabularies for other purposes.

Before the close of the Nineteenth Century, there appeared a more

"“¢t word count in English. 1t was J. M, Rice's "Rational Spelling
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Book''. It is important mainly because it reveals another reisson for fre=

" quency counting; the teaching of spelling of the real word, as opnosed to

s some representation of it as in shorthand. The frequency list was designed

. to determine which words were used most often and, therefore, those which
should be learned first., In spelling as well as stenography in wilch the
word is more important than its meaning, frequency can be expected to

adequatcly index the imno-tance of a word.

1904-1920

In 1904, Reverend J. Knowles, in England, while developing his

London Point System of Reading for the Blind, made a frequency count of

literacure, principally from the Bible, for a total of 100,000 running
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words. From this corpus he derived a 1ist of 350 most frequently occurring
words and indicated the frequency of each. This co:nt is of Interest
because it was amonyg the first to note that the first noun appeared as
number 73 in order of frequency rank. The preecding 72 were t..2 so-called
structural, seni-structural, grammatical or relating words. This pheno-
menon of the late appearance of nouns, resulting from the use of raw fre-
quency data to determine the Importance of a word for purposes of vocabu-
lary compilation is, in fact, inherent in frequeticy counts and has led
later word counters to use various procedures to compensate for the dis-
proportionate domi-iance of the grammatical functors. Keniston and Thorn-

« dlke were aiong the first to make such monifications.




In 1910, W. E. Chancellor wrote an article entitled ''Spelling:
1,000 Words'. He had derived his 1,000 words from some «<0,000 that he
compiled and then screened. His work is important not because of the
techniques which he used, which were neither particularly well documented
ror sophisticated but because he employed personal correspondence rather
than literature as his source material. Later Investigators using better

techniques have made excallent use of such sources.

In 1911, R. . Eldridge made a study of newspaper language In the
Buffalo, New Yor!. area and pubiished the results of his study as '"'Six
Thousand Common English Words." We made the study for the purpose of dev-
eloping a limited universal vocabulary. His courses didn't lead to much
universality, but his work is cited because it: 1) involved counting only
44,000 running words (which really are not enough to be statistically sound,
much lass universal) and 2) involved only one broad category of material,
i.e., newspaper English from four newspapers in one localized area. However,
the count has been used as late as 1967 for purposes of comparison by Beier,
Starkweather, and Miller in their "Analysis of Word Frequencies in Spoken
Language of Children'" (1967), a study they made of the oral vbcabulary of

grade school children in Salt Lake City.

In the 1913-15 period, Leonard Ayres compiled and published two
works: ''The Spelling Vocabularies of Personal and Business Letters' and
"Measuring Scale for Ability in Spelling''. He assessed soime 400,000

running words from 2500 people in 75 communities. About 70 percent of the

€3



material was from personal and business letters. The data collected from
these sources were used to devise his ''Measuring Scale for Ability in
Spelling'. This may have been the first use of word counts for testing of
students. Ayres' work clearly demonstrated the fact that while languages
have mary words, the frequencies of usage of these words are heavily skewed:;
an absolutely small number of word types accounting for the majority

¢f the words used in ordinary discourse. For example, he found that his

50 commonest words made up 50 percent of the materials he counted; 300

words (in order of frequency) made up 75 percent, and 1,000 made up 90
percent. Later studies in confirming this stavle finding stimulated interest

in basic and limiteu (but universal) vocabularies.

Cook and 0'Shea in 1914 made their 'Concrete Investigation of the
Material of English Speiling'" based on the family letters of 13 informants.
Cook and 0'Shea found 5,200 di fferent words in the 200,000 they counted.
Allowing for the small corpus and 1imited range of the samples, the results

- far as word usage is concerned replicated Ayres' findings on the heavy
e of a few words, in particular the function words. They found that the
_irst nine words on their frequency list constituted 25 percent of all words
In the corpus, and the first 42 more than 50 percent, all of which were

functors. Of the remainder, 963 words included 91 percent of all running

viords even though another 4237 were used one or more timas for the remaining

9 percent of word usage.




In 1920, Hayward Keniston published one of the earliest of the
foreign language counts prepared for the purpose of second language instruc-
tion. It was called ''Common Words in Spanish" and is particularly noteworthy
because Keniston was apparently the first vocabulary compiler to recognize
that word value or importance does not depend on word occurrence frequency
alone. It must, therefore, depend on some other factor or factors related
to the uses to which the list is to be put. Keniston apparently believed
that if representative or general-use words a2re desired, the number of
different sources in which a word appears might be as important as how
often the word appears. |f the occurrence of a word was restricted to
relatively few sources or types of sources, Keniston argued that such
restriction indicated that the word was either peculiar to the author or
to the subject matter and, hence, had lower value even though its frequency
in such sources might be high. In recognition of this fact, Keniston ncted
the effect of range (or number of sources in which a word appeared) by
using two lists. The lists were based on frequency of occurrence, but in
one he placed only those words which qualified by appearing in 80 percent
of his sources, and in the other he listed only those which appeared in at
least 66 percent of his sources. These sources, incidentally, were mainly
plays, but included newspapers, reviews, short stories, and novels (all
printed sources, except insofar as pseudo-oral material might be included,

particularly in plays, speeches or in quotations).



The Early Modern Count.=--1920-1930

In 1921, Edward Thorndike's seminal counts of English first appeared
and heralded an era of his authority which was to last until today. Like
Kaeding's count of German, Thorndike for the first time had carefully des-

cribed the word frequencies of a massive corpus of ithe written language.

In spite of criticism by Dewey, Palmer, Bongers, Rosenzweig and
McNeil .among others, his works have survived. Thorndike, an educational
psychologist, was probably the greatest exponent of cujective frequency
counts as the basis. for teaching, principally in the areas of reading,
vocabulary building, and spelling, although his Teacher's Word Lists have
also been used for preparing graded textbooks and achievement tasts. His
first “T?achers' Wordbook of 10,00C Words'' which appeared in 1521 was
successively ravised in 1931 to 20,000 words and in 1944 (in collaboration
with Irving Lorge) to 30,000 words. His initial list of 10,000 words was
compiled from 41 sources and a total of four million running words. He
enlarged it to nearly ten million running words from 241 sources and 20,000
selected words in 1931. Between 1931 and 1944, he and Irving lLorge enlarged
the corpus by additional studies of their own and the incorporation of prior
studies by others. The resulting corpus was on the order of 23,500,000
running words from wnich they produced their 'Teachers' Wordbook of 30,000

Words'' in 1944,
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One interesting feature is that ilke Kenlston, Thorndike modi fied
his evaluation of word importance as indicated by frequency by integrating
it with its range of occurrence, i.e., the number of sources in which it
appeared, designating the index the "merit number'" of a word. The value
of the so-called "merit number' was defined by the calculation, MN = £/10 + r;
f being the word frequency and r, the number of sources in which the word

appeared.

The range of the 30,000 list is imposing, involving 285 separately
listed sources including those supporting previous counts by other re-
searchers on reading, writing, and spelling vocabularies, the Lorge Magazine
Count of one million words and a juvenile count of about 120 sources. One
problem with the 1944 publication, however, is that from the point of view
of research, it omits much of the background material on procedures which
appeared in the 1931 "20,000 Wordbook''. It also omits a list of 135 words
cormon to all sources Thorndike used and groups the highest frequency words

under gross occurrence categories (''AA" and 'A'') without differentiation.

The material forming the basis of these counts is now old, and much
was old even in 1921, since about three of the first four million words in
the original corpus came from the Bible. In spite of these drawbacks, it
was much in demand and was reprinted as late as 1963. At the present time,
it has been superseded for printed English for children by the American

Heritage ''Word Frequency Book'' (1971). For the written ianguage of adults,



it has been superseded by the ''Computational Analysis of Present Day Ameri-

can English' by Kutera and Francis (1967).

The revised basic Thorndike Teachers' 20,000 Wordbook of 1931 was
surplemented in 1938 by Thorndike and Lorge in "'A Semantic Count of English
Words'' which gave the frequency of occurrence of each meaning of each word
of Thorndike's 193] Wordbook, based on a detailed analysis of some 2,350,000

words,

In 1949, Lorge published a revised and improved version of the 1938

Semantic List of the 570 most frequently occurring words.

These semantic lists helped correct a basic deficiency of those
objective word lists which did not separate the frequency of the several
meanings of the dictionary entry or the difference between the completely
different meanings of homonyms which are separate dictionary entries. For
that reason, the normal objective count in which pronounciation and form,
not meaning, are important, has been less satisfactory from a reading
standpoint, although it may well serve its purpose for shorthand and spe | -

ling.

In 1923, Godfrey Dewey, apparently dissatisfied with the lack of
diversity of materials included in English frequency counts made for the

purpose of teaching of shorthand, published '"The Relativ Frequency of
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English Speech Sounds''. This is the first such study of sounds recorded

since Whitney's in 1874, He corrected the problem of representative sel-
ection of materials by sampling newspapers (editorials and articles), modern
novels and short stories, speeches, personal and buslness correspondence,
advertising, religion (Bible, sermons, journals and papers), science, and
magazines. Dewey's error, while correcting lack of diversity, was in
collecting samples that were too small. His total corpus was only 100,000
running words, which is about 1/10 what Bongers considers a minimum (1947,
pages 37 and 240). It is noteworthy that oral English was included in this

count in the form of speech materials.

In 1924, V. A. C. Henmon of the University of Wisconsin published
his oft-cited '"A French Wordbook Based on 400,000 Running Words''. More
than 60 people contributed to the sampling and collection process, obtaining
400,000 running words from nine different categories of printed and written
sources. These 400,000 word tokens were found to represent 9,187 diffarent
word types or orthographic variants, 1,250 of these occurring 25 times or
oftener. Subsequently, Henmon publizhc? a separate listing of the 3,905
words which occurred five or more times in his count. His study originated
in an attempt to find the influence of Latin on French, but developed
to serve much broader educational purposes, particularly vocabularly selec-

tion.

D A W S n———

Dewey's tendentious attempts at English spelling reform have done little
more than cause cecretaries and type-setters to misspell the title of his
article.



In 1926, Ernest Horn, as a result of several years of study of his
own and the use of the research of others in the field of analysis of
personal and business correspondence, published his well known 'Basic
Writing Vocabulary''. It was based on a total of 5,136,160 running words
which provided 36,373 different words after omitting proper nouns. From
these, Horn finally selected 10,000, although he found that the reliability
of his count decreased rapidly after the first 1,000 with occurrence fre-
quencies less than 77. He considered both frequency and range by use of a
complicated formula to ensure due consideration of range in the final
selection of words for the list, He deliberately left out all words with
less than four letters since his interest was spelling and he felt that
words of three letters or less are not hard to spell. He also left out 4l
common words, of the type that would probably appear in anyone's list of
the first 100 most common English words. They were mainly short adjectives,
adverbs, and pronouns. Omission of words with less than four letters has
caused problems in trying to apply the list for general vocabulary purposes.
The omission of the most common words, principally functors by the time of
Horn's work, was a common practice motivated by an attempt to capture a
greater number of substantive words ordinarily displaced by the ubiqui tously

occurring functors,

Early Modern Foreign Counts

In 1927, Milton Buchanan, working under the auspices of the American

and Canadian Committees on Modern Lanquages, produced a ''‘Graded Spanish
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Wordbook''. Its principal purpose was to provide material for graded vocab-
ulary tests. Buchanan amassed 1,200,000 running words from a total of 40
sources spread over seven categories of printed material. He belleved the
range was adequate for classroom purposes including oral practice in conver-
sation,even though no actual conversations were included in the corpus.

The dialogues drawn from plays were supposed to furnish the oral element.
With respect to word importance, Buchanan used the Thorndike=-lienmon method
of combining range and frequency in order to obtain a merit number. Buchanan
found 18,331 different words in his corpus, but reduced them to a list of
5,324 occurring ten times or more with a range of 1-40. Following fast-
developing practice but extending it even further, Buchanan also eliminated
the 189 most common words from his general vocabulary, and published them
separately. These deleted items consisted of articles, conjunctions,
numerals, pronouns, proper and geographic names, adjectives, adverbs, pre-
positions and some very common nouns and verbs. Buchanan was cogni zant of
prior Spanish word counts such as that of Keniston but there is no indica-

tion that he Incorporated them as Vander Beke did Henmonis in French.

In 1928, B. 0. Morgan revised the Kaeding Frequency Dictionary of
the German language, also under the auspices of the American and Cansdian
Commi ttees on Modern Foreign Languages. iiis purpose was to make the Kaading
list useful from the standpoint of teaching foreiqn lanquage, in addition
to stenography. To make the count more useful for general purposes, Morgan
used the concept of basic or stem words and grouped under them all words in

the Kleding count which had a cognate or semantic similarity and a frequency




count of 200 or more. This grouping resulted in a list of 2,402 stem words
which he arranqged in blocks of descending fraquency ranges. Morgen then
prepared an alphabetical list of 6,000 words in which he listed the basic
2,h02 words together with any of their derivatives with a frequency of 100

or more.

Although the Morgan revision made the Kaeding count more usable, it
did not correct the sample problems. . was still general, printed vocabu=
lary containing no oral sampling as such, was out of date (even in 1898) and
contained no specialized words (such as thosz required in the classroom)

either in the main list or in any supplemental iist.

In 1929, Varder Beke, under the sponsorship of the American and
Canadian Committees on Modern Foreign Languages, published another French
viord count called the 'french Wordbeoak'' which incorporated (extended and
updated) Henmon's earller work. Vander Beke's corpus amounted to 1,147,745
running words and 19,253 individual words. A cut-off at the range of five
reduced the list to 6,067 words. Thase he made into a list using range as
the main criterion rather than frequency. Vander Beke also listed the 69
most common words separately, as Part | of his study. The 69 all had a
frequency on the Henmon list of 450 or more and consisted principally of

structural entries.

Vander Beke set up his basic list of 6,067 in Part Il in such a way

as to show range and frequency i each word in his independent count, the
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Henmon frequency, and a combined frequency of each word.

The combined corpus was over 1,560,000 words. (Henmon's 400,000
and Vander Beke's own 1,147,748,) Like Henmon's, Vonder Beke's sources
were printed or written materials, some of which went back into the mid-
Nineieenth Century. In 1939, West and Bond reworked Vander Beke's list to
make it more convenient for the teaching of reading by grouping derivatives
. under headwords and providing lists of Latin roots and French affixes to
assist in word racognition. Groups of related words, were listed in fre-

quency groups of 100,

In 1929-1930, there appeared three supplements to single word lists
~ in Spanish (Keniston), German (Hauch), and French (Cheydleur). These

f supplements consisted of lists to account for fixed collocations of words
which together conveyed a mean:ng different from the sum of the meanings of

the individual words.

In 1930, C. K. Ogden published the first edition of his "Basic
English'., 1t is subjective list based on essential semantic concepts rather
than the result of an objective frequency count. It is of interest, however,
because, like some objective counts it contains a minimum essential or

Vlsland vocabulary. The number of words is stated as 850, but the actual
count may run as high as 2,000 depending «n how variants of the basic 850
~ e counted, The purpose of Basic English was to produce an international

 languaqe. In the process, meanings and grammatical constructions of standard
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English we hanged so much that Basic English cannot be considered a mini~
mum vocabulary of standard English, although its words are often compared
with those resulting from ubjective counts of standard English. Basic
English was revised and expanded by €. C. Graham in 1968. Five years
earlier, Lancelot Hogben published Essential World English as his replace-
ment for Basic English as a unjversal langiage. Instead of usine an 850
word list, Hogben (1963) reccmmended a 1300 item list of what he calls

Essential Semantic units. His lice largely avoids synonyms , hemonyms, and

mn

dual meanings of any unit while enbracing all necessary concepts.

Early Vord Counts As Vocabular.es

In addition to the American and Canadian Committees on Modern Foreign
Languages, one of the chief proponents of 1imited vocabularies of inglish
for teaching purposes was the Institute of Research !n English Teaching
(IRET) sponsored by the Japanese Department of Education in Tokyo. Its
head was Or. llarold E. Palmer. Beginning in 1931, Palmer and his associates
began to publish English vocabularies of 40N, 606G, 1,000, 2,000, and 3,000
words. As they were revised, the 1,000 word minimum word lists became the
most popular., These lists introduced the idea of radius, wh'ch was almost
like frequency grouping, in that each radius list contained a predetermined
number of mnst important words; 500, for example, and the next radius might
, have 1,000 words which would include the first 5§00 plus the next most

important 500. These lists tended at first to be more subjective than ob-

»
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*  Jective, but later became selective lists based ori considerations of objuc-

tive frequency and range as we!l as subjective and empirical considerazions.

In 1934-1945, Mr. Michael West, undar the sponsorship of the Carnegie .-
Corporation, r.onvened conferences to coordinate the efforts of the objective
word countd rs such as Tnorndike, the IRET group from Tokyo, and the
teachers of English as a foreign Vngunge. As a result of two major conter-
ences, Dr. West and his a<sociates published the Committee report as the
"Interim Report on Vocabulary Selection', in 1936, It included 3 list of

2,000 General Service Words to be usad as a basic vocabulary of English

for foreign language students. Or. West, assisted by Or. Lorge, revised

it into a semantlc frequency list tased for the most part on five million
running words. The list was arranged by word frequency, but with the fra-
quency of the various meanings of each word indicated by the percentage of
the frequency value of the stem word contributed by each meaning. The list
contains a suppliementary list of 425 popular scientific words to round out
the basic 2,000 word list, Or. West published the revized list and its
supplement in 1953 as 'A General Service List ~f English Words', In the
late 1930's, West also published severs! other minimum vocabularies of from
900-1,500 words, generally comparable to those of the first and second

thousands of the IRET 3,000 word list.

In 1937, Albert de 12 Court, who was teaching Dutch in Indonesia,
produced a word count in Dutch which Included word combinations (lIdiom-1ike

- expressions). |Its purpose was to assist teachers and textbook writers of

18
AY |

- AT




5

hr

butch in Indonesian schonls., It was a cuunt based on 370 printed sourcer
covering both adult and children's books, masazines, and newspape s In Java
und in ‘he Netharlands. From one million running words, 3,296 sepsrate
words and 2,000 collocations were determined. The unit of entry in the tist
was the head or stem word. Under it were listed derivatives and compounds
wity a frequency of 25 or more. Inflections were not shown on lists separ-
ately but counted under the head word. Homonyms were lis‘ed separately.
Word Importance was determined basically by its range, The number of deri-
vatives and compounds of the entries were also noted. It was estimated that
the two lists embhraced 95 percent of the material in an adult publication

in Dutch, \Vords which fell within the 200 mo.t common occurrences were

not included and were designated as '‘uncountables''.

The de la Court list Is a general service list. For classroom use,
he added a supplemental list of 67 words as an appendix. During the 1930's,
there were several attempts to improve word counts by comb!ning them as
Horn and others had done. While the co-pora of the combined lists were
larger than that of their component lists, the resulting lists inherited
all the faults of the component lists except that of small size and restric-
ted sampling. Beqinning in 1934, Helen S. Eaton began to compare the first
6,000 words in selected lists of English (Thorndike), French (Vander Beke),
German (Kaeding), and Spanish (Buchanan). Eaton started w!th word
frequencies, then expanded them into semantic frequencies of the several
meanings of the words. Her ldea was to identify and correlate common con-
cepts as expressed in the most frequently used words in the four European

19
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languages believing that if the sp2akers of these languages used common
concepts frequently, these concepts might represent iueas basic to mankind
and te found in other lanqueqges as well. Practical problems arose, however,
in restricting the comparison to the semantic variations of only the first
6,000 words on each list, While a stem word may rank in the first 6,000

on a list in a given language, that does not necessarily mean that any or
all of its meaning. will also do so. In addition, stem words lower in rank
than the first 6,000 may have individual meanings that have greater frequency
than some of the meanings of the stem words in the first 6,000. In a com-
parison among four lanquages, the problems are quadrupled. For that reason,
some possible correlations were not made, and some that were made on the
basis of the frequency of the stem words equated very high frequency mean-
ings of some stem words in one language with very low frequency meanings of
stem words in another lanquage. The result is that some significant con-
cepts in one language are correlated with much less significant concepts in
another language. Further, the study appeurs to assume that single word
meanings alone represent concepts. Eaton finally published her comp leted
work as '"An Enalish, French, German and Spanish Word Frequency Dictionary"

in 1940,

Perhaps the last of the reworkings of earl!ier vocabulary lists
through objective, subjective, and empirical means was Herman Bongers'
so-called "KLM List'. This list represents a comparision of several prior

lists containing three thousand or more words. From these lists, Bongers
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derived a distilled Iist of three thousand words. He subdivided the 3,000
words into 1,000 word lists: K--the flrst 1,000; L--the second thousand;
and M-~the third thousand. Bongers was greatly influenced by Palmer and
the KLM list is most comparable to the IRET 3,000 word list of 1932. How-
ever, Thorndike's list and a composite list by Faucett and Maki were also
considered. The KLM lists are arranged alphabetically with derivatives
indented under their headwords and the Thorndike frequency groupiny indi-
cated, together with Bongers' rating when it differs from Thorndike's.
Inflecticns are not listed except in the case of irregular forms, whether
plurals or verbs., However, Inflected forms are considered in the frequency
cf the headword and separate listings are made for homonym forms. When
these lists were tcsted anainst ten English texts, they were found to
contain 97.48 percent of all the words in those texts, with the K-list
(first 1,000 words) accounting for 89.46 percent of all the words found,
thus, emphasizing agalin the small part of total vocabulary we normally use.
~ Bongers published his KLM 1ist in 1947 as an appendix te a comprehensive
study of vocabulary building entitled "The His®%ory and Principles of Vo-

cabulary Control" (1947, Part i11, 82 pages).

A comparable, detailed study of word lists and vocabulary, including
frequency counts, entitled "English Word Lists" by Charles C. Fries and
A. Aileen Traver, was first published in 1940 and republished in 1950. Both
- the Fries and Traver, and the Bongers' books give excellent histories and
Ediscussions of vocabularies and frequency counts up to about 1940. However,

they frequently disagree on their analyses of the problems involved in the
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counts and in their opinions of the quality of the results obtained by .
individual authors. Overall, Fries and Traver are more general, and more

inclined to description than criticism.

In the early 1930's, under the influence of the IRET a number of
Japanese investigators attempted to identify a minimum basic vocabulary.
Most of the vocabularies so conceived were subjective and/or empirical, and
contained from 1,000-2,000 words. Since 1950, however, the Japanese fre-
quency counts, especialiy those conducted under the sponsorship of the
National Language Research Institute (NLRI) (or Kokuritsu Kokugo Xenkyugo)
have shown considerable sophistication in vocabulary building by statistical

methods. The following three Japanese language studies are representative.

Modern Foreign Language Counts

Jaganese

In the early 1950's, the NLRI started on its '"'Research in Modern
Vocabulary'' which investigated the vocabulary used in women's magazines
and cultural reviews. Part |, published in 1953 (and often cited as a
separate study), gave the report on the research based on sampling the text
of one year's issues of two women's magazines which were considered repre-
sentative of that type of publication. A corpus of three million running

words was compiled. Part II, published in 1958, gave a report on research
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based on a sampling of 13 cultural reviews which resulted in a corpus of

230,000 running words.

The analyses made of the findings in each case considered mainly
the statistical and semantic structures of vocabulary and wqrd construction.,
Much use was made of statistical sampling as oppose.” to the more laborious
word counting done by Thorndike and Horn and their associates. Each of
the parts contains a listing of the 4,000 most frequen=ly used words. (The

National Language Institute of Japan, 1953 and 1958).

In the late 1950's, the NLRI undertook another study of vocabulary
and Chinese characters found in modern magazines. It covered the fields
of culture, business, popular science, housekeeping, sports, and other
amusements. The NLRI published the results in three volumes in 1962-1964,
Volume | (1962) was entitled 'General Description of the Project and
Vocabulary Frequency Tables''. Samples included 540,000 words out of a
total corpus of 1,400,000 words. From the 540,000 words the 7,200 most
frequent were published in various forms in a series of eight tables.
Volume !! (1963) contained the ''Chinese Character Frequency Tables'', giving
not only the 1,995 most frequently used Chipese characters but also the
total 3,328 Chinese characters officially used in Japanese. Volume |1
(1964) is called 'Analysis of Results', However, it also gives much data
not given in the first two volumes in addition to the details of the pro-
cedures followed. For example, it gives the 1,200 most frequently used

words with semantic classifications of the first 700 of them, the statisti~-
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cal structures of vocabulary, bound forms (idiomatic expressions), compound

words, and homonyms.

Both of the above Japanese studies were based on the printed material
found in periodicals. The only study of comparable scope which has come to
our attention is one by H. Miyajl published in 1971. Miyaj! built up a
frequency dictionary from a 250,000 word sampling of Japanese fiction,
periodicals, drama, didactic prose, and scientific writing. Its full title

is "'"A Frequency Dictionary of Japanese Words''.

Russian

The first major count of Russian was published in 1953 by Harry
Josselyn. It was basically a computerized analysis of literary Russian
of the period 1825-1950. |Its purpose was to determine word frequencies

and frequency occurrence of categories of Standard Literary Russian.

The percentages of the total material collected were 25 percent
from the period 1825-1899, 25 percent from the period 1900-1918, and 50
percent from the period 1919-1951. The styles range from drama, 7 percent,
to fiction, 59 percent. Oral language is included indirectly since samples
were selected to contain 37 percent literary conversation. The purpose of
the count was to assist in the tezching of Russian as a second language.

In common with recent practice, the count contains a list of the 204 words
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most likely to occur in all similar counts of Russian. These words are not

Included in the count proper.

In all, one million running words were recorded of which 526,044
were actually used. Of these, 41,115 were different words. From the 41,115,
a list of 5,230 significant words was published in four lists of approxi-
mately 500 words each and a final list of the remaining 3,000. The first
490 words were broken down by range, frequency, time period (in which writ-
ten), type of literature, and categorized as conversation or non-conversa=
tion. The remaining words were listed in rank order de;ermined largely
by range. This list can hardly be called current or colloquial, but may be
of assistance in developing courses of instruction for personnel who wish

to read Russian.

The second Russian word count is that of N. . Vakar. Significantly,
it is called, "Spoken Word Count'". It is divided into two parts: Volume 1,

Vocabulary (1966), and Volume |1, Sentence Structure (1969).

In view of Soviet Russians' reluctance to talk into foreign tape
recorders, (for Part 1) Dr. Vakar resorted to an indirect method similar
to, but more extensive than, Dr. Josselyn's. Vakar took 50-word samples
from each of 200 acts of 93 plays, published between 1957 and 1964 to
ensure currency. These samples provided a 10,000 word corpus which is

small by most standards, but which Dr. Vakar believed to be sufficient
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for colloquial oral Soviet Russian. He found 2,380 different words in the
10,000 word corpus. He also found that 360 of the 2,380 words account for
73 percent of the words used In Russian conversation as represented by the

samples,

In Part 11, Sentence Structure, Vakar anélyzed the material in terms
of 'kernel" sentences. Some 1,000 sentences were selected for analyses
from a statistical universe of one million running words found in the same
plays which were sampled for vocabulary in Part |. One of the findings is
that spoken colloguial Russian varies considerably from literary Russ!an
and that short sentences of 1-5 words make up 75 percent of the total utter-

ances in oral Russian.

If we can assume, as the author does, that modern Russian drama is
a true rcpresentation of colloquial Russian spaech, this is an excellent
statistical study of current-day oral Russian. The author vaiidated his
study by comparing its findings with those of several other Russian word

counts including Josselyn's and noted the differences and similarities.

Spanish

In Spanish, two word counts made in the early 1350's deserve note.
The first was done at the University of Puerto Rico by the Superior Tea-

ching Council of Puerto Rico under the directorship of Dr. Ismael Rodriquez
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Bou with Dr. Lorge acting as consultant. The word count is called Spanish
Vocabulary Count (Recuento de Vocabularie Espanol). It is a modern computer
compiled frequency count published in 1952 to provide for Spanish the
teaching materials already existing in English through the efforts of Thorn-

dike, West, and others.

This Is a comprehensive word count embracing both active and recog-
nition vocabularies, written, printed, and oral materials, and both adult
and children's vocabularies. The total corpus is 7,066,637 running words,
including Buchanan's corpus and that of an unpublished Spanish count made
in Puerto Rico by two members of the Faculty of the University of Puerto

Rico: Dr. T. Casanova and A. Rodriguez, Jr.

About half of the running words were active (speaking/writing) words,
and the other half recognition (reading/listening) words. The active vo-
cabulary (about 3,390,000 words) was made up of children's oral, written
(including the Casanova/Rodriguez input) and association inputs. The
recognition vocabulary (about three mi1ljon words) came from periodicals,
radio programs, religious materials and the Buchanan corpus. In addition,
there were about 700,000 words chosen subjectively by the authors from

school texts and supplemental reading materials.

The count also contains the results of the analyses of children's
conversations and their association vocabulary. The children's material

throughout was from elementary grades 1-6 except for the Casanova-Rodriguez
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corpus which was taken from compositions written by children in grades 2-8,
The oral vocabulary was taken down stenographically or recorded electron-
ically. Great care was taken to obtain samples representative of Puerto
Rico geographically and of children in all phases of their daily school
life. For the oral samples, great care was taken to do the recording
unobtrusively so that it would represent spontaneous conversation. The
'association'" vocabulary was of two types: ‘'‘controlled' and ''free". Con-
trolled assoclation responses were avoked by stimulus words selected from
a prepared list. The children were told to write all the words which oc-
curred to them after the stimulus word was spoken. Free association lists
were produced by asking schoo! children to write down all words occurring

to them in five minutes.

Neologisms and regionalisms were included in the corpus as were
""coined'' words not in standard dictionaries, if Judged to be common among

educated people.

Frequency was the criterion for rank order of words in the lists.

Inflectional forms were included but semantic frequencies were not.

Y
The seven million running words resolved themselves into 83,430

different units: 20,5L2 lexlcal and 62,999 inflectional forms. Part | _
of the count deals primarily with an explanation of the count and rre-
sentatic.. of the first 10,000 lexical and first 20,000 inflectional units

listed in order of frequency and alphabetically. Part Il contains all lexi-
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cal units and their inflectional forms classlfied by total frequency and
frequency of appearance in various texts. Excluded from the count, but

listed in an appendix are the 105 mest frequent words of the count.

The second couni in Spanish Is that of Victor Garcia-Hoz: 'Usual,
Common, and Fundamental Vocabulary', published in Madrid in 1953. Garcia-
Hoz also distinguishes between active vocabulary (speaking/writing) and
latent (or recognition) vocabulary (listening/reading). However, he uses
as the source of his corpus enly four major categories of materials. He
took a 100,000 word sample from sources in each category for a total of

400,000 running words. The categories and sources or materials were as

fol lows.

Aspect of Living Category of Material

Private or family 1ife Private letters

Unregulated social life Periodicals (Newspapers)

Organized social 1ife Official documents of government,
church, and labor unions

Cultural life Books and reviews.

This is an adult word count. It can be considered to include oral

material only in thec sense that private letters are part of active vocab-

ulary and that words written may also be customarily spoken by the writer,
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The 500,000 running words are distributed in descending order of
quantity and ascending order of frequency in such a way that the usual
vocabulary includes the common and fundamental vocabularies and the common

vocabulary includes the fundamental. Signiticant data on the lists appear

be low:
Vocabulary Description Words Avarage Frequency
Usual Language of the 12,911 31 (4.2)
common man
Common Frequency between 1971 plus 172 (52)
40-399 and appears Supplemental
in all four cate~ list of 212
ories
Fundamenta! High frequency 208 1324 (1324)

(400=up) are evenly
distributed among all
four categories

Looking at frequency of the categories in another way, if we take
the common vocabulary (which includes the fundamental) out of the usual,
the average frequency of the remaining words is 4.2 or about one per cate-
gory on the average. |f we take the fundamental out of the common vocabu-
lary, the remaining words have an average frequency of 52 or 13 per category
on the average. By itself, the average frequency of the fundamental vocab-
ulary is 1324 or about 331 per category of material on the average. Thus,
the fundamental words are truly the commonest words in frequency and range.
Words with high frequency (over 400) but of uneven distribution were not
included in the fundamental list. 26 words were left out for this reason;

19 had too high a frequency in writinag and seven had too low a frequency in
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writing. In determining the common and fundamental categories, the author
made extensive use of mathematical techniques, Including factorial analysis,
to establish correlations among the four categories of material and the

three types of vocabulary.

As a test, the author compared the words in the vocabulary with the
language used in Spanish drama, to determine whether the words were collog-
uial and current. In this, he agrees with Vakar that drama contains most
of the colloquial language of its time. In the normal ''periodical' category,
the author omitted sampling magazines on the basis that they are hybrids

between newspapers and books and their words would be included already.

This vocabulary analysis, like that of the University of Puerto
Rico, does not extend itself to semantic frequencies, nor does it really
involve oral language. However, this count is noteworthy for its ordering
of telescoping vocabularies and for Its mathematical computations of the
correlations underlying the selection of words for inclusion in the common

and fundamental vocabulary.

French
In French, there has been one recent frequency count of special
interest. |t was prepared by the Nationa! Pedagogical Institute for the

French Ministry of National Education, from 1954-1964, It is called Funda-

mental French and consists of First and Second Level (Stages) and an Elab-
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oration on the First Level. Fundamental French (lst Level) (French Ministry
of National Education, 1959), replaced '"Elementary French' which appeared

i in 1954 in response to Basic and Universal World English without the restric=
tions on growth inherent in the Island Vocahulary of Basic English. The
2nd Level appeared in 1962, to provide vocabulary and grammar for teachers
of students who wanted to extend their knowledge of French beyond the
necessities of daily life, The elaboration of the First Level (Goughenheim,
et al., 1964), provided the detailed background and procedures leading up

tc the First Level,

The purpose of Fundamental French was to provide vocabulary and
grammar for teachers instruction foreign students. The first level was
fundamentally spoken or oral French, based on an objective and a statistical
approach. There are some discrepancics between the explanations given in
the report on the First Level and that In the Elaboration, but the geieral

procedures and results are given below,

Iinformants recorded their conversations on tape recorders as spon-
taneously as possible under the guidance of research assistants. |Infor-
marts from all over France were interviewed. There was an effort to cover
as great a variety of professions and vocations and as wide a range of sub-
ject matter as possible to obtain representative samplings. The 275 infor-
mants were mainly adults, about evenly divided among men and women, but also
included 11 children of schoo! age. There was also a good spread of educa-

tional backgrounds among informants with perhaps the greatest percentage
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(37 percent) having completed formal education through the primary grades,
only. in all, a corpus of 312,135 running words was complled yielding
7,995 different words. The frequencies varied from 14,083 to 1, and the
range from 163 to | (the material of the 275 Informants had been combined
into 163 units for examination). For the purpose of the First Level (Basic),
the lexical list was selected from words with a frequency of 29 or above.
This provided a lexical list of 1,963 words. It was a frequency based

list with range considered only to differentiate among words of the same
frequency. When both frequency and range of two words were the same, the
words were listed alphabetically. In the final list, the laxical units
were arranged alphabetically, with no indication of their frequency, since
as far as teachers were concerned they were all equally important. In
common with most counts we have observed, the most frequent words were the
grammatical or structural ones. In the French count, Interspersed at iower

frequencies in order of first appearance, were verbs, adjectives, and nouns.

As would be expected from the above, it was determined by comparison
with written counts that certain very useful words, particularly nouns, but
als> verbs and adjectives have only low frequency in written or oral counts
ta-en from general or random samplings. These concrete viords applicable
t' specific situations and subjects get crowded out of frequency counts by
the general usage words, of which the grammatical words are the prototvpe.
The authors called these concrete words (which are needed even in a basic

vocabulary but appear in general word counts with only very law frequencies,
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if at all), “available words''. Everyone has to know them, but the occasion
for their use occurs only Infrequently. In this way, "availability' becomes
a second principle of Fundamental French along with frequency. To <etermine
what ''available' words to use, the researchers resorted to a controlled
association type of collection covering 16 interest areas, such as '"furni-
ture', using 904 elementary school students aged 12-13 of the Departments

of France. Each student supplied 20 words per subject arca. Those of

highest frequency were added to the First Level vocabulary.

Although a semantic frequency count was not made, the words on the
list were checked for meaning and where concepts essential for educational
or communicative purposes were missing, words to convey them were added.
This procedure added about 400 words. The list was then culled to eliminute
certain words which, although warranted by frequency, were close synonyms
of words of higher frequency, were vulgar words, difficult to learn, or for

some other reason failed to conform to the ohjectives of Fundamental French.

The final list of the First Level contained 1,445 items; 1,176 lexi-
cal words and 269 grammatical words. The grammatical words chosen were the
minimum deemed required to permit flexibility in the use of the language.
The lexical list had a general alphabetical list of all words, followed by
special lists of related words such as numbers, days of the week, months
of the year, and seasons. The list was kept deliberately general with the
exception of the items indicated above. It was designed to be a minimum

vocabulary to which specific additions could and would be made by teachers
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according to the environmental needs of their pupils, especially region-
alisms to adapt the standard language to the needs of particular geograph-

ical areas of France.

For teachers of those who wished to 9o beyond the ability to express
the daily nceds of life and to acquire a more complete knowledge of French
and French culture, Fundamental French (Second Level) was developed. Unlike
the First Level which is largely based on the oral frequency count, the
Second Level is based on the written lanquage and includes additional gram-
matical terms, In order to provide the student considerable flexibilicy of

expression and an ability to read newspapers and books.

The First Level took in words from the original word count down as
far as frequency 29. The Second Level lowered the threshhold to 20 or
above, and included many of those ahove 29 which haa been rejected as not
required for the First Level, particularly those which were eliminated by
reason of duplication of basic concepts. The Second Level also adopted
nany of the terms on the association lists of the 16 interest areas which
had not been deemed to have sufficient frequency to warrant inclusion on
the First Level. In addition, the authors took words from the Vander Beke
list with a frequency of 6N or more, even though that liyst was both literary
and dated., Next, they undertook new investigations and short counts to
update Vander Beke's count. One field was newspapers and magazines. The
researchers counted words appearing under 14 subject areas In the newspapers

and nanazines and added an average of 35 words from each of the sub ject
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areas if not already in the First Level list as amended. These additions
amounted to 425 words with a frequency of 13 or higher. Further, using the
association method, 160 students at teacher preparation institutions
throughout France furnished lists of psychological terms. Those used by 15
or nore of the informants were added to the list. Finally, the list was
submi tted to a panel of experts who added such words as deemed by them to
be required to meet the purposes of secondary level French instruction.
Like the First Levei, the Second Leve! of Fundamental French contains an

alphabetical list of lexical units, and a section of grammatical words.

Note that in Fundamental French, the vocabulary lists are a combin-
ation of objective frequency counts, empirical inclusion of concrete words ,
exclusion of dupiicating words and those cof low frequency, and inclusion
of other words based on empirical association by students, and an addition

of still others based on the subjective judgment of panels of experts.

Fundamental French is of interest not only because the first level is
oral but because it provided a point of departure for Dr. J. Alan Pfeffer
of the University of Pittsburgh in a study of oral German which will be

discussed next.

German

- -

In German, there have been three recent studies--one general and

oral by Pfeffer, one on rnewspaper vocabulary by Rodney Swenson of Ham!ine
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University in St. Paul, Minnesota, and one by Scherer of the University of
Colorado on the ''Short Story in the Second Quarter of the 20th Century'',
Dr. Pfeffer's is the more representative of the three. Since it is bas-
ically oral, it also is best suited to our purposes. For that reason, it
will be described briefly. In many ways, it is one of the bestkof the
modern word counts, having profited from the faults of prior studies. So
far, of eleven expected puhlications to result from his study, Pfeffer has
published three: Basic (Spoken) German VWord List (1964), Index of English
Equivalents for the Basic (Spoken) German Vord List (1965), and Basic
(Spoken) German Idiom List (1968). Before undertaking his study, Pfeffer
reviewed the field of viord counts and noted the best features of the recent
ones, especiaily the Spanish Word Count produced by the University of
Puerto Rico (Rodriquez Bou, 1952), and Fundamental French, produced under
the auspices of the French Ministry of National Education (1959,1962), In
general, Pfeffer appears to have followed, but improved upon, the proce-
dures used by the authors of Fundamental French (First Level) and provi ded
oral, topical (utility or available) and empirical inputs toﬂhis own corpus

of oral German.

The first step was the collection of the oral vocabulary. This was
done by means of taped interviews on 25 human interest subjects. The
interviews took place in 56 cities and towns in Austria, German-speaking
cantons of Switzerland, and Vest Germany. Basic data such as age, sex,
educational background, vocation, and type and size of residence were re-

corded for each informant. 401, 12-minute recordings were transcribed and
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the words placed in context on ADP punch cards. In this process, proper
names, r'ace names, and faults of speech were deleted as being peculiar

to the individual or place. In this way, an oral corpus of 595,000 lexical
units was derived from which nearly 25,000 separate lexical units were
isolated. Inflections were subsumed under their headwords, but their
frequencies separately recorded. The frequency varied from 50,256 to 1 and
range (»f speakers) from 450 to 1. (Some interviewers' conversations were
also included, so the 401 interviews developed into a range of 450 speakers.)
From the 25,000 separate lexical units, nearly 1,000 representing the most
common words with frequency at least equal to 40 and range equalling at
least 25 were selected for further analysis. The analysis was concerned
mainly with applicability, universality, and indispensability. This
screening process reduced the list from 1,000 to 737 spoken words. (The

oral part of the corpus.)

The utility (topical) words were collected by controlled association
in 82 intermediate and academic high schools in 48 German, Swiss (German
speaking) and Austrian cities and towns. The informants were about 15-16
vears old of both urban and rural backarounds, and about equally divided
as to sex. The students were given a stimulus topic selec''d from a 1ist
of 21 such subjects, such as 'buying and selling''. They were then given
ten minutes to write down 20 nouns (or 12 verbs and eight adjectives)
related to the stimulus topic. (VWhether nouns or verbs and adjectives were
to be collected and on what topics was specified in the request to each

school.) The effort yielded a topical corpus of 833,000 terms from which
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19,700 nouns, 6,800 verbs and 7,400 adjectives were derived. Applying the
the criterion of applicability to the topical list narrowed it to 347 nouns,

verbs, and adjectives.

In the empirical stage, the 737 oral words were combined with the
347 topical words and all of them were examined together for gaps in se-
quence, derivation, opposites, topical limitations, parts of common com-
pounds, and common concepts., The result was the addition of 185 words to
round out the basic list., About three-fourths of the words had already
lleen considered in the uncut oral or topical corpora, but had been eliminated,
generally because their range, frequency, or both had been too low. The
resultant total word list consisted of 1,767 words. They were presented
in alphabetical-order (by family groups), then by parts of speech, and

finally in order of frequency and range.

The Index of Enqlish Equivalents (1965) gives the most common 75
percent of semantic meanings, and indicates the percentage of the headword
represented by the frequency of each meaning listed. From this list,
teacﬁ\Qf can easily detarmine which of the several current meanings in
oral usage are of most importance for students to learn. For background on
handling semantics, Dr. Pfeffer leaned heavily on Dr. Lorge's treatment in
his scmantic analysis of the 570 most common Enqlish words published in

1949,

In the idiom list, Pfeffer defined an idiom as a ''semantic restric-
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tion of syntactically collocated parts''. |In the gathering of the corpus of
595,000 running words for the basic oral vocabulary, Pfeffer identified
nearly 25,000 single words and 7,500 phrases. From the 7,500 phrases, he
extracted 1,026 idioms, an additional 99 idioms from the utility and empir-
ical studies. The total of his idioms is thus 1,i25. In his study of
idioms, Pfeffer compared his list with that of Hauch published in 1929, and

indicated which of the items in his list were also in Hauch's.

Or. Pfeffer estimates that his Basic Word List, Semantic Equivalents
and ldioms account for about 85 percent of the free forms, and of the
restricted forms and patterns, in colloquial German speech of the present

day.

Suah{ 1]
In Swahili, there appears to have been no major or comprehenisve
frequency count of the written or oral language. There have been subjec-
tive and ampirical studies made which resulted in grammars and dictionaries,
however. Bilingual dictionaries, for example, have appeared in several
European languages: Swahili-English (French, German, Polish, and Russian).
Missionaries started compiling grammars and vocabularies, which grew into
dictionaries, as early as the 1850's. Dr. Krapf published his dictionary
in 1802 followed by Madan in 1903. Perhaps the best known dictionary in
English was complled by Frederick Johnson in 1939. In the same year, a

well-known French-Swahili dictionary compiled by Charles Sacleux appeared,
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One of the latest in Enqlish was published by D. V. Perrott in 1970, Mith
regard to grammars, one of the first in Swahili appeared in 1850, prepared
by the same Dr. Krapf who later published one of the earlier dictionaries.
His grammar was shortly followed by Bishop Steere's in 1870. post of the
grammars contain vocabularies for each lesson and a glossary of all words
used as an appendix. While many are more interested in translation and
writing than conversation, there Is an increasing number which devote
considerable space to conversation, as exemplified by the publications of
the Foreign Service Institute of the Department of State which Includes
“Swahili-=an Active Introduction (Conversation)" (Stevick, et al., 1967).
Other good qrammars are Edgar Polome's ''Swahili Handbook'' (1967), and D. V.
Perrott's "Teach Yourself Swahili' (1951, 1967). The Belgians have also
been interested in Swahili because of their interest in the Congo, parti-
cularly in Katanga where a dialect form of Swahili called KiNgwana is
spoken. In the 1940's, Van den Eynde developed his '"Grammaire Swahili',
(1944) , but considered the Katangan dialect so bad he concentrated on the
so-called Standard Swahili of the £ast Coast. On the other hand, E. Natalis
in a three volume work called "La Langue Swahili' which appeared in 1965,

addressed principally the dialect of Swahili spoken in Katanga.

In recent years, there have also been some specialized studies,
principally by students and scholars on the various aspects of Swahili
Grammar. |In the United States, there secems to have been a concentration

on the verb. Carol Eastman made a study of verbal extensions (1967), carol
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Scotten delved into the extended verb system (1967), and Rae Moore made a
study of verbal derivations (1966). On the other hand, Judith Olinick
becare interested in exploring transformational grammar as it relates to
certain noun phrases (1967). In spite of these recent studies, many of them
done with the aid of tape recorders and computer manipulation of results,
there is still a need for an extensive frequency count in this language,

similar to the latest ones done in the European languages and Japanese,

Comparative Studies

In the field of comparative linguistics, Kucera and Monroe (1968)
published '"'"A Comparative Quantitative Phonology of Russian, Czech, and
German''. This study attempted by comparative analyses to determine the
value of a statistical approach to historical phonology by studying the
differences and similarities in historically related or geographically
contiguous languages. The study was based on the printed word, principally
prose fiction (60 percent) with half the rest of the words taken from
periodicals. As a result of their study, the authors concluded that a
close genetic ralationship of two languages (e.g., Russian and Czech) is
likely to show up at the phonological level in similar phonotactics but
not necessarily in similar phonemic systems. On the other hand, languages
in close geographic contact (e.g., Czech and German), may well show the
greatest similarity at the phonological level in phonemic inventory, with

much less similarity in their phonotactics.
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Modern English Studies

Structural Analyses

In the field of structural analysis, the first study was on tradi-
tional frequencies of English phonemes by Hultzan, Allen, and Miron (1964).
The corpus for the!r study was developed by Professor Agard of Cornell for
some of Dr. Carroll's studies. It consisted of material from 11 plays and
selections from the Journal of Modern English. From these sources, some
20,000 phonemes were collected in phoneme sequences. The phoneme corpus
was manipulated by computer to produce displays with supporting tables of
the number of occurrences (1) of each phoneme, (2) of each two phoneme
sequence, (3) of each thrce phoneme sequence, and (4) of each four phoneme

sequence.,

The second study of structural Enalish by A, Hood Roberts extended
the Hultzen, Allen and Miron counts by making a quantitative analysis of
the segmental phonemes contained in Horn's '""A Basic Writing Vocabulary of
10,000 Vords'' (1926) and Lorge and Thorndike's "A Semantic Count of English
Vords'' (1938) supplemented by Lorge's "Semantic Count of the 570 Most Com-
mon English Words'' (1949). The Horn vocabulary items were spoken lists in
sentence patterns and recorded on tape in north central dialect. The 10,000
words were transcribed phonemically and their etymologies tabulated. The

results were then manipulated by computer and analyzed to produce tables
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listing the frequency of occurrence of the phonemes, average word length in
phonemes, transitional probablilities of phonemes, and the etymologlcal com-
position of Enqlish according to proximate sources (e.g., French as compared

to the more remote Latin).

Adult Oral VWord Counts

There have been six important frequency counts of oral English since
1950. Two are of children's speech, two of ccllege students and two largely

of the general public.

The first, In 1955, was that done by Black and Ausherman of the speech
of students in classroom situations. Actually, the college students were
servicemen of college ane and background who were taking college courses
in preparation for becomina milltary meteorologists. The informants were
274 male students who participated in 607 five-minute classroom speeches
of which three and one half to four minutes of each were recorded. The
students were unaware of the recording. The students were actually giving
nearly extemporaneous speeches on material connected with meteorology or
its background subjects, and related to its military application., The
students had prepared outlines of the topics to be covered In their talks.

but otherwise the speeches could be considered spontaneous .

The informants as a group were mid-westerners, highly intelligent,

had good prior scholastic credentials, and high aptitudes in mathematics.
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As a group, they might be considered atypical on the side of high aptitude

in mathematics and high degree of prior academic achievement.

A corpus of 285,152 running and 6,826 different words was compiled
with frequencies ranging from 15,000 to |. Comparision with the Thorndike
Teachers' Wordbook (1944) (printed Enqlish) showed differences and incon-
sistencies. There were many words in the Thorndike list which were not in
the oral list, and vice versa. The discrepancy amounted to about ten percent
of the oral list. Thorndike's first 1,000 words accounted for only 140
(14 percent) of the first 1,000 words of the oral list. Comparisions were
closer in the case of Godfrey Dewey's Relativ Frequency of English Speech
Sounds (1923). Dewey's first nine words making up 15 percent of words used
amounted to 22 percen: of the oral list. All the first 50 most common oral
words were found in the first 83 of the Dewey list, and all but three of

Dewey's first 50 were found in the first 100 oral words.

These comparisons with the Thorndike and Dewey lists are not
entirely appropriate since the two printed counts are considerably dated.
Other differences were introduced by the fact that the informants tended
to neologisms, slang, occupational jargon, and colloquial compounds largely
related to their prospective work in the military and the cultural subarea

in which they were raised.

The second so-called adult oral word count was conducted by Davis

Howes In the Boston, Massachusetts area during the period 1960-1965 (1966) .
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Informants were 20 sophomores at MIT and Northeastern University and 21
patients at the Veterans' Administration Hospital in the Boston area. The

21 patients were free of cerebral defects and any debilitating disease.

L0 of the informants were taped in the course of free speech delivered in
response to general questions designed to produce natural and spontaneous
speech. This procedure was kept up unti! 50,000 words had been sbtained
frori eaci. Informant. The 4lst informant provided ten of the total 50 inter-
views in order to give data on the stability of word frequency. The total
corpus was 250,000 words which were cataloged by source and origin, i.e.,
school or VA, 9,639 individual words were identified, but 4,097 (47 percent)

of then occurred only once.

The study confirmed findinnos of others that oral language uses
fewer words (has a lower type/token ratio) than printed/written English
and that only very large counts of running words would reveal very rare
vords. In contrast to most counts, popular and place names were recorded
and counted as well as certain utterances which were non-words and/or

markers (e.q., nnm, uh, etc.).

Howes undertook the count to update prior counts and correct de~-
ficiencies in then; i.e., Thorndike lacked an oral input and the Bell
Telephone count of 1939 (French, Carter, and Koenig) collected speech
sounds useful for technical purposes but in a manner not likely to provide

assistance in a count of normal spoken vocabulary.
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The third "adult' oral word count was published by Lyle V. Jones
and Joseph M. Wepman in 1966. This count samples the utteranc .. .~ "
adults. They ranged in ase from 18-80, but were mostly in the older half
of the bracket. Educational backgrounds of the individuals in the group
varied from 2nd grade to PhD. 20 ,icture cards from Murray's Thematic
Apperception Test of 1943 ware used to stimulate spontaneous conversation.
The mean number of words per subject thus evoked was 2,527, with a range of
1,032 to 5,276. The total corpus was 136,450 running words. The results
were tabulated and manipulated by computer to provide three lists:

A. The 1,102 words most often used by the 54 speakers, down to a
frequency of 4/100,000,

B. Words with a range of at least 2, arranged by grammatical cla.s
and alphabetically within class.

C. List B in straight alphabetical order including inflectional
forms,

The resuits showed little difference in word diversity between male and
female or between those over and under 60, but distinct di fferences among

socio-economi c~educational groups.

This 1imi ted study indicates that 33 words account for 50 perzent
of the oral words used. This is half as many as estimated for the written
and printed languages and generally confirms earlier studies in this reupect,
Jones and Wepman attribute this lesser diversity of oral speech and ten-
dency to repeat frequent words more often in talking than writing to the

fact that meaning is conveyed in face-to-face contact by bodily movements,
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facial expressiors, eye contact, and intonation, whereas additional words
are required in writing to ensure that the intended ideas are, in fact,

conveyed.

Zipf's Law of the inverse relationship of word length to f requency
was borne out by this study .p to a woid length of four letters, i.e.,
down the fraquency list to about the 100th word in order of descending

frequency rank,

The fourth "adult" oral count by Kenneth Berger in 1967 is entitled
"'The Most Common Words Used in Conversation". It is mentioned because of
the "‘conversational' aspect and its clandestine (perhaps unethical) nethod
of the collection of its corpus. Othars have despaired of obtaining really
spontaneous speech, e.qg., the field workers for Fundamental French (1959)
and Pfeffer in his collection for Basic (Spoken) German (1964). As a result,
mo-t spoken speech samples, unti! Berger's count, have to same extent lacked
complete spontaneity. However, Berger was able to obtain unquarded conver-
sations from bars and restaurants. His unwitting informants were iargely
white, male, businessmen, white collar workers, and skilled laborers, There
seemed to be few professional, farm, unskilled workers or students involved.
The speech collected is that of Kent, Ohio and its vicinity. Berger deve-
eloped his own criteria for acceptance of utterances which make his study
somewhat different ir methodology as well as subject matter. He accepted
as sentences utterances of as few as two words which had a predicate or was

a complete, although laconic, answer to a query. Slang, curse words, mis-
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pronunciations, and ungrammatical expressions were accepted. No more than
four sentences from any conversational group were accepted to ensure variaty
within the small corpus (25,300 running words). Words normally eliminated,
such as fanily name, place names, and other specific nouns, are listed in
appendices. Berger tabulated variants under the stem word unless the forms
or varlants added a syllable. Forms or variants with a different number of
syllables were given separate listings if the variant and its stem word

each had a frequency of more than one, and If the variant and its stem word
were both used with about the same frequency. The number of sentences
transcribed was 2,418, with a mean sentence length of 6.7 words, represen-
ting 2,507 different words, Almost half of the 2,507 words appeared only
once. Significant findings Included: (1) frequent use of ''I'" and ''you',

(2) use of indefinite and relative pronouns in lieu of nouns, (3) simplicity
of language, and (4) confirmation of 2ipf's flve generalizations regarding
inverse ratios of word length and frequency, and the number of words used
and frequency. Speculative findings are that conversational speech vocab-
ulary Is extrermely sensitive to place, time, and current events and is

subject to rapid evolutionary change,

Children's Oral Word Counts

The Beier, Starkweather, and Miller (1967) study was undertaken to
determine the psycholonical parameters qoverning children's communications
and also to determine whether 2ipf's Laws as derived from printed/written

counts were applicable to spoken counts of children's language.
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“c experiment took place in grades 6 (age 12) and 10 (age 16) In
the Salt Lake City Public Schools. The 30 informants were all boys; half
in each grade. They were selected to have a normal 1Q range (90-110).
In addition, data on their scholastic performance was obtained and recorded.
The stimulus material is not stated in the report, but each boy recorded
about 5,000 words from which about 2,700 were selected and compi led into
two 40,000 word corpora (one for each grade) for a grand total of 80,000
words. Five one-minute samples of each boy's contribution were timed
to obtain a rate of speaking for each informant. Comparisons were made
between age groups and with the Eldridge frequency count of newspaper

English in the Buffalo area in 1911.

The results tended to cunfirm prior findings of greater variecty
of expression in printed language than in speech. However, the validity
of the results may be undermined by the faci that adult newspaper Eaglish
of 1911 in the Buffalo area was compared with the oral language of school
children in the Salt Lake City area in 1966. 1t should be expected that
adult oral conversation would show greater diversity and variation than
that of chlldren of the ages used in this study. It would, therefore,
have been better to have compared this count of children's oral inglish
with that of a printed count of about the same date. In any event, the
findings confimed that for those two age groups and the small corpus
obtained, Zipf'slaw applied to oral as well as printed languiage. Specifi-
cally, the number of words of a given frequency Increases as the frequency

of uses decreases, and the shorter the word the more frequent its occurrence.
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The study also determined that eight of the first ten words on the 6th

and 10th grade lists were the same, although nct in the same order. Other
findings indicated that the 16 year olds, as compared to the 12 year olds
spoke faster and used significantly more positive and negative words,
slightly more singular sclf-reference words, slightly fewer plural self-
reference words, more ''other'' references, and slightly more ''question"
words. At equivalent intelligence levels, age made little difference

in the ratio of different to total words.

The second spoken word count of children's language was that of
Wepman and Hass published in 1969. The children in this study were of
ages 5-7. The count was undertaken to update and extend prior counts
of the oral lanquage of children in order to obtain information on grammatical
deve lopment, semantic extensior, and vacabulary increase as correllated
with chronoloaical age. The informants were 90 children {45 male and
45 female) equally divided among anes five, six, and seven. They were
all from middle income homes and large urban areas well distributed around
the United States. All were uni-lingual Enqlish speakers and had no apparent

mental or physical handicaps.

The Murray Thematic Apperception Test of 1943 was used, with each

child asked to tell stories about 20 picture cards. The material was then

manipulated by computer.
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The results were arranged in threé lists for each age group, as
follows:

A. Vord frequency order (for all words with a range of at least
two) of stem words,

B. Words by grammatical class, alphabetically within class. |If a
word was used as two parts of speech it was listed under each.

C. Alphabetical--including all inflectional forms and grammatical

uses.

The report states no conclusion, but iniroduces two new concepts--a
'mean'' frequency for each agc group on the basis of 10,000 words and all
30 informants, and a ''variation" which represents the difference in the
frequency of use of the word by high and low users as compared to the total
number of users. A high variance index inrdicates that soue children use
the word frequently and some very little, and is, therefore, another index of
wilat other researchers have called range. It is useful in comparing words
of equal mean frequency of use since it peimits estimating wiether the mean

frequency represents general use or use by only a few.

Printed Word Counts

In the field of printed counts, two good reports have appeared re-
cently; one by Kucera and Francis cn adult language and one by Carroll,

Davies, and Richman done for American Heritage on children's language.
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In 1967, Henry Kucera and W. Francis published "A Computational
Analysis of Present Day American English'". It essentially replaces the

Lorge and Thorndike ''Teachers' Vord List of 30,000 Words'' published in 1944,

A corpus of nearly one million words was compiled from recent and
current publications, dating from 1961. To ensure adequate coverage,
15 categories of material were included: newspapers (editorials, and
reviews); religion, skills and hobbies, popular lore, literature and biography,
government documents, learned and scientific, fiction (five--general,
mystery/detective, science, adventure/western, and romance/love story),

and humor.

500 samples of 2,000 words each of continuous discourse ware randomly
selected for transcription and computer analysis. The results of the «naly-

sis were displayed in two ways: word l!sis and statistical tables and graphs.

The word lists are principally of three types: {1) descending order
of frequency, (2) alphabetical, and (3) the first 100 r3st frequent words
by total frequency and by frequency in each of the 15 categories of samp led
materials. The statistical tables tabulate both word frequency distribution

and sentence length distribution.

The grammatical (sentence length) analysis with frequency distri-

bution is an added dimension to English Word Counts. For the samples as a
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whole, the sentences had a word length of 19.24 words with sentence
'ength ranging from 25.49 words for governmental documents to 12.76 for

fiction and mystery stories.

Althourh this Is an excellent example of a current objective word
count, it would have been better had it included a semantic frequency count

as well as a lexical count.

In 1971, John Carroll, Peter Davies, and Barry Richman completed a
word count of the printed language of children. It was published by the
American Heritage Publishing Company and the Houghton-Mifflin Company as
"Word Frequency Book''. Although it is useful for many educational purposes,
it Is primarily Intended--like West's Definition Vocabulary of 1935--as the
basis for a dictionary; this time a revision of the American Heritage School
Dictionary. It Is based on the printed language to which public and paro-
chial school children in the United States are exposed in grades three
through nine. The samples were taken from publications covering 22 subject
areas: 17 curriculum areas, three library categories, magazines and re-
ligion. The curriculum categories alone sample 1,045 jtems (texts and
other published materials) recommended by nearly half of the schools which
responded to a questionnaire concerning published materials used by students

in 1969,

The words to be analyzed were taken in 200 word samples from the

selected printed materials until a total of 5,088,721 tokens had been

3
Compare with Dewey's (1923) finding of 19.5.
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amassed. The types in this corpus were determined to be 86,741. The words,
after computer processing, were displayed in two types of output, only the
second of which appears in the Word Frequency Book. These were: cltationg=-
occurrences of types extracted in sufficient context to provide for analysis
for definitional purposes--and descriptive statistics--frequency of occurrence

and distribution.

The Herdan/Carroll lognormal mode! was used for computations. Results
are tabulated alphabetically indicating total frequency, frequency of
occurrence by grade level and subject, and an index of distribution (range).
Unlike many cther objective freguency counts, this book Includes progper
names, place names, and numbers. Results are also tabulated in frequency
rank lists and freqeuncy grouped distribution lists, by total, grade level

and category of material.

This is an excellent current frequency count of the printed vocabu-
lary ts which primary grade and junior high school children are exposed.
Its source material is wide and representative and its corpus ample (five
million words). It would have been more helpful to the teacher if a sem-
antic frequency count had been included. However, the material on which
such a count could have been made is available and is being used in the
revision of the American Heritage School Dictionary. Hopefully, a semantic

count will follow.
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The science of objective or direct word counting has come a long
way since the Kaeding Count of 1898. Oral counts such as those of Pfeffer
1964, 1965, and 1968) on Basic Spoken German and Jones and Wepman on
U.S. English (1966), are now on a par with comparable ones of printed/written
languages, as exemplified by Kucera and Francis (1967) for adults and
Carroll, Davies, and Richman for children (1971), all of which make extensive

use of computer compilation and analysis,

Bongers stated that a corpus of at least one million words is required
for a valid objective frequency count (Bongers, 1947, page 240). Even with
the aid of computers, such a corpus is only laboriously obtained, manipu-
lated, and analyzed, No matter how objective it may be, such a count is
always subjective to the extent that someone must select the materials from
which samples will be taken, and decide on the size of samples and their
mathod of selection, even if the materials are chosen as a result of con-

sensus of replies to a questionnaire.

A possible alternative to the so-called objective word frequency
counts has been suqggested by Bernard Shapiro in his doctoral thesis entitled:
''The Subjective Scaling of Relative Vord Frequency" (1967). Or. Shapiro
determined experimentally that relative word frequencies are a prothetic
psychological-additive variable (as are other linguistic items) and that

they are best subjectively measured by the ''magnitude es” nation'' technique
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which follows the Steven's (power) Law. Further studles, If the, verify
Shapiro's work, may permit the determination of relative word frequencles
and the development of relative frequency lists by subjective means and
thefr conversion to objective word lists by means of mathematical formulae,

tables, and graphs, thus saving much time, effort, and expense,

The statistical sampling techniques used in the latest Japanese

counts also deserve further study in an effort to ensure representative

sampling in an economical manner,
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HISTORY AND DISCUSSION OF WORD FREQUENCY COUNTS

SECTION Il - DISCUSSION

Purposcs of VWord Counts

\le have seen that word frequency counts have been made In many lan-
guaqes and for many purposes related to teaching and learning; such as
s tenography, spelling, vocabulary building for graded readers and for de-
ternining the essentials of oral vocabulary. They have been made for pur-
poses of psychological research. They have been made on the words used

both by children and on those used by adults.

Generally, however, the intent has been to simplify Instruction and
to economize on time and effort by concentrating on relevant and appropriate
materials at successive levels of education whether for the written or

oral natural language or some shorthand representation of it.

Active and Passive Vocabularies

It has been determined that there are differences of learning levels
to be achieved even within school grades. For speaking or writing an
active knowledne is required; in spelling which requires recalling and

writing the word in the right combinations of letters, and in talking which
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requires being able to recall and pronounce the word in an understandable
manner with due attention to accent, stress, and intonation. On the other
hand, for reading and listening what is required is less complex, namely
the visual or aural recoanition of the word and determination of its meaning
in the context of the other words with which it Is found. This is not

as simple as it appears, since It also Involves recognition of typical
sentence patterns of the language involved, but is nevertheless a lesser
skill than having to recall and use the words and structures involved as
one does in speaking or writing. Active vocabularies, i.e., those used
for speaking or writing are referred to by various authoritles as ''produc-
tion or expression' vocabularies. Passive vocabularies, i.e., those used
for listening or reading are referred to as "'recognition, reception, or

comprehension'', vocabularies.

Items Counted

There are various definitinns of the lexical unit to be counted, but
in the end, the use of the dictionary word unit appears most efficient,
even though in the learning process prefixes, suffixes, inflections, deri-
vatives, and idiomatic expressions must be considered as well as shifts
from basic meaning. Vakar defines a word as "every combination of letters

with blank spaces on both sides' (1966, Vol. |, page 11).

The first word counts tended to be of the printed or written word,

principally the former. The idea was, and still is, that to teach or learn
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efficiently, vocabulary must be bullt up In a natural and effective way
so that the lexical units which are used most are learned first along with
the grammar required to facilitate understanding of the basic structures

within which the lexical units appear.

Subjective Discussion in '""Objective' Word Counts

The early counts of the printed word were the so-called direct or
objective frequency counts resulting in Wordbooks, Word Frequency Books,
or Frequency Dictionaries. These counts, although called objective because
words were counted and frequencies tabulated, involved numerous sub jective
decisions which actually made them hybrid objective-subjective counts rather
than purely objective ones. Some of the subjective probiems which had to be
resolved weare:
1. VWhat is the purpose of the count?
2., What is to be counted?
3. Vhat is to be recorded?
4. Are hcmonyms to be counted as one word or as separate.words?
5. Are meanings of words other than hamonyms, i.e., the semantic
subfrequencies, to be considered?
6. How many items are to be counted?
7. How wide a range of categories or material and sources within
categories have to be sampled to satisfy the purpose of the

count?

60



8. What should be the time frame of the materials used as sources;
i.e., only current materials, or those extending back to a
specific date In the past?

9. How will the sampling be done?

10. How many words will be included In each sample?

11. Is frequency to be the only criterion for assigning a rank order
of importance to the words deter-.ined to be in frequent use?

12. How many and what kinds of items are to be included in the fina)
list culled from among all the items collected?

13. In what formats are the results to be displayed?

Purposc

The fir-* question, the consideration of purpose, sets the stage for
answering all the others. However, all of them do not automatically follow
from the purpose, since altarnative approaches are open. Purposes have been

discussed above and many of the more common ones are listed in Appendix 1,

What is to be counted and recorded? This question generally resolves
itself into two phases. Initially, everything in the sample is recorded.
in the better counts, each word Is preserved in context for use in determining
variations of meaning. For the purposes of word counting, however, a decision
has to be made as to whether to record oral markers, punctuation, exclamations,
false starts and repetitions in oral language, obscene words, coined words ,

ungrammatical utterances, dialectical items, proper names, place names,
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and numbers. The tendency has been to omit markers, punctuation, place,
proper names, numbers, false starts and repetitions in oral language and

to drop vulgar or obscene wiords. On the other hand, the tendency has

been to convert coined words, ungrammatical utterances, and dialectical
items to standard English equivalents. Agaln, all depends on the purpose.
If the purposec is purely to study what is being written or sald, then
everything can be included, since language is what Is being sald and written,
and not what someone thinks It should be. On the other hand, if the final
object is teaching of children, there is little sense in preserving immoral
or illiterate expressions for their edification. There has been a long
standing tendency to omit place and proper names, numbers, and perhaps

days of the week from word lists early in the compilation., The basis

has been that general word lists are desired, and that these are el thar
specific--as proper and place names--or so common-=as numbers--that they
do not belong in the word list, However, at least one modern vocabulary
based on a word count, '"Fundamental French, Ist Level' includes numbers,
days of the week, months of the year, seasons, and measurements as special
appendices to the vocabulary on the basis that everyone must use them

at some time or other, even if frequency of usage in general conversation

or writing Is low.

Homonyms and Headwords

There has been a general tendency, until recently, to record homonyms

as one word rather than to separate them on the basis of meaning. While
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this may have been desirable in the earlier counts designed to develop

word lists for the teaching of stenography, it it definitely contra-indicated
in a study of lanquage, as such. There has also been a tendency to suppress
forms and to show In the word lists only the headwo d with a frequency equal
to the total frequencies of all its inflections (declensions and con juga-
tions), derivatives, and unhyphenated compounds. This system has the ad-
vantage of keeping the 1ist of basic words short while indicating the fre~-
quency with which the basic form of the word appears. However, a batter
practice is to show the headword and then to indent under It its derivatives
and unhyphenated compounds in a word family group, with the total fanmily
frequency listed for the headword, and individual frequencies listed for
derivatives. A similar problem arises with respect to singulars and plurals,
The singular is usually the headword, but often the frequency of the plural
is included only in the headword and the plural is never shown in its

own right. |f we are dealinn with words only as simple concepts or ideas,
this may have some rationale, but if we are also interested in how the

word is used; l.e., whether only or most'y in the singular or plural,
subsuming the frequencies under the headword tells the student or teacher
only tne gross usages of the concept, not the form or forms in which it
appears. It would appear best to use the form with the greatest frequency
as headword and toc indent the plural (or singular) under it indicating

its part of the total frequency.
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A similar, but more important problem arises with respect to meaning.
The whole object of language is to convey meaning. To divorce meaning
from frequency in lists intended for use in teaching language is senseless.
Even Thorndike with the aid of Lorge was finally convinced of this in the
1930's, yet we stil) find frequency lists coming out with the important
element of meaning and semantic frequancy omitted. Admittedly, the addition
of meaning complicates and lengthens a word list, but it is essentially a
part of the word family group of headword, derivatives, unhyphenated com-
pounds, and perhaps inflections. If a word has two or more different meanings
which are difficult for the beginner to infer from each other, merely listing
the word and its frequency does not help very much, particularly In speaking
and writing. There should be sublistings indicating the contributing fre-
quency or percentage of total frequency of each o7 the important meanings
of a word. Determining what is important calls for another subjective
decisien, but, in genera!, meanings contributing 10 percent or more of the
total word frequency should be included. The teacher then has the option
of grading his or her materials by teaching initially only meanings amounting
to, for example, 75 percent of the total frequeiicy of the word. Without
an indication of semantic frequency, the teacher is left to his or her
own experience to determine what meanings of the word should be taught

and in what order.
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Closely related to semantic analysis from a teaching point of
view is grammatical analysis. A good count should also show the frequency
(or percentage) of total use which each grammatical use of the word contri-
butes since some words function as two or more parts of speech and it
is important to a teacher to know whether the word is most used as an

adjective, noun or other part of speech.

The problem of whether to list {inflections is more difficult,
Most languages conjugate their verbs and some decline thqlr nouns and
adjectives. Most also compare adjectives and adverbs. A lfst which class~
ifie{ all inflections could be very cumbersome, altiiough instructive.
At Iéast for a language which does not decline its nouns except for plurals
and does not assign a gender to most nouns, the problem is largely one
of the advisability of recording and listing the frequency of the conjugations
of its verbs., Certainly such voluminous material ought not to be in the
lists proper, but putting them in appendices would be appropriate as an
aid to the teacher in determining the grading and order of teaching (if
worth teaching at all) of the several tenses of verbs, and within tenses
the ''persons'' which are important. It appears that such a listing of
verbal conjugatisns would prove an important economy measure both from
the teacher's and the student's point of view. If a verbal form is to
be used in writing or speaking only once in a miliion times, there is
littie use of teaching or learning it for either active or passive uses
except for those who are to become experts Iin the language; I.e., translators,

interpreters or teachers. Without such a list, the chances are that time
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and minds will be occupied with much excess linguistic baggage to the

exclusion of much more Important matters.

Quantity to be Counted

On the problem of how many words should be counted, there is empir-
ical evidence ranging from Vakar's Spoken Russian Word Count with a corpus
of 10,000 randomly selected running words with 93 sources of one category,
(1966) through Eldridges's newspaper count of 1911 with 40,000 running
words (Bongers, 1947, pane 33) to Thorndike and Lorge's ''Teachers' Word-
book of 30,000 Words' (1944) whic:» was based on a combined total of about
23,500,000 running words, Mackey argues that statistically, the greater
the number of items counted, the greater the reliability of the counts
(1967, page 179). Bongers has repeatedly stated that counts of less than
one million running words are of little value (1347, page 240), and Keil
(1965) says that the corpus should contain at least ten million running
words. Yet many apparently excellent recent counts have far fewer than

one million words: e.g., Fundamental French (Ist Level) (602,000 total

running words with only 312,315 spoken words) (French Ministry of National
Education, 1953). Vakar in defending his small 10,000 word corpus stated
it was derived from a population of more than one million running words
and that 'properly conducted random or sequential sampling makes larger
word counts wasteful--for after all, the commonest words must be common
enough to recur in any text of reasonzble length.'" (1966, Vol. |, page

10).
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On the theory that numbers improve reliability, many researchers--
after making their own studies--have added in the results of prior research
to supplement or broaden their own. This, in effect, increases both the
running words and the number of sources of the composite study. Statisti-
cally, this type of additive research should have increased the validity
of the final results. However, it must be remembered that the quality of
the final study can hardly be greater than the average quality of all inputs

in spite of the greater number of words and sources.

Cateqories and Sources

With respect to range, the question of categories (Mackey uses the
term ''Registers'') of material as well as the selection of sources within
categories arises. Special technical counts can be restricted to one
categbry. but a count designed to yield a genera! vocabulary, especially
an active one, must sample a wide range of categories and sources within
those categories. Choice of colloquial as opposed to literary style,
differences of author style, differences in dialect, and differences of
period in which the source was written all affect the occurrence and usage
of words. For a good general vocabulary, a wide and current variety of
oral as well as printed and written material must be included with a view
to deriving words for both active (productive for writing/speaking) and

passive (recogi..tion and reception for listening/reading) vocabularies.
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The Spanish Vocabulary Count of the University of Puerto Rico

(Rodriguez Bou, 1952) also included a category of subjectively selected
printed sources based on supplemental texts used in the school systems.
This is an indication of the techniques which researchers use in order

to ensure that their final vocabulary is representative for the uses to
which they expect it will be put: In other words to ensure that the range

of thelir study is adequate for |ts purpose,

Time Period

The time period in which a source was written will also affect
the vocabulary derived fronm it. Frequency of usage of individual words
“nd their meanings clearly change over time. Here again, the purpose
is important in determining range, Josselyn in his word count of printed
Russian (1953) could well go back to the mid=1800's since he was Interested
in a vocabulary to assist readers of literary Russian. However, anyone
interested in colloquial oral Russian would use recent sources as Vakar
did in taking samples from 200 acts in 93 plays published In 1957 or after.
Berger in his studies has found evidence that conversational English may
vary considerably over relatively short spans of time and space 1967,

page 20).

Source selection was one of the biggest criticisms of Thorndike's
""Teachers' \lord Books'' since in its 1921 edition it leaned so heavily (75
percent of four mi1lion words) on the Bible and literary works., As succes-
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sive editions appeared and additional material was ddded this sltuation
improved as the biblical/literary sources became diluted In the huge cor-
Pus. Nevertheless that part of the original corpus (about 25 percent)
which was current in 1921 was already at least 23 years old when the 1944
edition appeared. This combination of the‘$lready old and that which
becanic old before the 1944 edition resulted in making at least |5

to 20 percent (four to five million running words) of the final corpus

out of date even in 1944,

To overcome the problem of the effects of selection of individual
sources on word frequencies, as large a number of categories with as great
a variety of sources within categories as possible is desirable within the

bounds of manageability and diminishing returns.

Sampling and Sample Size

The number of ways in which samples can be collected from sources is
almost infinite. To reflect the structure of the languaqe and word meaning,
hovever, if the miterial is taken from printed or written material, it
should seldom be less than sentence length and paragraph length might
even be better, regardless of whether th material is taken sequentially,
randomly, or according to some other predetermined pattern until the re-

quired number of running words has been taken from each source.
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Sampling of oral language can be done in several ways. In any

method, spontanecity Is desired. Cues In the form of words or subject

' areas are used to evoke the flow of words. The number of words taken
from each informant depends on the size of the corpus desired and the
number of informants, It is important that categories of subjects to
be talked about and stimulus words or pictures used to elicit responses
of either connected discourse or individual words be selected in advance
in order to ensure thorough coverage of the several aspects of dally life,
Since each person speaks at his own rate it is difficult to deteirmine
how long the informant has to talk to provide his quota of words. However,
the common research practice has been to record discourse by tape recorder

for periods running from 3 to 12 minutes.

If discourse on a subject area Is desired, the informant is asked
to talk, for example, about his job, his family, his home, the furniture
in his home, his hobbles, or sports, as desired. If the speaker slows
down because he Is running out of subject matter or ideas, he may be prompted
by asking leading questions so that he will touch on aspects of the subject

he has overlooked.

Another method of evoking spontaneous speech has been to use the
Murray Thematic Apperception Test of 1943 or similar device. Informants
are asked to talk about the pictures which are the basis of the test,
being careful to match the picture with the sex of the informant in order
to obtain subject related words from individuals most likely to be well

acquainted with the subject.
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Another method is that of association; either free or controlled.
In free association, the informant ls asked to write down everything that
comes into his mind during a specified time period, e.g., five minutes.
In controlled association, the informant is given a stimulus word and
asked to write down words, e.q., all the nouns, verbs, and adjectives,
which that stimulus suggests to him in a specified period of time. Free
association has been used at least since 1936 when Buckingham and Dolch

published '"A Combined Word List'',

Still another method, useful with school age children for written
counts, Is to examine written compositions at various grade levels on

various subjects,

Variations and combinations of these techniques have been used widely
in the past 20 years in English, Spanish, French, and German word counts,
and have yielded, particularly for oral word counts, as useful results

as extensive sampling has for the written or printed counts of the past.

The stimulus words, related to subject area, for example, have been
quite useful in discovering the so-caljed concrete, topical, or utility
words. These are commonly nouns cr adjectives. They are often single
meaning words which relate only to specific things and are not likely to
occur in general frequency counts unless the count has a very large corpus
which happens to contain a contribution from a source related to the subject

in which the concrete word is likely to appear. Many of these words in
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a general count would have a frequency of only one in several million and
a very restricted range, yet they are absolutely essential if one wants to
talk about the specific subject to which they are related. Many of the
frequency counts were meant to produce vocabulary for teaching purposes,
but failed to produce words such as chalk or chalk (black) board which are
intimately related to the classroom. Until recently, the only way to
obtain such essential words was to compile a very large corpus or to use
subject or interest area convesational topics, controlled assocliative
techniques or both. Recently, however, Richards (1970) has recommended
that a system called 'Vord Familiarity' which is a subjective rating of a
list of words according to the relative frequency with which informants

believe they expect to encounter the words,

Relative Importance of Vords

Once the different words (types) have been selected from the running
words (tokens), and the frequency count completed, the question arises
as to the relative importance of the words which have been isolated. On
this depends the order of consideration and presentation if one is preparing
a textbook for teaching. Originally, the raw frequency was taken as the
indication of the relative importance of the word; the higher the frequency
the more important the word. This appeared to be true for teachers and
students of stenography and spelling for whom many of the early counts
were made. However, the criterion of frequency by itself became suspect

when studies were made of the frequency of the words in each of the sources
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which contributed to the total frequency. It was discovered that some
words were fairly evenly distributed among sources and thus truly general
and useful regardless of subject matter. Such words included, but were

not restricted to, the so-called structurals or functors. A problem in
relative word importance became apparent, however, when it was discovered
that a word with a high total frequency might be derived from a single
source or small number of sources out of all the sources which contributed
to the total corpus. Unevenness of frequency distribution across sources

is generally an indication that the word is somehow specific to one or

a few subjects and Is not encountered generally. (Bongers has labeled such
types "environmental” words.) The problem of relative importance or rank
order of words on vocabulary lists was thus broadened to the question

of what comes first; total frequency or range (number of sources in which
the word appears with consideration of the frequency In each source).

Some early researchers opted for frequency, some for range, and many others
adopted various objective and subjective formulas for combining the two

in determining word Importance. Most continued to use frequency as basic
but used a method such as dropping words that occurred only in one or

two sources as not being representative enough for consideration, at least
in basic or beginning vocabularies. Bongers has held that trying to correlate
frequency and range is an impossible task, since after about 1200 words
which are common to most subjects, the words obtained in any word count

are so highly dependent on selection of sources that no meaningful permanent

relationship between frequency and range can be derived.
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Bongers concludad that the hest method to date of dealing with
the frequency/ranae prohlem is that developed by de la Court, while working
in Indonesia. De la Court's system was briefly this: His total corpus
was one million, When he had counted 500,000 words, he totalled the fre-
quencies of each individual word. lle similarly totalled the frequencies
of each individual word in the second half of the corpus. Then he eompared
the frequencies for each word in each half of the count., If they were
far out of balance, e.q., had a ratio of 1/10 or less, he dropped the
word as being too specific for a general list, He dropped 26 words for

this reason alone, Vander Beke in his French Word List dronped any word

not appearing in at least half of his sources, thus eliminating many concrete

nouns,

Ernest Horn in his Basic Hriting Vocabulary (1926) argued that there

are two measures of importance in judging subject matter for inclusion

in lists: frequency, and value attached to each occasion when material

is needed or used, The value attache& to each occasion according to Horn
wds an indication of two types of range; geographical and across writing
sanples., In effect, Horn obtained range estimates based on number of

types of correspondence in which a word was found, the numbers of writers
who used it, and also where the writers ljved. Bongers did not disagree

on distribution as it relates to use in the sources emp loyed by Horn but

he believed that Horn's worry about geographical distribution was a sampling

problem which rould have been handled by judicious seleciion of sources

and increase in their number,
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Faucett and Maki (1932) in "A Study of English Word Values Statis-
tically Determined from the Latest Extensive Word Counts, tried a different
system in an effort to combine the range and frequency ratings in the
Thorndike and Horn Lists. They placed all the words cn a scale from |=--
the most valuable words to 120--the least valuable, on the basis that
words of value | had the widest range and greatest frequency and 120 the
least of both. Intermediate groupings were defined as: 1| to 9: Indispensible;
10 to 34: Essential; 35 to 80: Useful; and 81 to 120; Special. One problem
that they encountered arose from the purpose of the horn list. Horn
dropped all words spelled with three letters or less, thus suppressing
a large group of short words. This obvious attempt to deal with the dif-
ficult problem of resolving frequency and range failed because Thorndike
and Horn didn't use the same type of frequency ratings and did not even

agree on their definitions of a word.

More recent studies indicate that relstive word importance, at
least for language teaching purposes, depends on factors cother than

frequency and range. These factors include avai lability, coverage, and

learnability. We have alrcady discussed "availability," otherwise known as

"utility', when we discussed the concrete, sub ject-oriented nouns and
adjectives. However, verbs too can be situational or specific. For example;
lists made of the ten most frequent and the ten most available French

verbs revealed only one word common to both lists, and that was '‘aller"
(Mackey, 1967), which may be glossed as 'to qo" but also ''to be going

to'' or ''about to do'' something. It was fifth on the most frequent list
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and seventh on the most available list. The only reason that It was on
both lists was that as & ''content' verb--to go--it was used frequently,
and as a structural (auxilliary) verb It is popular as a present progressive
auxillery indicating an action to be taken In the near future. In English,

"go'', ''got'', and '‘have'' have the same duality of function.

With respect to ''coverage', the Importance of a word depends on Its
ability to replace the greatest number of others with which it Is whol ly or par-
tially synonomeus. In a basic learning vocabulary, it is preferable fa
include one word that can be used to serve for $ix others. In this way,
the learning effort Is reduced to about 10 to 15 percent of what It
would be If all seven words had to be learned. Coverage can be broken
down into four subdivisions: Inclusion - a general word which includes
the meaning of several more specific ones is to be preferred to a word
with only one or two meanings; Extension - a word with many full or partial

synonyms is preferred to one with few; Combination - a simple word which

can be used to combine with others in compounds which replace other Individual
words is preferred to a word which does not combine often in general usage,

and Definition - words that are most useful In defining--and, therefore,

substituting for others is to be preferred to one which is of little use
in explaining other words. Michael \West explores this property of words

in his Definition Vocabulary (1955) and Ogden in the deve lopment of his

dasic Enqlish (Graham, 1943).
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J. G. Savard in his book entitled La Valence Lexicale (1970)

discusses the use of word coverage as an alternative to frequency In de~
termining the relative value oy words. He found that the correlation
between word coverage and frequency is weak. He believed that they are
two very different principles related to word value, and that word cover-
age was no less valid a measure than frequency. He recommended that
studies be continued to try to find correlations between frequency, range
(distribution), avallability (utility), and word coverage with its four
constituents as listed above. He believed that word coverane represents
@ new variable which should be considered in determining the assistance a
select vocabulary can render to language learning. He argues that it,

or something like it, is needed to supplement frequency, range, and avall-
ability in determining the relative value of words constituting limited
vocabularies. Word coverage, in his opinion, is a measure of verbal
economy and will have useful side applications in the deve lopment of dic-

tionaries, glossaries, and thesauruses.,

A word 1s important from the point of view of ""learnabi 1ity", which
is an awkward way of saying it is easier to learn than other words. Log-
ically, "learnabllity" may be considered to be a function of "similarity",

‘'clarity', "brevity', ''reqularity', and "learning load" or "burden'. Simi-

larity generally occurs because words are cognates in the two languages
concerned; they are generally orthographically and referentially similar.
This is not always true, however, because words may be more inclusive

in one languaae than another and thejr frequency of usane will likewise
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be different. Clarity is usually found in concrete as opposed to abstract
words. Brevity is a function of being spelled with a few letters and
being easily proncunced. Reqularity Is a function of following grammatical
rules, such as regular plurals or reqular conjugations. Regular words

are preferable to irregular ¢nes which require more learning effort.

Learning load is inherent in the preceding four aspects of learnability;

words selected on the four preceding criteria will normally be easier
to learn. Unfortunately, words which are learned easily may not be the

most useful.

Swenson and West in their study ''On Counting of New Words'" (1934),
included "A Set of Rating Scales" which are comprehensive in their enumer-
ation of the gradations of difficulty of learning idioms, cognates, compounds ,
spelling variations and semantic shifts of words. Because of their special

interest, these scales are reproduced In full in the following displays.

Ernest Horn in his Basic Writing Vocabulary (1926) also considerad

spelling difficulty as an input to word importance, but his purpose was

quite different. Althounh the writers of basic vocabularies are looking

for balanced word lists they want their words to he as simple as possible
and stlll permit expression at an adequate lavel of language proficiency.
This motivation leads ther to delete a word that is in some way difficult
if a simpler substitute Is available. Horn, on the other hand, in trying
to help teachers with their job of getting pupils to learn to spell well,
used the greater degree of difficulty as a rationale for including a word

in his list.
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Scale I. A Ruting Scale for Changes of Meaning

\

0 A word alrcady learned, and now used in exactly the same
meaning.

2 A change of mcaning just perceptible to the teacher; uery
worth pointing out? }
3. .
4 A change of meaning so slight that it would not be noticed in
reading - but it might be pointed out in speech.

? Perce_ptible ?

5
(5 .
':; 6 A change of meaning which would be noticed in reading and
D J would cause a moment’s hesitation,
g 7
— )
R ! 8 A change of meaning which would Le noticed in reading and
= may cause considerable hesitation, but the meaning will be
~ inferred by all the pupils eventually.
9 /
10 ‘The average child might just—or just not-—be able to  \oupy
1" guess the meaning in reading. POINT
T )
12 The new meaning would probably not be guessed in reading
] but is casily grasped when explained, and is easy to explain. |
L 113 .
) - -
B 14 The new meaning could not possibly be guessed in reading but
d . . . . y
. can be explained —with medium difliculty.
‘5 18
~. 16 1t is dilficult to show the connection between the old and the
new meaning; the connection is barely perceptible.
17 ' J
~ (17
K 18 Almost 2a homonym. The old nieaning can barely he twisted
'3 into the new one.
.:U; L lg r
EE 20 An entirely new word of average difliculty which can readily
be translated into the mother.tongue by one (or two) equiva-
e
lent words. J
21 New words which are less readily translatable.

— 80 An untranslatable word; it needs a lecture to explain it.
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EXAMPLES OF RATINGS ON SCALE 1.

The discovery of America: the
discovery of X Rays. The middle
of the room: the middle oi the
night.

A loud ery: a loud voice. An old
man: an old building.

One minute to six: wait a minute,
High up the hill: high up in his
profession,

A bad boy: a bad egg. Hollow
(adj): in the hollow of a tree.
The sun is in the sky: standing
in the sun. Trees growing about
the house: there were no people
about in the streets.

A debt of £1000: I am in debt to
him for his help. To fight against
the enemy: 1 am against any
change in the law,

Peter loves Jane: 1 love sausages.
He has a weak heart: & kind
heart.

Of equal size: mvy equals and
my betters. Neck of a man:
neck of a hattle.

S0

0.

10,
11.

12.
13.

14,
16.
10.
17.

18.
10,
20.

To touch with fingers: leaves
touched with gold. The eye: to
eye,

Form (=shape): form of pro.
ceedings.

Hollow: near the wood there is
s beautiful hollow. . Match
(marriage): to match colours.
Hand: he writes a good hand.
After hearing what he said:
her hearing is bad. They had
an argument: that is a strong
argument for.

To touch: touching.

A room: room. Air: (-manner)
Arch: archer.

If ke does 1 shall . . .: go and see
if she is rcady.

A meal: meal.

Arm (part of body): arms.

A match (light): match (mar.
riage).
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Scale II. A Rating Scale for Idioms

! 0 The idivm offers uo trace of difiiculty (and is exactly the same

as that of the mother-tongue). Would not be noticed as aa

~. idioms.,

Ll .

-ﬁ 2 A very obvious and selfl explanatory idiom (almost the same

g- *as that of the mother-tongue). Might not be noticed as an f

[ idiom,

a |3

~~ 4 The meaning is very clear, but not quite obvious. \Would
probably be noticed as an idiem.

; . )
~n [ 8 \
K 6  Would he noticed as an idiom, and would cause a moment's
- hesitation.

E { 7 . b
r- 8 \ould cause considerable hesitation, but the meaning would
- eventually he guessed by all.
e
\ 0 )
10 ‘T'he meaning of the idiom might, or might uet, be guessed MID
1" by the average pupil. PUINT
rll
~ 12 The meaning of the idiom would probably not he guessed by
) the average pupii, but is very casily explained.
S |13
B ( 14 The meaning could not possibly be guessed by any pupil, but
-g can be explained with medium difficulty. ?
w |15 .
E 16 ‘The meaning is just perceptible in the words when they are
explained,~-hut is diflicult to explain,

17 ‘
o [17
.é 18 The words can just barely be twisted into the meaning. .
3419 g
g 20 The idiom is quite unexplainable: the whole idiom has to be
b taught as one word.
~ =25 0K

21— 30 Idiwms ia which the pupil is especially liable o go wrong,
e.g. such as mean something different if translated literally
into the mother-tongue,
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3. Put to death before the eycs of
4.
8.

ad

© x

10.

DI e
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EXAMPLES OF RATINGS ON SCALE 11

bis fricads. War came to an end.
That's new to me. Nothing un
earth would . ..

A button has come off my coat.
The bLuilding was in flames.
Much in request as a singer,
Work on hand,

Outside the field of his interest,
Give me a hand with this box.
To go there on foot.

Between now and then. Keep to
the rules,

Can have anything in reason,
To come into Line,

1 can't put my hand on the paper
1 want. Worked by clectricity.

82

12,
13.

14.
15.
10.

17,
18.

lo.
20,

Go wrang. 1 sent for the doctor.
He turned up his irousers. Six
years old.

He came in person. A run on the
bank.

Go on singing. 1 look forward to
the party.

Far nicer. To make money (by
selling hooks).

‘To put up a good fight. Set out.
In good order. In order t0. lle
let me down.

Said it with his tongue in his
check,

So long! Egged on.
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Scale III. A Rating Scale for Cognates

(Weight for spelling.pronounciation is to be added fo cognales,
where necessary.  Words cannol bo puted as ¢ognules unless the

nalive word ss knowa lo the pupil).

.

( 0 Such perfect identity of form and meaning that the word isnot |
. noticed by the pupil as heing new.
|
N
3 j 2 There is a just perceptible difference of forn and/ar mcaning
5 —but the sense is very ahvious, ?
813
. 4 A flairly obvious relationship; the change of form nd/or
meaning will be readily understood.
\ 5 )
NE
o 6 Such difference of form and/or meaning as will cause a
3] montemt's hesitation,
gj1_ |
& B Such difference of form and/or meaning as may cause con.
= siderable hesitation, but the cognate will eventually be
. identified and interpreted by all.
9 /
19 A cognate which just might—or might not-- be icentified MID
1 and interpreted by the average pupil. POINT
(1 )
12 The cognate would prohably not be identified or interpreted
. by the average pupil, but will be very readily grasped when
~ pointed out.
_'% 13
g 14 The cognate could not possibly be identitied or interpreted
'a{ by any pupil, hut the relationship of the foreign to the native )
a word can be explained with medium difficulty.
& |15
~ 16 The relationship of the foreign ~nd native word is only just
perceptible and is very difficult to explain, but the cognate is
probably helpful.
17
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EXAMPLES OF RATINGS ON SCALE 11l

(French words—English)

Courage—Courage 10.
Emotion--Emotion 1.
Un toast-—Toast '12.
Flane (d'une montague)---Ilank 13.
A bord—Abuoard 14,
Compter-—To count . 16.

Parent--1"arent 16,
Bravoure - Nravery i7.
Se moquer de - Mock at 18.
Cave—-Cave 19.

Vous avez raison-—Reason-able,

Partie—DParty

Se dresser-~Right dress!
Parciile— arcel
Rude--Rude
Trouble--Trouble
Spirituel—Spiritual
Pavilion—"avilion
Figure-~Figure
Callanterie~Gallantry

20. Adresse-—Address (on a letter)
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Scale IV. A Rating Scale for Compounds of
Known Elements

N.B. The Prefizes and Suffises are scored as new words on their
first ogcurrence; this scale refers io subsegueni compounds only.

) Addition of an absolutely invariable I’ or S which never
. causes any change of form or meaning.
Y L
_.'§ 2 Addition of a regular I or § with such change of form or
. meaning as would hardly be noticed in reading.
g3 :
[~ ~— " n v
& 4 Addition of a I’ or § with such slight change of form or imcaning
~ as will probably be noticed—but it will cause no difficulty in
reading (but must be pointed out for speech). )
\ 5
[ 5
’:J' 6 Addition of a I’ or S with such change of forin or meaning as
3 will cause a imowment’s hesitation in reading.
g/ }
,_3_3 8 The change of form or meaning may cause considerable hesita.
G tion, but the word will be identified and interpreted by all the
~ pupils eventually.
9 )
10 “The average pupil may just—or just not --be able to
identify and incerpret the compound in reading. ;{}P\r
11
(i1 )
12 The compound would not be identified or interpreted in
A, rearling, but is casily grasped when explained, and is easy to
@ explain,
|18 __ - R
_51 14 The compound coul'i not possibly be guessed in reading hut {
."c-.l 5 can be explained,—not easily, but without great difficulty.
) — .
i‘] 16 The meaning of the I’ or S and original roat are only just per-
) ceptible in the compound, and the compound is not casy to
explain.
[ 17 /
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? Twistable ?

Comuomawp-

b td Lo ¢ dowraibo,,

(17
18  The meaning of the I or S and root ean just barely e twisted
into the meaning of the compound. 3t is doubtful whether
analysis is usclul. '
19 }
| 20 The I’ or S creates a new meaning hearing no relation either to
the original meaning or to the P’ or S. --Or the I’ or § changes
its meaning so widely as to amount to a new P'or S (rated as a
\__ new word), J
2} — 80 Compoumls which cause special difficulty, ¢.g. such as tend to

be misused in the literal sense though the real meaning is far

differcnt.

EXAMPLES OF RATINGS ON SCALLE IV

Childhood. Button-holet
Leader. liangerous

A prefis.  Tidiness
Imprison.  Boundless
Transplant

Nonsense

Terrify . Misadventure
Wasteful

Irrecoverable

Money .order

t(not ‘flowers').
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1.
12.
13.
4.
15.
16.
17,
18.
19.
20.

Enlist
Underling
A falsehood
A two-seater
Transact
Profiteer
Mislay
Homely
Anchurage. Engoenler
Well.off

Morcover
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Sculo V. A Rating Scale for Spelling-Pronounci-

(1)

@)
@)

1)

(6)

(6)
)
(8)

L

ation Discrepancy

This scale §s nol intended lo assess the relative difficuily of the
Jundamental sounds of the language. but nzreely sueh tendency to
mispronsunce or misspld as is induc:d by o sp:ling which does not
correspond lo lhe aclual sound of the word,

(I1clf this rating is to be added as extra weight to the ruling of any
new word, vie. any group of lellers or sounds nol previously
encounlered.  No word s lo be raled twice for spelling-pronouncia.
tion, even if lhe first appearance of the word was in a lolally
different meaning.)

The word is pronounced just as it is spelled, and spelled just as it is pronounced;
no possibility of crror.

A slight divergence which may lead to crror in prenunciation or in spelling.
A less easy or sale word, but still below the average of those that give any
trouble.

If the word were dictated to an average class, without previous experience of
it, nearly half the pupils imight musspell it; or, writien on the Llackhoard, ncarly
half the pupils might misread it,

If the word were dictated to an average class, more than hall the pupils would
make a mistake.

A definitely troublesome word, but not among the worst,

The notorious trouble.givers.

One of the most often quoted absurdities of English spelling; a word that
almost all forcigners misspell--or, if they spell it right, they mispronounce it
following the spclling.—Also words in which the pupil tends to be misled
gravely by the spelling of a word in his mother-tongue.

EXAMPLES
This. Time. 5. Science. Soap.
Blade. Dress. 6. Beautiful. Doubt,
Shock. Roll. 7. Scythe. Touch,
Separate. Soup. 8. Cough, tough.
87
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The selection of wrds and format in a vocabulary list is not
too difficult if all the five criteria (frequency, range, availability,
coverage, and lcarnability) are in anrcement. The problem arises when
the criteria are in conflict on the selection of a word. Any one of the
criteria could be in conflict with all the others just as easily as it
could be in agrcement with them. This means that In case of comp lete
conflict some 10 conflict areas have to be resolved. The final resolution
depends larqgely on the uses to which the list Is to be put. For a con-
bined use, such as both a speaking and rcading vocabulary, Fries and
Traver (1950) suggest order of precedence among criteria as follows: fre-

quency, coveraqge, range, availability, and learnability.

The foregoing yardsticks for measuring importance or value by
no means exhaust the list. As intimated above, almost every word counter
has had his oun system, either original or a modi fication of an earlier
system used by another word counter. Perhaps the best list of considerations
other than those discussed above is to be found in the ''Interim Report on Vocabu-
lary Selection” (Carnegie Report) of 1936 (Michael West et al.). It listed
as possible criteria: frequency, structural value (functional types),
universality over wide geographic area (1ike Horn); applicability to a
wide variety of subject matter (general use words); value for purposes
of defining other words (Vest's Definition Vocabulary); value for word
building (ability to cormbine into compounds, discussed above); and stylistic

function (use to express precise meanings and in conversation).
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Lawfulness of Vocabulary Distributions

comea e

There must be . balance between comprehensiveness and usefulness.
Thorndike, with the aid of Lorge in the later stages, worked his original
list of 10,000 words up to 20,000 and then to 30,000 words over a period

of 23 years. The Thorndike Word Book was certainly comprehensive but

in reality not as useful as it appeared because of its antiquated sources.
Thorndike counted and borrowed over 23,000,000 words for his 30,000 word
list. This tremendous corpus size and others like it have led Frumkina
(1964) to propose an application of Zipf's Law which would allow calculation
of the corpus size required to provide a word list which will be statisti-
cally valid down to a pre-selected frequency within a predetermined margin
of error. Using the larae corpora assembled by other investigators,
Frumkina attempted to estimate the population values for the frequencies
of individual word types within a specified interval of the sample spaces,
these estimates being based on the observed regularity of the frequency-
rank relationship discovered by 2ipf. HMore recently, Carroll (1971) has
used a log-normal function to estimate the population values of the word

types from the data of the American Heri tage Wordbook.

In contrast to the cormprehensive word lists of the Thorndike var-
iety are the sv-called Basic Vocabularies for the teaching of foreign
languages. These nave tended to run from 609 to 3000 words for a good
four-year hioh school lanquage course. However, these numbers may be

deceptive, depending on how 'word' is defined. I|f the dictionary rntry

*
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is taken as the 'word', but is deemed to include within it all its inflec-
tional forms, derivatives, compounds, and the semantic variations of each,
a list labelled as 1000 'words' may actually be effectively a 6000

word list as far as the learning effort required of the student is concerned.
The point is that the short basic vocabulary, although built up of word
fami lies with related forms and meanings, may give a false impression

of the effort required to learn the fundamentals of a foreign language.
Given a reasonable balance between subsuming all forms under the headword
and scparate entrics for each form, most researchers agree that 3000 to

601 words provide & good basic vocabulary.

The location of the point of diminishing returns a; applied to fre-
quency has heen an object of controversy for several years. Ernest Horn

(1926) in his dasic Writing Vocahulary said, with respect to spelling,

that after the first 100" words, the addition of each group of 1000 words

in a spelling list adds @ very small percentage to the number of running
words that one can spell. For example, the person who knows how to spell
the 4000 comronest words can add only a little more than cne percent to

the number of running wcrds he can spell by learning an additional 1000
words, since the new words are those of low frequency of occurrence. \est
suggests that a general vocabulary of 7000 words will enable a person

to read most novels, and that for speaking, an individual needs a vocabulary
of about 2300 general words. After reaching the 7000 and 2890 word limits,
the person must start learning special zed vocabularies in his field(s)

of interest. These figures indicate that the 3000 to 5000 word vocabularies
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are valuable, even though they may have to be graded into smaller increments

for instructional purposes.

Another problem is how to determine the words to be included in
a useful reading or speaking vocabulary of the size cited by West, above.
Most authorities, including Ayres, Thorndike, and Huin have concluded
that objective word counts must be extremely extensive in numbers of running
words and must sample a very wide range of categories and sources to be |
accurate beyond the first 500 to 1500 words. Ogden and Palmer belleved
that word lists of equivalent length could be compi led subjectively with
the same accuracy. In objective counts, after the first 1500 words, the
lists tend to reflect the subjectively chosen sources and categories,
whether the count is made of oral, printed, or written language. Never-
theless, Thorndike held that his 1921 list of 10,000 viords was good enough
for educational purposes through the first 5000 and that it was general ly

useful throughout its full 10,000 words.

Although dircct comparisons are impossible because of the different
methods used and definitions applied, most researchers have agreed that
only a very small number of high frequency words are actually used in
the majority of writing and even fewer in speaking. Jones and Wepman
(1965) found that 33 spoken words used by adults sccounted for more than
50 percent of all the words they recorded. Herdan reported that for printed
English, the 67 most common words accounted for 50 percent of all words

counted. A study of the Thorndike-Lorge 30,009 word list by Jones and
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Wepman concluded that 89 words accounted for 50 percent of all words used
in printed English. (The differences between Herdan's conclusion and that
of Jones and Vlepman may be caused by differing approach, but it might

mean that stylistically, printed English is becoming more laconic, since
Thorndike's material on the whole is rather old.) At hiaher percentages,
Eldridne (1911) found that /50 words constituted 75 percent of words generally
used In newspaper English. Cook and 0'Shea (1914) found that 763 words
constituted 90 percent of viords used in correspondence (but 42 percent

of the 763 were highly repetitive function words). Dewey (1923) concluded
that 1000 words constituted 75 percent of words generally used in printed
American English. The Bell Telephone System (1930) calculated that 700
words constituted 95 percent of all telephone conversations. D. B. Johnson
(1972) rerorted that the most frequent 2000 viords in Czech, English and
Russian account for between 75 and 39 percent of words normally used in
print and that 5500 to AONN words will include over 90 percent of general
reading material. Johnson's studies, thus confirm, in qeneral, Horn's
remarks on the point of diminishina returns near the 43N0 mark and Vlest's

opinion that 7910 words are required for readina novels comfortably.

The foregoing figures would Indirate that a 1000 worg vccatulary
is a good starting point, but a more representative list like the Thorndike
10,000 word list is ncsessary to provide the less frequently used words
required to bring the student up to proficiency in reading and speaking,
as defined in terms of vocabulary size by Vlest and Johnson. Palmer believed

that it is best to have a linited general vocahulary &s a base and to
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supplement it with lists designed for specific technical, vocational,

and academic fields. Experience with Fundamental French (1959) and Basic

(Spoken) German (1964) appears to support that belief.

Disposition of Hiah Frequency Function Words

A problem that hay to be resolved with respect to word lists derived
from frequency counts is what to do with the most frequently occurring
words which invariably appear in the first 500 words of any frequency
count of a given language., These are the so-called grammatical (structural
or relating) words with which we speak or write and for this reason appear
to be largely independent of subject matter. The content words, i.e.,
what we talk about, are largely nouns and verbs, many of which have very
specialized meanings, They are, therefore, highly situational and, in gen=-
eral lanquage, have a low frequency of occurrence. As & result of the high
frequency and constant appearance of the structural words , word frequency
counters have as a matter of routine deleted from 50 300 of the most common
ones from their frequency counts and have placed them in separate lists or
appendices, These are words which experience has shown will appear with the
highest frequency and, therefore, early in any frequency-based vocabulary
count of the language. They are listed separately in order that the main
lists may concentrate more on the ''content' words of the language. Also
separately listed by most counters, bu; for reason of their specialized
use, are curdinal and ordinal numbers as well as proper names and place
names which are so subject or area related that they warrani no place on a

general word list, 93
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Word Groups or Collocations

Another problem which has to be addressed in frequency counts is
that of what are commonly called "idiomatic expressions', Some speclal
meanings appear to depend on the combined sense of a more or less fixed
association of words which have come to convey a meaning separate and
distinct from the sum of the meanings of their component words. Palmer
made a study of "idiomatic" expressions and arrived at the conclusion
that the term was actually a misnomer. In the “RET Second Interim Report
on English Collocations' Palmer reported on his study of the overlapping
fields of vocabulary and syntax. The so-called "ITdioms' fall into linguistic
groupings which Palmer called "Pliologs" or.''something more than words''.
Vithin Pliologs he distinguished among "linguistic formulas'' (conversational
expressions, proverbs, aphorisms, and quotations), ''syntax patterns' (mainly
grammatical), and "collocations' proper, such as verb-, noun-, adverb-,
and preposition-collocations. However defined, these word groups are an

essential aspect of language proficlency.

in the 1929-30 period, before Palmer published his study, three
"idiom'' lists were published under the auspices of the Canadian and Ameri -
can Committee on Modern Lanugages or the American Council on Education.
The first w;s Hauck's on German, which supported B. Q. Morgan's ''German
Frequency Book' with 959 idiomatic expressions based on a minimum frequency
of two and a range of one. The second was Keniston's on Spanish with

1293 entries which were checked against Buchanan's '"6raded Spanish Word

94
Oy



Book''. It placed primary emphasis on range as a criterion for idiom selection,
using three out of a hundred as the cut-off point. The third was Cheyd-
leur's on Frernch with 1724 entries with a minimum range of three out of

37 sources.

Sometimes idiom lists such as Hauck's and Keniston's above, were
not only checked against or designed to support a specific word list, but
were derived at the same time. An instance of the latter Is de la Court's
collocations which were a part of his list called ""The Most Frequent Dutch
Vords and >llocations'. It had a list of 3296 words and ahout 2000
collocations as defined by Palmer, above, in his second |RET Report. The
so-called “Lfngulstic Formulas'' (someiimes called Category Il ftems) such
as proverbs were not incluced since none attained the cut-off frequency

of five.

In German, two more idiom lists arc important; Purin's and Pfeffer's,
with Pfeffer's being by far the more important. Purin's "A Standard German
Vocabulary of 2932 VWords and 1500 Idioms' is a secondary list derived
from prior vocabularies and frequency counts (1937). It is of interest
since, like de 1a Court, Purin recognized that basic concepts and meanings
are often conveyed by idiomatic t7pe expressions and deserve recognition
as a part of vocabulary. It is also of interest since in it the meaning
of the idiomatic entry was frequently illustrated by using the idiom in

a contextual utterance.
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Perhaps the best of the current idiom lists is Dr. Pfeffer's 'A
Spoken German Idiom List' (1968). It is third in his excellent series
of Spoken German. Pfeffer does not refer to Palmer's studies on idioms,
but he does refer to the Hauck, Keniston, and Cheydleur lists mentioned
above. He defines his idioms as ''semantic restrictions of syntactically
collocated parts' in which varying degrees of restriction may occur, The
Pfeffer list was derived with the aid of computers from the research ‘one
to produce his 'Basic (Spoken) German Word List" (1964) and "English Equiva-
lents'  (1965). Pfeffer selected 1026 idioms from the oral material of
his Word List with a frequency to range ratio of 3/2 or higher and 99
others which were discovered while developing his topical (utility or
available) words and while rounding out his Word List by empirical additions.
Al} of the words composing the 1026 idioms are found in his "Basic Word

List''. The total of 1125 idioms represent about 85 percent of the restricted

forms and related patterns (idiums) found in spoken German,

Need for Uniformity

It is apparent in reviewing the history of word frequency counts
and related vocabularies or word lists thai the methods and techniques
are as varied as the researchers and their purposes. MNow that the science
of word counting is evolving rapidly, with the oral count coming of age
as electro-rechanical techniques of recording speech have become avallable
and both oral and written/printed counts becoming subject to manipulation

by computer, it would appear that we need a new convocation of word counters
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similar to those sponsored by the Carnegie Foundation in 1934-35. The
purpose would be to coordinate the efforts of the many researcheis by
exchange of information, deciding on definitions, and discussion of the
relative merits of the several methods and techniques being used to arrive
at the many subjective decisions which ha;e to be made. It is precisely
these differing techniques, methods, and subjective decisions tl. t make
much of the research so diverse as to make comparisons impossible without

considerabie manipulation.

Evidence that this need for uniformity is, and has bgen. felt
is found not only In the Carnegie Conferences under the leadership of
West, but also by the observations of Others who have been frustrated
in their attempts to grasp the status of the developments in linquistice
and language teaching because of the lack of comparability ¢f the efforts
of previous and contemporary researchers in the field. Such lack of uni-
formity has occasioned extensive efforts to recast the work on one study
in terms which will make it comparable with that of another. These are
required to avoid invalid comparisons or simple inability to find common
ground. Rolf-Dietrich Keil of Germany has recently addressed this subject
and made a passionate Plea for standarization in his “"Einheitliche Methoden

in der Lexikometrie' (1965).

Formats for Display of Results

The basic format 3f most frequency counts has been to list the
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selected numher of words or other items in order of frequency and then

list them in alphabetical order. An expansion, as range or distribution
began to be considered, was to list the selected words according to frequency
and to add the range in a parallel colurin, or vice versa depending on

whether frequency or range was considered the mere important. An alte-aative
relative ranking can be obtained by any of the various formulae combining
frequency, ranqe and other value judgements into some numerical index
representing word importance. This composi : : value Is used to deternine

the order of listing of words. Totsl frequency and range are then listed

in parallel columns for each word, A refinement of the above is to add
columns for each word indicating its range and frequency in each of the
rategories of material from which the count was compiled. A final refinement
is to add a frequenzy count of the grammatical uses of each word, l.e.,

how many times it was used as a noun, verb, adjective, or adverb.

In the final analysis, the format for display of results depends
on the purpose of the ccunt and the uses to which i: is expected it will
be put. Usefulness to the reader is the most important criterion. With
the assistance of computers, the variety of foimats of display of material
has increased enormously and there is little reason, from the point of view
of time, not to present the material in its most useful form for one or

several groups of consumers.
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Value of Objective \lord Counts

There arc still some who, like Palmer in the 1930's, believe that
objective counts are useless or, at best misleading, or if they do produce
anything it is only a passive (reception) reading or listening vocabulary,
One of the more critical articles is W, E. Bull's "Natural Frequency and
Word Counts'' (1949). The subtitle ''The Fallacy of Frequencies'" is a good
indication of the tenor of his article. Bull argues that:

1. There is an inverse relationship between natural frequency of a
grammatical form (such as a noun, verb, article, or adjective) and the fre-
quency with which each form is used. This is borne out by the high recorded
frequencies of the relatively few grammatical (functional or structural)
words (articles, adjectives, pronouns, prepositions, conjunctions and
relating verbs) which provide structure to the language, and often have
multi-meanings, although they are not content-bearing words. On the other
hand, the real "‘content' words which convey the meaning of what we talk
about tend to have fewer meanings per word, perhaps only one, and refer
to speci c objects and situations.

2. Any word count is statistically valid onlv for what is included
within it. Keil recommends at least ten million words (1965). Variation in
corpus selection does make a difference in the words discovered. That
fact is reflected in the decreased comparability among frequancy lists
after the first 1000-1500 words.

3. Extremely hinh frequency words are rarely the content-bearing

elements of any communication,
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4. Range and frequency are det :rmined by two different forces; lin-
gy{g;ic and cultural,
- 5. It cannot be assumed that there is a correlation between fre-
quency and utility. This depends on what is meant by "utility"”; a struc-
tural word is being used grammatical ly and necessarily so. It, therefore,
has "functional utility'', but it may not be used to coiivey the real cultural
meaning of the utterance and, therefore, lacks ""concept conveying utility",
That this observation is true . - substantiated by the need to discover
utility (available or topical) words by '‘centers of interest'', "topical
subjects' or other methods used in developing ''Fundamental French (lst
Level)" (French Ministry of National Educi tion-1959), the ''Basic (Spoken)
German Word List (lst Level)" (Pfeffer-1964), and the '"Puerto Rican Spanish
Vocabulary Count" (Rodriquez Bou~1952),

6. There are so many factors and uncontrollavle elements
in 1ife and language that no satisfactory results can be ohtained by attemp-
ting *o reduce such natural heterogeneity by statistical methods. Vord
counts Zannot be considered a valid representation of a people's culture
and linguistic activitics, As a result, their pedogogical usefulness

is extremely dubious.

In generui, Bull's arquments at least point up the kinds of questions
which need to be addressed ir frequency counts are to be useful. However,
Cull's overall condemnation of werd counting is too strong when one considers
the better modern (modified objective) research methods such as those

employed by Pfeffer since the early 1960's in his continuing study of
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German. Dr. Pfeffer is u.ing for spoken German, a combination of nearly
spontaneous speech on general subject areas, topical arcas of interest

to elicit available and utility words on speciflc subjects, and empirical
(pragmatic) examination and comparison of the results of the first two

me thods to supplement his word lists. Alded by computers, he has proceeded
from his basic word list to semantic classifications with their English

equivalents, and has, thereafter, isolated semantically restricted combinations

of words In his “iaiom "ist" (19683).

Or. Pfeffer's improvement on the Palmer formula of objective, sub~-
Jective, and pragmatic procedures for developing vocabularies is encouraging.
Coupled with sophisticated measures of word importance as developed by
Mackey (1967) and his associates at Laval University in Quebec, the Pfeffer
research should result in extensive and profitable pedogogical use in
the teaching of German and, by transfer, in the teaching of other languages,

in spite of Bull's earlier pessimism (1949),

Pfeffer's study of Spoken German, together with ''Spoken Russian''
(vakar-1966 and 1969) and '‘Fundariental French' (1959), couplzd with the
Wepman and Hass children's count (1969), the Jones and \lepman adult count
(1966), the Howe's adult count (1966), the Seier, Starkweather, and Miller

children's count (1967), the Beraer count of ccnversation (1967), and

- the Black and Ausherman college student speech count (1955), have given

impetus to studies of the spoken lanquag:. Comparative analyses of the

difference between conversational oral speech (Berger) and more formal
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classroom presentations (Black and Ausherman) can and should be made.
Concurrently, however, we should also maintain the impetus of work in
the field of printed and written language as illustrared hy KuZera and

Francis (adults-1965) and by Carroll, Davies, and Richman (children-1971).

Areas for Further Pesearch

. A - e

At the same time, there is a need to explore new fields, such
as those indicated by Richards and Shapiro. Richards (1970) developed the
concept of ''Word Familiarity" as an alternative means of eliciting the
less frequent content bearing (utility or available) words required for
balanced vocabulary development as alternative to the 'Centers of Interest"
approach used in Fundamental French. However, the subjective scaling
technique itse!f appears to be bounded by groups of individuals of like
social, cultural, and intellectual levels. Shapiro (1967) demonstrated
to his own satisfaction that relative word frequency is & "prothetic"
variable and that ''maq.itude estimation' Is a suitable scaling technique
for subjective estimation along that continuum. If this be true, we may
be able to avoid having to use the large s~ale objective frequency and
range counts we have used 'n the pact by proceding via subjective scaling
based un words selected to obtain results equiialent to, or better than,

those obtainable from objective counts.

It still is not apparent whether the Richards and Shapiro techniques,

if fully developed and proven, will eliminate the deficiencies Bull found
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in frequency counts, or whether the modifications introduced by Pfeffer
in his study of German (oral-topical-empirical approach) will do so, but
certainly we should continue to explore them all In an effort to improve
our ability to develop better vocabularies for efficient and economical

language instruction,

Summa

In summary, !t may be said that word frequency counting has evolved
complexly In the past 200¢ years, With increased knowledge in the pnysio-
logical, psychological, educational, and linguistic fields, and wi.h the
ald of tape recorders and computers we can now do much that we formerly
could not. However, much remains to be done in understanding the interre-
lationship of culture and linguistics; of la langue, and la parole; of
the relationships between active and passive vocabuiaries; and between
oral and written language, as well as how best to present them to the
student to facilitate his learning. Much also needs to be done in perfecting
tecnniques of language analysis, in order to ensure uniformity of method so
that inforration galned may be better transferred to that common fund

of linguistic and cultural knowledge from which future advances may come.
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Analyses of the Stat!stical Lawfulness of Vocabulary Distributions
SECTION III

Language !ike other natural systams has been an object of study since
man has engaged in such enterprises, or at least for as long as we have
preserved record of such study. As a natural phenomenon, it presents a
uniquely different challenge to the naturalist, however, which is not
shared by those systems which can be construed as purely physical. As
with other aspects of human behaviour, it preemtnently involves inten-
tional motivations which underlie and give purpose to the objective mani=
festations which are open to study. Thus, the early studies of language
as system concentrated almost exclusively upon its intentional aspects;
the meanings and symbol processes in whose service it was employed. Two
developments, however, presaged a different but parallel method of inves~-
tigation; the invention of movable type and the rise of enumeration as a

measurement tool.

it is the original invention of writing which in very large measure
has defined the word entities for which the modern scientist has sought
laws. The definition of this entity has remalﬁed moot since scribes have
sought to record the continous stream of sound which is language. But,
with the invention of movable type and the consequent wide distribution
of printed language, the definitions employed by the makers of books if
nonetheless arbitrary became at least conventional and consistent. For
without such consistency their products could not have been successful.

Thus, in a sense the prohlem which this paper seeks to address is a man
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made problem. We invenied a unit called the word for largely commercial
purposes and then decided that we should study our own Invention by appli=-
cation of another of our inventions, namely counting. Once set in motion,
however, the process appears to have assumed a 1ife of its own == [n all
regards words appear to have a natural life which share the characteristics
of those systems we did not create and their counting has become a sc.olarly

discipline of its own commercial and intrinsic value.

Al though measurement by enumeraticn itself stretches far back into
man's time, its early uses were more linguistic and qualitative than quan-
titative. Measurements of sacks of grain, wealth or |jve-stock required
only that the measurement scale enumerate the finlke and directly countable.
Such scales have the characteristic that they isomorphically map the objects
of enumeration explicitly to an only nominally representative set of numbers.
The nominal use of numbers as a measurement device is exemplified by such
modern devices as numbering the members of a football team or labeling our
coinage with denominations as qualitative categories which only partially
refiect their extrinsic values. In such measurement, one moves from few to
some through many too many counts. One speaks of a lot of money or
more money than can be counted. The enumeratior remains 1imited by the
mechanics of physically mapping the objects into their numerical represen-
tations. A clay tablet which iz to be used to record the wumber of animals
involved in a business transaction serves only because its size and the
number of potential mappings are well suited. MNotions of an infinite

number of animals or of negative amounts of wealth were as meaningless as
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they were Impractical. It Is meaningless to declare that | have two and a
half cents in my pocket or that if you have five cents in yours that you are
twice as wealthly as |. And although you may declare that | owe you three
cents In exchange for an article set at that value when | protest that |
have zero wealth; i.e., that | have -3 elemental units of money, having
minus a billion maximal units of enumeration would be treated in precisely
the same way, that is, as without meaning. Such vagaries are inconsistent
with the precision which is required of enumeration as a measurement tool.
The post Renaissance development and acceptance, however, of arithmetic
manipulations which bore no extrinsic relationship to the practical useful-
ness of enumeration suddenly opened a fertile field of speculative and
theoretical Implications of the natural lawfulness of the countable. It
was not, surprisingly enough given the modern acceptance of such operations,
until the 16th century that such arithmetic operations as 3-7=-4 were ac-
cepted as other than an absurdity. And only still more recently with the
introduction of the Calculus that the succession rule defining infinity

has been accepted.

A Taxonomy of Scaling Operations

The process of assigning .umbers to phenomena within the structures
of a well formulated and explicit set of rules Is known as measurement.
These measurements, in turn, purport to be the quantification of a defined
set of attributes. The measurements represent a model of the attributes
which may or may not fit the facts; i.e., may or may not accurately or en-

tirely depict the behavior of the phenomenon in question. One may adjudge
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the adequacy of the model as representation of the phenomenon it describes
either or simultaneously by reference to-the accuracy of the deductions de-
rived from the model with respect to the phenomenon's behavior or with re-
spect to the validity of the measurement rules used to derive that model.
Thus, much of this paper will be concerned with an evaluation of the ade-
quacy of the fit of variously proposed models of language enumeration and
the assunptions of measurement implicit to these models., In order, however,
to understand the deeper issues involved in the tests of adequacy of these
models, It is necessary first to discuss the broadest implications of

measurement per se.

There are four fundemental types of measurement. These forms of mea-
surement differ in the nature and number of assumptions which are held to
be characteristic of the qualities they seek to describe.

Nominal scales. The first of these forms of measurement, already

alluded to in the opening discussion, assumes only that it is possible to
identify the equality or non-equality of any two attributes. Let us take
as instance the quality of 'wordness.'' Nominal scaling of this attribute
requires only that we correctly assign our units of measurement such that
instances of different such qualities receive different measurements and
that identities of the quality receive unique measurements. That is to
say, we are only required to make explicit those operations which allow

us to identify the sameness of the phenomenon to be measured---to recognize
the re-occurrence of the same quality attribute when it re-appears and to

distinguish such re-appearance from instances which are not the same. Thus,
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for example, the text of thls paper could be re-expressed as a nominal
scale which assigned numbers to each of the groups of inkmarks bounded by

absence of inkmarks on the basis of their unique patterns. Hence the list:

Language |
like 2
systems 5
engaged 15

language 92

r—— ——

satisfies the assumptions of a nominal scale in that the numbers do nothing
more than uniquely reassign names to the inkmark patterns on the basis of
their qualitative characteristics. Under the measurement assumptions of

this example, it is Inkmark pattern whose equality or non-equality Is at
issue. |If the attribute of ''wordness'' with respect to some other quality

of inkmarks is at question, then we should be required to provide an explicit
statement of the recognition of the equality of that aspect of inkiness.
Observe that the essential character of the scaling operation remains
unchanged if we reass!gn our measurement numbers by any arbltrary schema

so long as we preserve the assumed charactsristic of pattern uniqueness.

It is, however, a gross violation of that assumption to attribute additional
meaning to such a scale. We are not, for exampie, permitted to assume that
the above list of numbers implies that some inkmarks are 'larger' or 'bigger'
than others, and certainly not that some inkmark is X times '‘iarger' or
'"oigger' than some other identified inkmark. Although the inkmnark pattern
engaged has been assigned a value which is three times larger in magnitude
than that for systems, nothing other than uniqueness of pattern is implied

by those assignments. Under the operational assumptions of this measurement

operation, we are not permitted to question the values which may have been

108

1=0
= 4



chosen. However, we may, indeed, question tha valldity of the assumption
that either the quality of pattern uniqueness was correctly ldentified or
that even if correctly ldentified it has anything meaningful to say about

the nature and uses of inkmarks.

Ordinal scales. |If we wish to have our measurements reflect the

additional attribute of magnitude in its simplest form; i.e., attributions
of greater or less than, we are required to make explicit the measurement
operations which are to be employed in ldentifying that attribute. Thus,
we might, for example, define the quality of length of Inkmark pattern as
the measurement operation of comparing each pattern with every other pat-
tern to arrive at judgements of which patterns were longer, shorter or
equal to which other patterns. Such a measurement scale for the same

example of Inkmarks might take the following form.

Language |
llke 8
systems 2
engaged 2
language |

Observe that this new scale not only identifies inkmarks which are same or
unique with respect to pattern as defined by length but additionally quan-
tifies the attribute of ''length." It still, however, explicitly does not
capture the quality of magnitude of length as it is normally concelved.
Hence, the example tendentiously shows the pattern like as having a scale
value 7 units greater than the pattern with lowest value despite the fact
that there are only five patterns. Note, as well that we seem to have

serenaipitiously captured a quality attribute we had not set out to measure.
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Unlike the nominal scale, this scale has assigned the two instances of
the ''word'' language the same value. Thus, we can say that the measure-
ment operation defining pattern length apparently more closely matches
some of our uses of 'words' than does that of ink patterns. It, nonethe-
less, of course, falls to differentiate items which are clearly differen-

tially used and as such still does not capture any semantic quality.

Interval scales. |f we were to require that our measurement scale

express the additional attribute of magnitude of difference between pat-
terns, we should have to define an operation by which we assessed that
attribute in addition to the definitions already adopted for the other
attribute qualities. Thus, we might define pattern "length'' as number
of discrete inkmarks within a pattern. Such a measurement operation de-
fines ''length' strictly in terms of number of elements. Thus, the patterns
of the example might be scaled as follows:

Language 8

1 ke 4

systems 7

engaged 2

language 8
Note that now we are permitted to make comparisons of both the attribute
qualities of ''more than'' and by how much. Thus, the pattern language
occupies a magnitude position with respect to |ike which Is identica! to
that of Language. It Is stil] not possible, however, under these measure-

ment assumptions to identify the equality of ratlos of such magnitude.

Thus, we cannot assert that the difference between language and |lke stands
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in the same ratlo as ; snguage does to like. In order to make such an
ascertainment we would have been required to define the notion of zero magni-=
tude of the quality being assessed. The definition which was provided makes
zero length of letters an absurdity or at least unmsasureable. It would be
impossible to identify a non-occurrence of a discrete inkmark bounded by
non-occurrences of discrete inkmarks. So long as the scale orgin Is either
undefined or arbitrary with respect to the quzlity involved in the measurement,
we are permitted to transform our measurements to any new set of values which
can be expressed as a linear equation of each other. Hence, we are permitted
to transform the example values by multiplication of 2 and additlon of ten

to arrive at the new values X' resulting from the equation: ¥X'=s2X+10.

X X!
Language 8 26
like b 18
systems 7 24
engaged 2 14
language 8 26

These new values of X exhibit precisely the same measurement attributes as
the old. The magnitude of the intervals separating each measurement entity

has not changed their relative position: with respect to each sther.

Ratio scales. The final and most restrictive form of scaling seek: to

Identify the attribute of equal ratios of quality attributes. In order to
do so, such a scale wust define the attribute of absolute absence of the
quality, equality of attributes, magnitude of difference betwecen attributes
and equal ratios of those attributes. Few or none of the scaling tech-

niques typicaliy employed in the social sciences can boast ratio character,
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Physics, on the other hand, typically employs such measurement. What is
decelving Is the fact that the measurement of numerousity Is Invariably
ratio in form, As a consequence, it is a common error to assume that any
set of numbers which can be construed as reflecting the number of some
quality Is ratio ir character. But unless the specific measurement oper-
ations which define the necessary assumptions of such & scale are made
explicit, the conclusion will certainly lead to misuse of the scale. Thus,
for example, if the 1.Q. scale I3 interpreted as a scale of numerous ity

of intelligence points, we are lead to the gross error of ratio assertions
regarding the differences between persons with differing 1.Q., not to speak
of absolute magnitude assumptions about those differences. Similarly, a:d
more pertinently, measurement of the frequency of word units in a text leaves
undefined the attribute of absolute zero occurrence of a unit. Zero fre-
quency is an arbitrarily assigned measurement which ambiguously implies
either non-occurrence in the sample or non-occurrence in the population
which represents the total language. As a measurement of non-occurrence

in the popuiation its real value as a measurement indlfferently extends

from minus Infinity to zero.

The Word as An Attribute of Measurement

Any discussion of measurement as specifically applied to vocabulary
must grapple with the definition of the attribuie of 'wordness.' Although
it is clear that the user of a language finds the notion of word psycho-
logically meaningful, attempts to make the notion linguistically explicit

have not becin successful. Greenberg (1957, p. 27) has summarized the
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linguists position on this matter as follows: ''Some linguists deny any

val idity "~ the word as a unit, relegating It to folk lingulstics. Others
believe th. ihe word must be defined separately for each language and

that there are yrobably some languages to which the concept is inappli=
cable.'" Nonetheless, Sapir [sue Ulman, 1362, p. 39) has observed that

“The nalve Indian, qulte unaccustomed to the concept of the written word,
has nevertheless no serious difficulty in dictating a text to a linguist
student word by word; he tends, of course, to run his words together ag

in actual speech, but if he !'s ca lad to halt and Is made to understand
what is dasired, he can readily isclaie the words as suc.', repeating them
as units,'" For those languages In which there Is a rich cultural tradition
of writing and literacy, the word as :pprehended by i{ts speakers might be
construed as little more than the propogation of the conventlons of writing.
It is in thls sense that most counts which define the word as that which

is conventionally bounded by spaces in printing define thelr measurement
units., Even In this narrowest of senses, the study of such conventlons
might be of interest. But, it Is the search for the word mvre broadly con-
sidered which is of particular interest: Its psychological and linguistic

significance.

The word as psychological unit. The child's original exposure to lan-

guage Is solely vocal in form, we reserve instruction in writing and reading
untl] rather late In the child's development, or at least until the spoken
language is reasonably in hand. But even the chlld's earlliest vocal expe-

rience involves considerable emphasis on those isolatable units of speech
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which have unitary symboli~ value. The chiid seeks and is given names of
things and these names are typically those canvention:lized units which we
normally cail words. In those high cultures for wiich literacy ls sanctified,
the parents of children anticipate and transmit the written fanguage conven-
vions. Thus, it is the rare parent of a high culturc chiid who would respond
to a query regarding a drum, with the respcnse '""Thatsthethlirgthatguesboon,'
It i3 much more likely that the parent will pare tae response down %o the
minimally Isolatable unit of sema.tic Inient which comes closest to the con-
ventional lcxical entry ‘or that object: {.e., "drum" accompanied by an
appropriate poiating gesture rathar than 'Thatscalledadrum" or even
'""Thatsadrum.'' Further, once the child |s made literate, what may have

begun as a prlntér'§ convention |s perceived as a psychological neccessity
which takes on its own significance., Later on should this now literate

child be required to learn a second lamguage, he wili find it both effica-
cious and satisfying to learn a vocabulary 5f words for that language and
even to expand his own tongue by scudy of Its lexlicon. Filnally, the adult
speaker of a language with written traditions will unerringly ident!fy upon
request what is or isn't a word, And even, according to Greenberg, ihose

adults without writing can do the same.

The word as linguistic unit. Ascuming then that a reasonable case can

be made for the word as a psychologicai reality, there remains the question
as to whether or not there exists a linguistic definition which can serve
as an explication of the concept. That is to say, can we provide an ex-

plicit theory of 'wordness' which is independent of the user's perceptions

.14 g
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of the conventions he employs. Such an explication implies what Choinsky
(1957) has called ''explanatory adequacy' In contrast to the descriptive
adequacy which might be served by reference to the conventions of s partic-
ular language, whether written or spoken. Accordingly, it is clear that
when considered in this light, the answar to such a question (las at the
heart of the complete theory of any language and as such will be extra-
ordinarily diffleult to attain. The most modern of grammstical treatments
which would seek an account of the structure of language typlcally eschew
the problem as prem:iture, choosing Instead to assume the weaker requirement
embodied in the presumption of a commonsunsical appreciation of what a

word is as commonly understood (i.e., psychcloglcally apprehended) by the

users of the lanquage.

It is thus not acclident that one must search backward into the Bloom-
fleldian era to find attempts at a linguistic definition of the word, an
era for which descriptive adequacy was the prime conslideration. Bloomfield
(1933) attempted to define the word by reference to the formal characteristics .
of syntactic boundedness. Those minimal forms which can occur as sentences
he termed free forms and those which are never used as sentences bound forms.
Words, as they are commonly used, are those minimal utterance units which
can occur as free forms. What distinguishes words from other free forms Is
that words cannot be split into still smaller forms without ieaving a bound

form residue.
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it is not difficult to find instances of what the speaker of this
language would psychological call words which would no: be called words by
Bloomfield's definition. Ali compound forms composed of two or more inde-
pendent words (by elther the conventional definition or the definition under

test) such as penknife or yardstick provide paradoxical exceptions to the

definition. Similarly, the functors such as a or the must occur as bound
forms under the uefinition and yet they are clearly apprehended as psycho-
logically defined words. The meta=-language arguments cannot serve to rescue
the definition, for all such arguments neccessarily involve the definition
we seek as a presumption. Thus, to say that ''Thz.'" is a permissable sen-
tential response (o the question 'What is the third word of this sentence?"

would only make the issue mofé cloudly than It already is.

The word as lexical entry. Lexicography at its best represents the

structural and functional characteristics of a language as it Is conven-
tionally employed, at least, by those who are largely ruasponsible for
shaping the cultura defined by that language. At its worst, it represents
a set of normative prescriptions regarding its language hardly even chur-
acterizing its use by those pedants who would prefer proscription to des-
cription. The conventionality of either the description or prescription
of its source books Is largely dictated by the vicissitudes of publishing
and data collection. But such conventionality serves, nonetheless, to
represent the conventions of the language usage and as a normative model
of such usage to itself perpetuate those conventions. The conventions,

in turn, capture the aggregate distillation of the psychological realities
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by which the language user accounts for his language. New words and new
usages replace old conventions at the leisurely pace of slow moving pubiishers
who thus assure that the changes have already been accepted as conventions by
the majority of their users. All of these factors in combination serve to
make tne lexicographer's source book an unequaled arbiter of the problems

of defining wordness.

The word as grammatical form. Conventionality in language usage extends

beyond the boundries of wordness and arbitrary meaning to function and
structure. Grammaticai classes or parts of speech as they are more tradi-
tionally called, codify by label the functional elements which the language
user deems essential fo his account of the structures he employs. Whether
or not such labels have real explanatory meaning in the theory of language
is moot. But, again, as conventions they do have at least psychological
meaning which even if without linguistic vaiidity at least deserve recog-
nition by dint of the'unﬁversality of their acceptance in instruction and
perception. And, as before, such purposes are best served by the conven-
tionality of the language's dictionary or alternatively as in this research
by a structural definition derived from the mutual substitutability of

speech parts In language frames which model their usage.

A specia! set of problems. There exists a grey area of wordness for

which no solutions are readily available. Compound forms that have not as
yet made the complete and preferred transition from multiple words through

hyphenated forms to single units or fixed collocations too extensive in
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length to move into the hyphenated 1ife form but nonetheless function as if
they were single units, and learned forms which because of the pedantry of
their users cannot be tolerated to change, all represent exceptlional cases

for which it is difficult to devise other than ad hoc and arbitrary solutions.

Inflectional forms in those languages for which such grammatical mech-
anisms are productive do not, however, represent a particularly difficult
problem. It Is possible to identify variant forms of the simpler root form
on the basis of their derivation from a paradigm. Such a paradigm has the
characteristics of regularness and of limiting the number of variants to an
absolutely small number. Adverbs, in English, for example, are very largely
paradigmatically derived from their more productive adjectival roots by the

single pattern form of -ly.

A functor may be defined as any frce standinc word form in analytic
languages which is lexically defined as serving strictly grammatical rather
than referential functions and for inflectional languages as that morpho-
logical change of the stem which carries such meaning. This definition
facilitates the counting of both lexical forms and grammatical patterns.

In the first instance, the working definition of functor i; used to sup~
press those elements which, occurring with such overwhelmingly high fre-
quency, tend to usurp the lower-frequency, but higher information-content
forms. In this sense, ''functor' Is a convenlent catch-all for those
terms in a language which are finite in number, but which account for a

greatiy disproportionate frequency of occurrence. Display 1 illustrates
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the frequency count equivalent to their total occurrence in the elicited
samples. Words which can be generated paradigmatically from a base form
can be collapsed into the base form which will then receive a frgquency
count equivalent to the total occurrence of the paradigm membership; thus,
all variations of verbs due to inflections for person, number, and tense

can be counted as instances of the Ltase form.

A final word about word. {In the end, the final definition of wordness

rests entirely upon the conventions of usage in two senses of use. First,
we may interpret and operationalize the psychological apperceptions of the
langiage user for an answer to the meaning of word. We require only that
the user recognize and distinguish those units which he would construe as
words. We do not require that the user explicitly define or understand

the processes by which such reccgnition is achieved. Where dictionaries
exist, these source books provide the besi aygregate judgements of such
recognition, where they do not we shall have to compile such judgements
directly from the speakers themselves. In the second sense of use, it is
the purposes of our definition of wordness which must be examined. In

this paper we shall be focusing on the statistical lawfulness of word
occurrences. The test of alternative definitions of the word as unit of
measurement rests entirely upon the empirical comparisons of the outcomes
of these definitions. wuves it as matter of empirical fact, made a difference
in the characteristics of the functional lawfulness of vocabulary to define
root variants as separate or same forms? When the uses of our definition

of word are pedogical rather than theoretical, it is surely certain that
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we shall at least require other tests of that definition; tests which wiil

involve considerations which are as practical as the model tests are theoretical.

Statistics and Measurement: The Schemapiric View

Before beginning our survey of the statistical models which have baen
proposed for the distribution of vocabulary in language, it is appropriate
to forewarn the reader of the theoretical distinction between counting and
model ing, between empirics and schematics. Since that distinction has been
for some time the special concern of 5.5, Stevens, it is appropriate to
quote him on the schemapiric principle at some length. "Although measure-
ment began in the empirical mode, with the accent on the counting of moons
and paces and warriors, it was destined in modern times to find itself de-
bated in the formal, schematic, syntactical mode, where models can be made
to bristle with symbols, Mathematics, which like logic constitutes a formal
endeavor, was not always regarded as an arbitrary construction devoid of
substantive content, an adventure of postulate and theorem. In early ages
mathematics and empirical measurement were as warp and woof, interpenetrating
each other so closely that our ancestors thought it proper to prove arith-
metic theorems by resort to counting or to some other act of measurement.
The divorce took place only in recent times. And mathematics now enjoys
full freedom to ‘play upon symbols,' as Gauss phrased it, with no constraints

imposed by the demands of empir'.al measurement.

''So also with other formal or schematic systems. The propositions of a

formal logic express tautclogies that say nothing about the world of tangible
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stuff. They are analytic statements, so-called, and they stand apart from
the synthetic statements that express facts and relations among empirical
objects. There is a useful distinction to be made between the analytic,
formal, syntactical propositions of logic and the synthetic, empirical state-

ments of substantive discourse.

'"Probability exhibits the same double aspect, the same schemapiric
nature. Mathematical theories of probability inhabit the formal realm as
analytlc, tautologous, schematic systems, and they say nothing at all about
dice, roulette, or lotteries. On the empirical level, however, we count
and tabulate events at the gaming table or in the laboratory and note their
relative frequencies. sometimes the relative frequencies stand in isomorphic
relation to some property of a mathematical model of probability; at other
times the observed frequencies exhibit scant accord with 'expectations.''

(s.S. Stevens, 1968.)

It is obvious that Stevens might as readily and appropriately have cited
the counting of words in the above passage. Adopting this schemapiric point
of view, we shall for each of the models of vocabulary distiibution to be
reviewed, separately examine the schematic assumptions of the models, their
fit to the empirical data and the psychological justification of those as~-
sumptions. But before proceeding there is still another consideration which
must be addressed by any statistical model designed to account for an empir=-

ical domain, namely, the methodological problems of sampling.
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Methodological issues in sampling. If one wishes to construe a selected

corpus of language to be representative of some larger body of language of
which that corpus is sample, the researcher is compelled to provide a
rational defence of the sample's representativeness. Selection by random
strategy is designed %o provide such Justification on the grounds that a
random sample requires that all members of the population had equal prob-
ibllity of being selected as members of that sample. Under such rationale,
the occurrence frequencies of the units of analysis are both efficient and
unbiased estimators of the population probabilities of those units. But
then two problems arise, random with respect to what and how are we to
translate random into a set of explicit procedures? The overwhelming bulk
of research on vocabulary has concentrated on the written forms of language,
the numger of worthwhile spoken analyses numbers less than half a dozen.
The preceding sections have reviewed and evaluated these studies. The
populations represented by the spoken and written forms of a language are
both different and same when viewed from differing standpoints. We have
argued that at the leve! of the functor, the vocabularies of speech and
writing are as allke as the linguistic code is inflexible with respect to
their grammatical function. At the level of substantive choices, the two
are as sepgrate as the distinction made by the culture between informal and
formal styles of communication, with an extensive penumbra area of overlap
between those styles at the level of the higher frequency substantives. And
from still another viewpoint, the two communication forms may or may not

be different with respect to thelr schemapiric lawfulness, a consideration

which we are now deferring.
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But in a sense even the distinction being made between speech and
writing is itself artificial for some purposes. Plays are written to be
spoken and all writing must be speakable if it is to conform to its parent
linguistic code. Nor is it simple to classify the procedure which this
research proposes as the optimal sampling strategy; that of eliciting re=-
stricted associations from the users of a language. That procedure is
designed to bypass the written-spoken dichotomy by sampling from the
highest frequency items of the users vocabulary. The rationale of that
assumption, In turn, rests upon the spew hypothesis. Under that rationale
the problem of corpus length is also largely avolded, for no aitempt is
being made to fully sample the entire frequency range of vocabulary items
as they appear in the population. The spew hypothesis quite simply posits
that ""...the order of emission of verbal units is directly related to fre-

quency of experience with those units." (Underwood and Schulz, 1960.)

A number of studles have provided strong support for such an assertion.
Johnson (1956) demonstrated that 842 of the most frequent associations to
the Kent-Rosanoff stimull occured with a frequency nf N times or more per
million in the Thorndike-Lorge list, whereas oniy 48% of the least frequent
responses had equally high ratings. Howes (1957) computed the correlation
between frequency of associations to the Kent-Rosanoff list and frequency
of words in the language to be .94 if functors are excluded from considera-
tion. The effect has even been demonstrated when subjects are asked to
provide male given names; those names which occur most frequently in the
written language are also those most likely to be given by a subject (Cromwell,
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1956) . Bousfield and Barclay (1950) have also demonstrated that the order
of emission of verbal units Is directly correlated with their frequency of

occurrence in the language.

Taken In its weakest sense, the spew hypothesis is not an hypothesis
at all. It is obvious that if emission of verbal units is taken to include
all uses of the language, the complete tabulations of such emissions are
the frequencies of those units. But in Its strongest sense, the spew hy-
pothesis provides a sampling strategy for estimating the total linguistic
probability of verbal units. Construed as ad libitum responses, associa-
tional responses obtained from subjects provide a higher face validity

procedure for estimating the frequency of spoken language units,

Either spoken or written data suffer from several inherent difficulties
which accure to the nature of natural language codes. The lawful statistical
nature of such counts always produces a frequency ordering In which roughly
half of ths occurrence types have token realizations which are at the limits
of measurement: i.e., have single occurrence frequencies. Probability es-
timates of population frequeicies from such inherentiy errorful sample fre-
quencies are statistically unreliable., At the high frequency end of the
distribution of such word samples one consistently finds that function and
interstitial words account for disproportionately high percentages of the

total sample. The situation is roughly analogous to using the Wall Street

Journal to determine the freguency of English units. From such a data base,

ordinal numbers and fractions would dominate the frequency distribution of
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this disparity. In English, nouns, adjectives, verbs, and "pure'' adverbs
comprise over 99 percent of the total available vocabulary presented in

the Shorter Oxford English Dictionary; in contrast to this, we have for

all the remaining parts of speech not more than 650 words. Yet these

two groups provide approximately equal proportions of the total word usage.
While all Group Il words in English are not strictly ''functors'', they all
share three faatures of functors: (1) they belong to a small, limited,
isolatable class; (2) they have paradigmatic features; (3) they occur

with extremely high frequency and, thus, suppress non-functor!ike Group |
words. It is, therefore, our contention that functorlike words should be
treated separately, both for lexical counts and, as It turns out, for

grammatical pattern counts.

In the case of strictly inflectional languages, the paradigmatic func-
tors will occur as bound forms in traditional orthography. This presents
no problem other than identifying these forms and coding them in such a
manner that the ''‘root' form will be the entry into the frequency count.

In Latin, for example, agricolae would be subsumed into agricola.



Approximate Occurrences of Parts of Speech in

Shorter Oxford English Dictionary

Group |
Nouns 58,000
Adjectives 27,000
Verbs 13,500
Adverbs (*) 150
98,650 (approx. total)
Group |1
Pronouns 100
Prepositions 100
Conjunctions 50
Aux. Verbs 10
Articles 2

——————

262 (approx. total)

(#) Counts only '"pure'* adverbs not derived paradigmatically from adjectives

Display |. Estimates of vocabulary words in different parts of
speech available In the English language (Yule, 1944).
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If the text contained one Instance of agricolae and one of aarieola, the

frequency tally would show agricola as occurring twice.

However, pure analytic and pure inflectional languages are the excep=-
tion, not the rule. Therefore, the treatment of "functors'' in the hybrid
languages must allow for the uncluttered tally of words, yet preserve the
grammatical patterning of occurrences. Thus, in German, for example,
sum kleinen Kind would be coded as preposition-definite article-adjective-
noun for grammatical pattern and klein would be tabulated in its base form
for frequency tally. Similarly, in English, eat and ecats would appear as
two occurrences of cat, since, in English the two forms can be considered
as co-occurring items of a paradigm. Verbs would be treated similarly for
frequency counts. The total tally for the verb, run, for oxample, would

include occurrences of paradigmatic forms such as Mmn8, ran, and running.

There are other common words which should be given separate treatment.

For example, numbers, certain kinship terms, days of the week, month of

the year, and the like require special attention. The term Monday should
be taken to inciude the terms for the other days of the week as though it
were a root form from wnich the others are derived. Thus, all names for
the days of the week which are elicited would contribute to the frequency
total for the base form, arbitrarily taken to be donday. Similarly, in

English, the terms for the members of the nuclear family (father, mother,

son, daughter, brother, sister, husband, wifé) should share a position in
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the count. Functors, as Is the case with numbers, are important to the
language, but they displace and minimize the Importance of the other sub-
stantive form classes because of their overwhelming prominence in natural
languages. Foreign language Instruction has typically met this difficulty
by sub-dividing the lexical units of the language into separate form classes.
Such Yorm classes are fundamental to any description of a language. They
function at elemental levels in both phrase structure and transformational
rules. The speaker of a language only rarely can make explicit the category
rules which define such grammatical classes and, even in these rare cases,
such explicitness Is typically incorrect. However. the speaker does use
such rules in the construction of any utterance, his inability to provide
an explicit account of the nature of those rules is not evidence against
their functional utility. If the speaker Is glven 2 contextual frame which
calls for a unit from a particular grammatical class, the speaker can pro-
vide an appropriate completion, Further, the chuice of the particular
completion within that functional class is apparently dete:mined by the
frequency of experience of that unit. Thus, elicitatioé procedures which
call for grammatical class associations in specified frames simultaneously
solve two problems otherwise 2ncountered in frequency counts: 1) all token
frequencies are automatically marked by function class and 2) frequency
determinations of unit types are separately determined within function

class, thus increasing the pay-off yield of the data collection.

For the models of continuous language samples to be reviewed, the

issue of corpus length Is as crucial as it is difficult to answer. Rapoport
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(1965) addressing himself to this problem with regard to speech samples has
argued that:

"In the selection of speech to be analyzed, the question of how long
the transcript should be, though practically Important, is not easy to
answer. Intuitively it would be nice to have very lony transcripts, 5000
words or more, in order to get a substantial sample of the subject's vocab-
ulary. Practical considerations, on the other hand, call for smaller
samples. In addition, it might not be feasible to obtain very long samples
of connected discourse from the subject. Without considering some excep-
tions, people usually do not utter 5000 words and more In one session on
the same topic. It seems that a proper solution to the length of the trans-
cript is an empirical one. Sample sizes should be considered within the
range where the mathematical form of the observed distribution of word-fre-

quencies is not markedly changed."

And then after reviewing data similarly collected by Howes and Geschwind
(1962) who clalmed that: 'These data show that even for samples of 1000
'words. there is excellent correspondence between the theoretical equation
and the empirical distributions. The considerations suggest that for most
purposes samples of 2000 words are adequate for gstimating parameters of
[spoken] wo:‘d-frequency.'', Rapoport concludes that: ''It thus seems that
the sampl: sizes used [in the Rapoport study] (betwezn 1000 and 5600 tokens)

are appropriate."
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As substantiation of this conclusion, an inspection of the follow!ng
analysls Is revealing. The accompanying tables compare the occurrence
frequencies of the first 400 lexlcal types as obtained from the vocabulary
counts compiled by Kufera and Francis, Black and Ausherman and Carrol!
(American Heritage) for adult written, spoken and chlldren's texts of
English, respectively. Starting with the Kufera=Francis count as compar=
ative basis, each of the remaining counts has been reordered to correspond
to that count and so that any word type not within the first 400 entries
of the comparision counts was deleted from the print-out. The three counts
represent the most extensive and up-to-date counts of thelr respective types.
The Kulera-Francis and Carroll tabulations are based on counts of more than
one million and five million running words, respectively. The Black-Ausher-
man count of spoken English Is based on a data base of some 288,000 total
words. The three counts, thus, represent samplings of spoken, written,
adult and child language and display a broad range of both stylistic and
content differences. The first 400 types of each count, respectiveiy,
account for 60, ok and 79 percent of their totals. It will be observed
that with the exception of the word, YEARS, which Is not within tlie first
400 words of the Black-Ausherman count, the first 100 entries of the Kulera-
Francis count are matched by identical occurrences In the other counts.

But more importantly, the order of occurrence of these matches is remarkably
similar. Pearson-product moment correlations of the frequencies of these
Items among the three lists are all in excess of .95. In fact, even when
the correlations are taken over the entire 400 word types, the correlations

among the llsts are still In excess of .65. Thus, despite the differences
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which can be expected to accrue to these differing versions of English and
their respective differences In corpus slze, the occurrence and order of
the highest occurring tynes Is substantlially unchanged. It is also clear
that these highest frequency items are nearly uniformly functors. Where
differences exist In the counts, those differences with only few exceptions
obtain for the substantive items. As one proceeds deeper into the frequency
lists, although In absolute terms still barely into the total number of
types (86,741 for the American-Heritage count), one Increasingly encounters
greater and greater |deational influences reflected by the differences in
the data sources. For example, the Black and Ausherman count used military
personnel giving extemporaneous speeches as their data base, and words such
as WAR, GENERAL, SERVICE and ATTACK should not be expected to occur in a
count of the language of childrens' texts for which the primary colors,

numbers and body parts would be expected.

In 2ddition to the question of optimal sample size, there still remains
the question concerning the method of sampling. The samples must be suffi=
clently scattered with respect to subject matter so as to avold the vocabalary
blases Inherent In the ideational clumping which characterizes language. Yule
(1944) has specifically rejected the random strategy of sampling in favor of
spread sampling. This technique spreads the sample as uniformly as possible
over the whole range of the work to be sampled. Yule's suggestion was to
select a sample of words from each page, the words being samples within the

page unit taken either at random or from a continuous passage of a prespec-
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ifled numbar of lines. It should be observed that the technique which we
have employed for the sampling of American television in this research is

a spread sample based upon randomly selected continous segments of five
minute duration. The procedure is quite straightforward. A clock acti-
.vates a4 tape recorder for a five-minute interval during each hour of total
speech time. The specific five-minute interval is varied in a psuedo-random
fashion so that different five-minute segments are sampled at each hour.

The technique for accomplishing this sampling is instrumentally simple. The
minute and hour hands of a normal clock coincide at a different locus during
each hour of a day. The specific time of coincidence is given by the equa-
tion:

; sh
(0) h:5h + 3

assuming the clock is started with the hands at 12 midnight. Thus, for
example, the first coincidence of the hands would occur at 1:05.3, the
second at 2:10.8 and so on. As real time progresses through the day, the
five-minute sampling segments precess further into the hours. in order to
avoid this consistent precession, the clock Iis randomly started at a dif-

ferent clock time each day.

Notational conventions. For convenience and consistency, the following

notational definitions will be employed in this paper. A word token, i.e.,
any occurrence of a word unit, will be symbolized as Nb and the total number
of words as simply N. Let £ be the number of different words in the sample;

i.e., the total types, and Kv symbolize a particular word type. For any word,
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W, the symbol, N%. shall stand for the frequency of that word in the sample.
The symbol, %, as subscript Indicating frequency will also be used to des-
ignate the n, number of different words having the same % frequency. Thus,
we may define the probability of a word type In a sample as the relative

frequency:

() ptw="esn
or the probabllity of the n, words of glven occurrence frequency as the
relative frequency

ni/

(2) pin.)=""n
Since the notation W% must unambiguously refer to the frequency of a word
type, (1) will alternatively be expressed as:

() pw=u
The fraction of the entirc sample of types having frequency 7 will be des-
ignated as:

"/

(3) o= g

and the fraction of the sample made up of tokens with frequency 7 as:
in, . _

A frequency ordering of the ¥ words by Z, such that larger values of 7 have
higher rank, may be ordinally transformed by assignment of ranks, r, with
ties in rank given the average rank position of the equal 7 frequencies.
Thus, the relation:

(5) 2 =C, where C is a positive constant,
expresses the regularity first noted by Zipf of the relationship between

rank and frequency of word types.
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If values of n. are plotted as a function of 7 one obtains a distribution
known as the type-frequency distribution. Alternatively, If one plots ini
as a function of 7 one obtains the distribution known as the token-frequency

distribution, either distribution being a word frequency distribution.
These definitions will suffice for most of the following discussion,
where special symbols are introduced their definitions will be glven at

that time.

Four Models of Word Frequency Distribution

Four quasi-distinct models have been proposed as schematic represen-
tations of the claimed regularities of word occurrences in natural lan-
guages. These models are those proposed by 2ipf, Mandelbrot and Yule and
the lognormal distributions proposed by Herdan. Each has been proposed
as the best schemapiric representation of the language observations and
each has been critized on both schematic and empirical grounds. As we
shall see, however, the lognormal model has received the most attentlbn
and, at least, at this date appears to be the more robust of the alter-

native formulations.

Zipf's "law', It Is fair to say without severe risk that all of

this began with G. K. Zipf (1935, 1949).' it Is also not very risky to

say that his contribution is probably limited to his role as originator

IIn point of fact, the observation of regularity between a word's f requency
and its rank in a sample had been made by both Estoup (1916) and Willis (1922)
before him. Zipf, nonetheless, was largely responsible for the subsequent
proliferation of theory and research on the topic.

AL
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and not to his so-called ""law." 2Zipf's observation can be expressed
simply. |If each word type of a frequency sampie is assligned a rank value
corresponding to the decreasing frequencies of these word types and
plottad as a bi=logarithmic function of those frequencies, the relation~
ship will be roughly linear with slope of approximately -1, 2ipf saw
this regularity as a natural consequent of the principle of Least Effort.
According to thls principle, the speaker prefers 'a small voctabulary that
wiii spars him the effort ‘nvolved in selecting the exact words needed to
encode his message’' whereas the listener prefers ‘'ia large vocabulary that
will spare him the effort involved In detarmining which of several alter-
native messages the taiker intended. The speaker was in Zipf's terms
driven by the Force of Unificatlon and the listener by the Force of
Diversification. 2ipf presumed that the equilibrium state constituting
the resolution of these two opposing force, produced the rank-frequency
relation. Whether or not such forces Indeed exist in either the individ-
ual or aggregate language user Is moot. But even If they were to exist,
it is urlikely that they would supply an explanation of the particular
form of the bi-logarithmic relationship between frequency and rank claimed
by Zipf. The most telling criticism which by now has become almost hack-
neyed is that rank and frequercy are of necessity lawfully related not by
empirical observation but by definition. The interval scale of frequency
when collapsed into tne ordinal scale of rank necessarily is a negative
monotone of that rank. Thus, the primary observation captured by the law

is trivial. Nonetheless, it can be argued that there are an infinite
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number of negative monotones which are possible under the definitional
relationship between ordinal and Interval scales, Al though ‘the bi=log-
arithmic transformation proposed b Zipf defines a specific and unique
such monotone, It has been demonstrated time and again, that the bi-iog-
arithmic transform provides a very bad fit to the data at either the high
or low frequency talls of the distribution. The regularity only holds

for the narrow middle range of frequencies.

Mandlebrot's distribution, Mandelbrot's (1953) publication of an

information theory approach to language statistics constituted what amounted
to = mathematically rigorous defense of 2ipf's observation. Where 2ipf has
been vague, imprecise and mathematically naive, Mandelbrot rigorously derived
the rank-frequency distribution from mathematical arguments based upon
precisely defined quantities. Rapoport (1965) has provided an explication

of Mardelbrot's model which because it cannot be equaled in clarity Is here

preiented,

Consider the rank-frequency distribution, where the most frequent word
has rank 1, the next most frequently occurring word has rank 2, and so on
to the least frequently occurring word in the vocabulary of K words in the
sampla., Associated with each word Is its probabllity of occurrence,

p(r), r=1, 2, ...., where r is the rank of a specific word.

Assoclated with each word there is also a '‘cost' of producing it, The

question which arises Is, If the assignment of probabilities to the several
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words of vocabulary Is under the control of the user of the language, which
assignment will minimlze the average ''cost" per word? The answer ls ob-
vious = use the 'cheapest' word all the time. However, by using the same
word all the time no information can be conveyed from the speaker to thsz
listener. Hence, Mandelbrot suggests using Shannon's measure of information

(6) # == g?(r) log p(r),

r=|

where p(r) are the probabilities of occurrences of the words. Formula (6)
gives the amount of Information per word in the samp'e of speech. This
formulz, together with that for '‘cost' to be given below, enables Mandelbrot

to frame his law in a mathematical form.

Now, if o fixed amount of Information Is given per word, the question
arises which frequency distribution will give minimum average ''cost'' per
word. Or alternatively, given a fixed average ''cost'’ per word, what will
be the frequency distribution of the words which give:x maximum information
per word? !t C(r) be the ''cost'' of the r~th word. The average ‘'cost"
per word is given by

( ¢
7) ¢ = L, p(r)C(r).
The problem is then to maximize ¥ subject to the constraints:

K
(1) E ptric(r) = C;
r=|

K
(i1) T ptr) =1,
r=|
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Use of LaGrange multipliers gives the equations

8 ,
(8 '5-};-?-;)- (- ﬁp(r)logp(rz +A j L P(rIC(r) +A zzp(p)] =0,

r r

ne l' 2. LU ] K,

where A'. Az are arbitrary multipliers. The system (8) solved for each
p(r), give

(3) prr) = VAt C(r),
where M is the base to which the logarithms are taken. The constraints
on the problem determine the values given to the arbitrary multipliers
A, and A,. Settlny

| 2 A=

(10) Bauy? |
and
(ll) B = -A'.

it is possible to write

(12) ptr) = wBC(r).

In order to obtain Zipf's formula from (12) it Is necessary to show that
Clr) is a logarithmic function of the rank r. Mandelbrot does this by

giving the equation for the number of words, N(C), of a given cost C as:

(13) wN(c) = C(C-C') + H(C-Cz) + 000 ¥ N(C-Cb),
where C|, Cz, v CG are the 'costs' of the Individual '"letters." Ffor
large C the solution of (13) Is approximately

(V4) c¢(r) ZogM r,

where M is the largest root of the equation

G
(15) & M Cb =1,
g=1
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and is the same M of formula (6). Substitution of (14) Into (12) gives

(16) p(r) = P Blogyr - ppB,
This is the proposed formula for the rank-frequency distribution. Mandelbrot
reports that this formula is not valid for small values of r, and suggests
other formulas. A more exact formula js given by

(17) p(r) = Qtrem)~%,
where @ and m are constants. When 8 > |, and R = B, an improvement of

formula (16) is given by

(18) ptr) = B(B-1)PP" (rep)75.
Formula (18), which according to Mandelbrot ''turns out to be experimenta!ly
excellent'" (196lc, p. 195), was dervied by Mandelbrot from some expirical
considerations. Although not presented here, Mandelbrot has also shown
that the type-frequency distribution may be derived from the same initial

assumptions.

The critical assumptions in Mandelbrot's model Involve the notions of
'"'cost' and '‘'letier''. By minimizing '"cost'', Mandelbrot establishes the
relationship between it and frequency and in turn by defining that minimum
in terms of ''letters'' as constituents of a 'word" he derives the relation-
ship between ''cost'' and rank. Thus, he is able ultimately to establish the
desired relationship between frequency and rank through the common construct
of 'cost per letter." Although there is no essential requirement that these
hypothetical constructs be defined in any way other than as specified by

their mathematical definitions, i.e., schematically, there is considerable
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utility in finding psychological justification ror them in an attempt to
provide explanatory rather than descriptive adequacy for the assumptions.
Mandelbrot has suggested several interpretations for his notion of cost,
particular among these being the time required to read a word. ''Letter"

in turn can be either phonemes or graphemes, the total cost of a 'word"
becoming the sum of the constituent element costs. These elements demarkad

by a unique element, e.g., space, then define word.

Mandelbrot's model, sophisticated and rigorous as it is, and notwithk=
standing the interesting and potentially productive psychological implications
implied by the notion of cost, suffers from the same criticisms which have
been appiied to Zipf. The empirical data still dc not fit the model for
extreme values of i and the parameters of the distribution are still highly

correlated.

Yule's distribution. Using Yule's (1924) analysis of the distribution

of the frequency of species within general classifications, Simon (1955)
proposed that Yule's distribution could provide a model for the distribution
of word types within frequency classifications, i.e., for type-frequency
distributions. Again, following Rapoport's exposition which, in turn,
closely parallels that of Simon (1955, 1957), the model can be presented

as foliows:

Consider a text that has reached a length of ¥ words. First assyme

0  1ep




that the probability that the (N+1)=-at word is a word that has already
appeared exactly 7 times is proportional to ini = that is, to the total
number of occurrences of all words that have appeared exactly 7 times.
Then assume that there is a constant probability, a, that the (n+l) word
Is a new word - a word that has not occurred in the first ¥ werds. Given
the above assumptions, Simon derives the following distribution function
for the number of words used exactly 7 times.

l

* .
(‘9) n'l: = nl B(?r,'-l—__a_+ l).

*
where ny is the number of words which appear only once in the sample, B is
the Beta function and g is a free parameter assumed to be constant for

different sample sizes.

It is shown (Simon, 1957, p. 151) that

(20) n:‘= XK,
2~a

where X is the total number of types. Simon shows that when a is small,
equation (19) simplifies to
K
(21) n; = )
For large 7, an approximation for (21) is

(22) n?: = ___K__ ’

.2
2

which Is equivalent to the Zipf relation (equatlon 5).

The first step in fitting the distribution expressed in equation (19)

to word-count data is tu get an estimate for q, the assumed constant pro-
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babllity that a new word will be added to the text. It would be possible,
*
of course, to count n and to solve equation (20) and al!l subsequent terms

may be obtainad by applying a recursive formula to the Beta function:

(23) ny = Lralli=l mp

There are three characteristics which are generally observed in type-
frequency distributions, and which should be accounted for by any model
for type-frequency distributions., First, it Is observed that type-fre-
quency distributions are J-shaped distributions with very long tails.

The tails can generally be fitted by the function

1
(24) n, = (22,
1 m
A
where a, b, and m are constants. Simon (1955) shows that (19) fulfills
this requirement. Another characteristic of observed type-frequency dis-

tributions Is that the parameter b in (24) is generally very close to 1,

and m is very close to 2. In this case, (24) becomes

. a
(25) ro=
which Is the same as (22) when a, the constant, is replaced by X. A

third characteristic Is that the following relations:

(26) s _ 1
K 2
n
2 _ 1
(27) nl 3 »
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seem to hold approximately true for observed type-frequency distributions.

K K

The same relations are easily obtained from (21), (nl *TeN° 5

n, = ke w K. 2nd hence T2 K2 o 1 The function sugges ted
2" 3ze) "6 ny 8K 3 /e Thetun uggeste

by Simon thus has all the above desired characteristics.

The model assumes a Markovian generator for which the probability
of any particular word Is dependent upon the probabilities of the preceeding
words. A generator whose states are determined by the proceeding states
has high face validity as a model of a speaker. Unfortunately, however,
Simon must also assume that the state sequences are ergodic. That Is to
say, that the probability dependencies between states do .ot change over
time. Simon, In fact, has confessed that ''It is known empirically, at
least for the most straighforward application of the model, that = (K), the
rate at which new words appear In text, is, in fact, not a constant but a
slowly decreasing function of K." (Simon and Van Wormer, 1963, p. 204).
Airon and Wolfe (1964) have suggested a mechanism by which such dependencies
might change over time for the lognormal model to be presented later in

this paper, but It is difficult to fit such a mechanism into Yule's model.

Simon argues that psychological justification of his model can ka2
established by assuming that language Involves the p:ocesses of association
and imitation. He claims that the speaker's choice ~»f messages Is deter=-
mined by imitation of the messages used by other speakers and that the

sequential dependencies of these messages are determined by the associations
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established by linguistic experience. Both processes might indifferently
be applied to any stochastic model of the speaker. Both processes undoubt-
edly do have some influence upon what might be called speech habits, but
as a general model of the speaker all such stochastic models have been
shown to inadequately represent the novelty and innovation which make up
the greater part of the speech process. Even were we to set aside these
theoretical arguments, however, there would remain the fact that the
hypothes ized distribution in fact represents a rather bad fit to the
empirical facts. Herdan (1962) concludes that ''The discrepency between
[Simon's] theory and observation is such as to invalidate Simon's claim
that his model fitted word-frequency distribution in the whole range of

the variable."

The lognormal distribution. Because of Its particular pretinance to

the theoretical justification upon which our research rests, the following
earlier study by the author in collaboration with Ms. Sharon Wolfe (Miron

and Wolfe, 1964) is presented here In its entirety. It provides evidence

of the generality of the lognormality of the vocabulary derived from word

associations elicited as reponse to stimuli embedded in linguistic frames

and hence of the validity of such a procedure for ascertaining vocabulary

distributions as a substitute for those procedures normally employing

continuous text,

Among the several alternative theoretlcal laws of word-frequency

distributions which have been advanced, tie most recently has been the
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suggestion that such distributions conform to the class of skew normal
distributions. Herdan (1961), notably, has brought together a serles of
studies the import of which is to establish that the frequency distributions
of the number of words sharing the same frequency of occurrence are log-
normal. iowes and Geschwind (1963) and Rapoport (1965) have used lognormal
transformations of word frequencies with success in characterizing the ad
libitum speech of aphasic patients and normals. And most recently, Carroll
(1971) has used the Lognormal Distribution to characterize the extensive
vocabulary samples complied in the production of the American-Hert igage
Word-Frequency Dictionary. The present paper represents an attempt to
investigate the applicability of the lognormal distribution to word-asso-
ciation responses in a variety of languages when those responses are

restricted to qualifiers.

Kapteyn has shown that a random positive variate, the change in which
is determined by a random proportion of the momentary value of the variate,
will be lognormally distributed provided the assumptions necessary for the

central limit theorem are met.

The probability of responses In a standard word-association task, from
the viewpoint of the habit-hlerarchy pusition, can be considered a positive
variate which is the outcome of a discrete random process. Assuming, in
addition, the existence of some factor or factors operating to produce mo-

mentary changes in this distribution, it is reasonable to expect that the




resultant overall probability distribution should be lognormal in form. In
principle, the change effect was originally postulated by Hull as Influencig
the momentrary response probablility through the operation of an oscillatory
mechanism, P It therefore appeared appropriate to inquire whether the
probability distribution of word-association responses could be shown to
conform to the hypothesized distribution, with a view toward identifyling

the response analogues of the necessary conditions for the genesis of that
distribution, if it were appropriate., In addition, it was felt that the
parameters of such a distribution might reflect certain aspects of the

linguistic habits of Ss from different speech communities.

METHOD

Subjects. One hundred males of high=school age in each of 12
linguistic communities were used in the study. All Ss were nominally
monol Ingual speakers of the mother tongue of the community of which they
were resident. Thelr ages ranged between 13 and 17. The 12 languages
and places of origin of the data comprisisng the sample were as follows:
Afghan-Farsi (Kabul, Afghanistan); American-English (Decatur, I1linois);
Arabic (Beirut, Lebanon); Cantonese (Hong Kong); Dutch (Amsterdam, Holland);
Finnish (Helsinki, Finland); Flemish (Brussels, Belguim); French (Paris,
France); lranian-Farsi (Tehran, lran); Japanese (Tokyo, Japan); Kannada

(Mysore, India); and Swedish (Uppsala, Sweden) .

Teating Instrwment. A standard testing procedure for eliciting qual-

ifier associations to each of 100 stimuli was devised and appropriately
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modified for testing in each of the sample languages. The S$s were told
to place each of the 100 substantive stimuli in a common frame sentence
and to complete the frame by supplying a single qualifier which in their
Jjudgement would appropriately fit the frame. For the Engl ish~speaking Ss

the frames were: '‘The BUTTERFLY.' and ''The BUTTERFLY is

.'' Both frames define Fries (1952) words of Class 3. The par-

ticular test frames or frame varied from language to language as the syn-

tactic requirements of qualifier distribution varied.

The 100 substantives were selected from a pretested pool of 200 items.
The original 200 items in turn were drawn in part from a list of items used
in glottochronological investigations purported to be of wide linguistic
applicability from the Kent-Rosanoff list and from category headings used

by the Human Resources Area Files index.

Testing Procedure. Testing was carried out in the class rooms of the
schools, Ss being run in large groups comprising the normal class. Com-
plete testing for the 100-stimull final list required approximately one-half
hour. The Ss were instructed to attempt to supply an associate to all items
but to omit any items with which they experienced inordinate ifficulties.
Tho 100-item final stimulus 1ist was derived from the tests administered in
Finnish and English for the 200-item lists, the procedures being identical
to those used in later tests except for the increased length of task in

these two countries,
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Seoring Criteria. All associated responses were inspected by native
speakers of each of the languages for non-conformity to instructions. Re-
sponses judged not to be admissible within the test frames were discarded.
Such discarding of responses, however, was kept to an absolutely small
limit, doubtful instances being retained. All grammatical inflections and
orthographic variants were regularized to a single consistent form, with
only difference in root forms being considered instances of separately dis-
tinct responses. Combinations of free morphemes, multiple=word or phrase
responses and neologisms were accepted. In all instances the assumption
was made that S's response was acceptable unless the response in questicn

was clearly deviant from minimal usage standards.

Method of Analysies. Each qualifier type has an associated frequency
of occurrence representing the total number of occurrences of the type a-
cross all Ss over all stimuli. The types can be classified by occurrence
frequency: category i contains all n types which share occurrence firequency
f%. It was hypothesized that the distribution of the random variable F,
which takes on values fi. is lognormal; i.e., If the variable X = log F is
introduced, the distribution of X is normal. This is expressed in the
equation P(X ¢ log f.) ¢ (3Iogf ), where ¢ is the standard ncrmal cumulative
distribution, f is a particular o;currence frequency, and zlogfé (uug,i-u/o).
Thus, thie probability of obtaining a category with frequency of occurrence
500, for instance, Is given by ¢ (zlog Soo) - ¢ (alog “99). Another way of

interpreting this statement is to say that the probability associated with

occurrence frequency 500 is simply the proportion of types which are expected
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to have occurrence frequency 500. The empirical estimate of this probability,
in turn, Is simply the number of types actually occurring with frequency 500

divided by the total number of types.

These empirical estimates of the probabilities were used to obtain
least-squares estimates for u and g, the parameters of the normal distri-
bution. Fer category %, Eijal nj/ht gives an estimate of the cumulative
probability, which can then be transformed with the aid of standard normal
tables to a z-score. This transfurmation In turn ylelds a set of empirical
2-scores, where 3; = (logfk ~ W) /0. This equation is linear in both of
the varlables, 2 and X = logF; accord!ngly the least-squares solutions to
the general linear equation 2 = mX + k were obtained such that m = /o
and k = -u/a. Once the least squares solutions u and o were obtained,

predicted 2-scores, Z = (X - u) /o were calculated, and the predicted cumu=-

lative probabilities ¢ (2) were obtained from normal tables.

it can be shown that if the distribution of occurrence frequencies for
types is lognormal, the first moment of this distribution defines the dis-
tribution of occurrence frequencies for tokens. The total number of tokens
in category ¢ is simply the product of f%, the number of tokens for each
type, and ni. the number of types sharing this occurrence frequency. Here
again, P(X < logf.) = ¢ (zlogfk)‘ However the estimate of ¢ here is glven
by 3£J=z "jfb’ the total number of tokens occurring in categories of occur-

rence frequency fk or less, divided by the total number of tokens, anf3.
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The least-squares estimates for u and o for the token distributions were

calculated by the same method as for types.

As a further test of the lognormality of the distributions for types
and for tokens, it can be shown (see Herdan, 1961) that the jth moment of
a lognormal variate with parameters Hog and 02 is also a lognormal variate
with parameters “j = U, + j°02 where logarithms are taken with respect to
the base ¢. For this study, with X = logF, the mean of the jth moment
becomes “j = "o + logelo'j'oz. Thus the variance for tokens should equal

the variance for the types distribution, and the means should show the

relationship expressed above; since j = | in this case, the equation bgcomes

2

utokens-“types
RESULTS

Figure ! displays the primary results of the foregolng analysis for
each of the language samples. If lognormality holds and if the f; are
plotted against cumulative proportions on lognormal paper, a straight-line
graph should result. Although none of the extant slgnificance tests commonly
employed for estimating goodness of fit is entirely appropriate for functions
of this kind, inspection of the figures clearly indicates sensible linearity
tor a major proportion of the transformed empirical points. Correclation
co-efficients computed between preaicted and obtained a-scores ranged be-
tween 0.900 and 0.999 for the tvpe distributions and between 0.900 and 0.998

for the token distributions. Since the squared correlation coefficlent gives

159

I ‘ - 1 (\t




Estratio Leaworatar Fase

JETT

—e®al,

Tante §

RS, TEANSTORMATION

~' N&TANTS,
DrTesMiNatiovs ¢x wiierr Basgp

ANXD Ntaggn o

A

100

(X

Languace

Toaens

AR

i

(2

m

»

Aralic
Cantonesc
Dusch
Englich
A-Farsg
I-Farsd
Fianish
Fleniish
F-ench
Fipanese
Narada
~wedish

-08
2370
1332
18
1681
7z
1272
<0G
1366

Rati]

(12

nc3

)

- as me me

P e e e s

‘e
‘oo

P
V3

A2

r, we e
A et Ve O

- 4
-

033
—C.07
—0 01
-1
—ns3p

¢ 03

0.03%

.

C
S8

0.41

) s et we e

bt e e et e e

.e

CR I o WY
Q == e 'ne

g

Fa)

e
'

—1.33
—1its
—1s7
—109
-=1 A
—tar
N Y

[

s P md s

alr

[$)
.

P

N =Num'»: of word

ar tekene shtained, # = numbee i ocurreace catesorics. and o arce

3.
~

aAr~ cLrstl

#in the Lirvar

e

O

Aruitoxt provided by Eic:

E



the proportion of variance of the obtained distribution accounted for by the
predicted distribution, the fit would seem to be remarkably good. It is
still entirely possible, however, to find that the remaining variance,
despite its small size, Is large relative to the error and hence significant.
At least three considerations, however, militate against attempting to test
the significance of the departure of the data from the hypothesized distri-
butions. First, the values of the occurrence frequency variable cannot be
considered independent. Second, there are pronounced end-effect distor-
tions in these distributions due to the finite size of the sample and to

the finite and variable step increments of the occurrence frequencies. Alsu,
the precision of estimates of the prohabilities for each occurrence frequency
is necessarily greater for categories containing large numbers of responses
than fof those categories containing few responses; accordingly the various
occurrence-frequency categories should not be given equal weight in estimating
departures from lognormaility, The thlrd argument involves the logic of
significance testing. Given the impressively large proportion of variance
accounted for by the hypothesized distribution, it does not seem reasonable
to test the unexplained variance., For practical purposes, the best estimafe
of the position of an undetermined point would be that provided by the |

parameters of the fitted curves, the least-squares estimates of which are

displayed in Table 1,

‘t will be observed that the language distributions displaying greatest

differences In slopes (variances) are those for Afghan Farsi and French. Of
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all the languages, Afghan Farsi exhibited the flattest slope (highest vari-
ance) for both type and token distributions, indicating for this group of
respondents that responses tended to be evenly distributed across occurrence
categories. The French data, on the other hand, tended to have greater
variation in numbers of responses in the different frequency-of-occurrence
categories; i.e., the French distributions displayed lowest variance and
steepest slope. Inspection of the u estimates indicates that the difference
in variances of the distributions for these two languages is apparently
attributable, in part, to the greater number of single-occurrence responses

in the French data.

The preferential emmission of either low- or high-frequency qualifiers
undoubtedly has its basis in either or both linguistic and cultural charac-
teristics of the speech comnunity. Samples with high mean occurrence fre-
quencies reflect a preferential usage of qualifiers elicited from most of
the other respcndents and stimuli, while samples with low means reflect
predom!neté usage of qualifiers idiosyncratic to the individual or to par-
ticular stimuli. Given equal variances, therefore, those samples with
highest mean occurrence frequencies can be charécterized as exhibiting

greater stereotypy of response than those with lower means.

EY |

Since stereotypy seems to be a function of both parameters, a working
definition for this concept is given by the ratio u over c as in Table 1.

These ratios indicate that the type distributions for Afghan Farsi, English
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Cantonese, and Dutch respondents have lowest stereotypy in that order, and
the Japanesé, Kannada, Arabic, and French respondents displayed greatest
stereotypy in that order. For the token distributions the respondents with
least stereotypy in decreasing order were: Afghan Farsi, Cantonese, Dutch,
and lranian Farsi. Those with greatest stereotypy in decreasing order were:

Japanese, Kannada, Arabic, and Finnish.

Hartley's test of the differences In variances and an analysis of
variance applied to the differences in means between language samples
indicated that both parameters of the individual lognormal distributions
differentiated among the languages when considered in the aggregate. The
joint parameter variations for the type and token distributions are dis-

played in Figures 2 and 3, respectively.

Since the token distribution should represent the first moment of the
distribution for types, the two lines for a given language should be parellel
(i.e., have equal variances), and separated by a distance of loge 10-02.

The u value for tokens and that computed from the relationship of the
moments of the lognormal distribution specified by the equality u|=u°+loge
10-02 ranged betweem 0.76 and 0.05. The value for 02 which was used in
these computations was obtained by averaging the variances of the type and
token distributions for each language. Due to the absolutely small magni-
tude of the standard error, all of these differences are significant beyond

the 1% level, both for the individual languages as well as for all languages
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in aggregate, when tested by t. Thus, although the magnitude of the sepa-
ration between the means closely approximates that predicted by theory,
significance tests indicate that these departures from predicted values are

significant.

DISCUSSION

Previous successful applications of the lognormal transformation to
word-frequency distributions have been made on nouns, function words, and
all word occurrences in running texts (see Herdan, 1961). Apparently we
may now add qualifiers as obtained from a restricted word association
procedure to the growing list of such successful applications. In view
of the comparability of occurrence-frequency estimates obtained in word-
association procedures and other methods of obtaining word coun’s it would
have been surprising to find lack of fit in this study where other investi-
gators have demonstrated lognormality of the frequency of various word

classes obtained from running texts.

No compelling linguistic explanation for the obtained ordering of the
groups in terms of their joint paremeter variations appears to exist. Al-
though three of the low-stereotype languages are of |ndo-European origin,
the presence of a Sino-Tibetan language (Cantonese) in this group makes it
unlikely that language-family differences alone will suffice. On the other
hand, there is a clear orderly arrangement of the joint parameter variations

for the languagers of the Indo-European family, The values of u and o for
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the Indo-European languages are reasonably well fitted by a llnear expression.
in order to explain the variations within language family, however, It is
necessary to Invoke some additlional explanation. It Is possible that these
variations might be explained by the nature of student-teacher interactions.
Variation In the formality of secondary school education would be expected

to influence the amount of innovation the students perceive as permitted.

it is of interest to note in this regard that the Japanese sample, for which

a high degree of formality in secondary education is a well-attested fact,

exhibits the highest stereotypy values.

The stereotypy groupings presumably must involve a difference in the
relative habit strengths of the responses to the stimulus aggregate. For
the low=-stereotypy group, this would indicate that more nearly equal habit
strengths are present in the various S=R habit hierarchies than exist in the
high-stereotypy subject=stimulus group as a whole. The high=stereotypy
group would be characterized by one or more highly dominant responses, with
the remaining responses of the divergent set being of disparately low
probability. Such differences in the structure of S=R hierarchies can be
attributed to differences in the predominance of certain linguistic con-
ventions. If this is the case, we should expect to find that the high=-
stereotypy languages should exhibit more conventionalized conformity in

sequences of modifler-substantive usage in the language as a whole.

If the response-frequency variate of this study can be considered an
Index of the probablilities of responses in the response hlerarchy of the
166
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aggregate subject-stimuli combinations, and if these probabllities are sub-
Ject to random change, it should be possible to specify the nature of the
change operation in such a way as to derive the lognormality of the variate.
Let us hypothesize that the stimulus aggregate produces an ordered set of
responses varylng in probability of emission. Let us further specify that
from moment to moment these probabillties are subject to change, that change
being attributable to an hypothesized tendency on the part of $ to condition
his cholce of responses on the basis of the responses given to the previous

items on the list.

Thus, although a given response may originally reside in a category
of high probability of occurrence to the aggregate stimulus set, its pre-
occurrence to one of the items of the stimulus set places it in a variably
lower probability category. Subsequent repeated usage of the same response,
in tuin, places the response in increasingly lower probability categories,
the extent of the probability decrement being variable across both individuals
and responses. The proportion of reduction in probability of the re-emission
of a specific response in a task of this kind is considered to be a constant
fixed for the Individual by the linguistic habits of his community, the size
of his vocabulary, and his Individual sensitivity to repetition within the
limits established by the community. Although the proportional probability
decrements for responses are constant for any given individual, their dis-
tribution across Ss is assumed to be randomly proportional to the probabllity

of the last value of the occurrence-frequency variate. Accordingly, the
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parameter variations of this study provide an index of the average value

of these individual=subject varlations for the languages investligated.

SUMMARY
One-hundred Ss In each of 12 widely divergent linguistic communities

were administered a standarized restricted word-assoclation test consisting
of 100 substantive stimuli. The Ss were Instructed to provide a single
response which conformed to the requirements of substlitutability In a test
frame deslaned to restrict responses to qualifiers only. The total fre-
quency of all unique responses, excluding grammatically Inflected responses,
was tabulated. Categories of equal frequency of occurrence were determlned
and the distribution of the number of responses sharing the same frequency
of occurrence was plotted. |t was hypothesized that these distributlions
should substantially conform to a theoretical distribution of the lognormal
form, since many aspects of the word-association task have high similarity

to the generative rules of the lognormal distribution.

The obtained distributions were found to conform sensibly to the hypoth-
eslzed distribution. An analysis of the variance explained by the lognormal
equations of best fit to the transformed points indicated that very little
variance remained unaccounted for by the hypothesic<ed distribution. Accord-
ingly, variations of the estimated parameters were examinad for clues as to
the nature of the processes these parameters might reflect. The concept
of stereotypy of response was introduced and defined as the degree of re-

sponse uniformity across both Ss and stimull,
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More generally, It was suggested that thils stereotypy could be expected
to be the result of stable linguistic conventions. The individual's respon-
siveness to these conventions was assumed to be a function of his sensitivity

to response repetition within the limits established by the speech community.

The American-Heritage Project. The most ambitious test of the lognor-

mality of word frequency distributions is that recently completed with the

publication of the American-Heritage Word Frequency Book (1971). Under the

direction of John Carroll, more than 5 million total words were sampled
from approximately 1000 graded school texts and reading sources. This cor-
pus, called the American-Heritage Intermediate Corpus (AHI|), formed the
source material for a successful test of the lognormal model. The entire
project has resulted in what must be adjudged one of the most useful and
elabrorate of statistical analyses ever completed. Carroll states: 'As
one inspects the data assembled here, many questions come to mind: How
representative of tne total lexicon of English are the word types that are
listed? How accurate and rellable are the frequency data? How do the
vocabularies for the various grade levels and subject matters differ?

What is the effect of the word-unit chosen to be the basis of the fre-

quency counts?

To some of these questions it is now possible to give answers that

are probably correct within fairly narrow limits. Many of these answers

can be derived through the analysis of the Corpus on the basis of a power-
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ful statistical model of vocabulary that can be shown to account for the
data in a surprisingly prescise way. This model, which apparently was
first developed by G. Herdan, Is called the lognormal model, because it
postulates that the total vocabulary underlying a corpus is distributed
according to the familiar 'normal distribution' when the logarithms of

the frequencies are used.''

Having accepted the lognormality of the AHl corpus, Carroll is able
to predict the probabilities of the word token and type occurrences in
the assumed total population of the English language. In addition, one
can determine the expected number of word tokens which will be accounted
for by any given number of wurd types and the relative frequency of occur=
rence of each. All of this Is, of course, dependent upon the assumption
that the lognormal model is, in fact, an adequate schemapiric represen-
tation of the data and that the data itself is an adequate representation
of the English language. The first assumption has received more empirical
support than the alternative models which have been proposed for word fre-
quency distributions. As this paper has tried to Indicate, however, such
support can never constlitute a proof. A schemaplric model of any domaln
<an only be judged In terms of the theoretical desiderata of parsimony,
productiveness, explanatory adequacy and utility. Wwhat Carroll, Miron
and Wolfe and others have achelved is a demonstration of the descriptive
adequacy of such a model as an account of thelr data observations. The
results of the remaining tests of that model's adequacy still must be

cons idered to be cnly tentatively suggestive.
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The second assumption clearly has some limitations in the Carroll
test, as indeed, it does in all of the other tests, although in differing
ways. The AH| corpus |s based on a sampling of texts typically employed
by third through ninth graders. This corpus produces a theoretical expec-
tation that the English language contains a total of 606,906 word types
as estimated from the empirical occurrences of the 86,741 types actually
appearing In the AH! sample. |f this population estimate is to have any
use, it necessarily Implies that (1) new words which enter the language
must displace old words, (2) that the population growth rate of English
is fixed; i.e., that the birth rate exactly equals the death rate of words
and (3) that a lexicon of this size will exactly specify the ''character' of
English within any specified and arbitrarily small value of precision
approaching zero as a limit. At the least, one would want to hedge one's
faith in these implications by the caveats that it is (1) the child's
English which Is being addressed, (2) that ''type'" has been defined by

orthographic pattern (e.g., word, words, wording, Word are distinct type

entries in the AHI) and that (3) the writer's of books for schools undoubt=-
edly have already assumed a limitation on the vocabularies of their readers.
Nonetheless, the AH| analysis represents the closest approximation yet
achieved to a precise specification of the vocabulary characteristics of

English, the caveats notwithstanding,

Considering the expected users of the AHl| data analyses, the exposi-

tion of the procedures is extraordinarily complex, But, If the exposition
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Yable D-2. An lllustration of the cbmpulauon ol F, D, U, and SFI 1-ot'combmed typos.*

Tolol
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foad A 1518 3 0 0 2 1200 3 2726 1102071 * 232467 002304 006078
Engd Gt B 1201 0 2 1 2 1930 3 3219 203367 055685 011300 022001
Comp r 105 0 0 0 1 183 0 . 289. 57776 .011354 .005002 011509
i D 120 2 0 0 0 192 0 314 277907 .054612 001130 003330
#alh £ 120 0 0 0 0 154 0 274 387619 .07617%v 000707 002227
Soc Giud  F 96 0 0 1 0 03 0 180 §03620 .098867 000377 001242
Spell G Jree 266 0 0 0 €680 485 11213 210157 .041298 053355 067912
Sel H 101 0 0 0 0 €9 0 170 $10570 .100323 000333 0011.8
Music J 82 0 0 0 0 24 0 408 203364 041142 001939 005260
A K 12 0 0 0 0 35 1 48 47887 .009410 .001002 053006
Home E¢ L 7 0 0 0 0 6 0 13 83387 .016386 000146 .000%94
Shop M 3 0 0 0 0 12 0 15 65375 .012847 .000223 .000835
LbF N 65 0 0 0 2 86 0 163 303603 .059661 .000537 .001756
LId NF P 103 0 0 0 0 12 0 215 374885 .077669 003574 .001859
Lib Ret 0 63 0 0 0 0 87 0 120 27040 553262 .000443 001485
Mag R 69 0 0 0 (/] 67 0 136 314643 081831 000432 001454
Relig s 5 1 0 0 0 5 0 1 4595 .059803 002384 .006274
Yotal 7532 272 2 2 7 11215 492 19522 §088766 /.1, = 082274 .138120
=F =N 141113 = §p = -3p,logp,
=/
[¢) 5197 1614 0000 2306 4037 4756 0312 4828 o
v 829.53 10.57 0219 1140 8382 1124.2 6.993 |} 1995 42
SFi 69.2 50.2 234 306 8.0 70.5 48.5 73.0
fogn == log 17 == 1.230448 fog P = =1.084.37
D = |logP ¢ (=Xp,logp,}/Plllogn =
{~1.084737 + .130120/.082274}/1.230449 = 4828
U = (1000000/MN)[FD ¢ 11t = D) .} = .
86511 ((10522)( 4828) + (1 ~ .4828)(1441.13)] .- 199542
SFI = V0 (loglU + 4} = 10(3.300034 + 4) = 730003
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unless one des:iey 10 cambine frequenc.es over fewer than
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The tolal frequencies 1or the seven types are computed by simple
addition across the 1ows and histed in the column headed
“Talal {1,} " The nexl column gives the 1013l number of tokens in
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1972 06. The amount of the discrepancy 19 a Junclion of ine
axlent 1o which the tregquences are differently distrnibuted over the
subject calegones in the sevaral types Thus_ in general 111§
legiinale 10 sum U vatues 1or separadle types if 1trs kept in mind
that the resuil will be only an approsimation



is difficult to follow, the editors can find excuse In the difficulty of
their task. Consider the following expository table {American-Heritage

Word Frequency Book, TABLE D-2, page 3) i!lustrating the calculations of

F, the frequency of occurrence; D, the diversity or dispersion of occurrence;
U, the estimated frequency of occurrence per million tokens adjusted for
diversity of occurrence; and SFI, the standard frequency index of type

occurrence per token based upon these prior calculations.

SFI corrects the occurrence probabilities foir dispersion across the
differing content samples which make up the AHl corpus. This correction
employs the information theory measure of uncertainty and weights more
heavily those word types which are more nearly equal in frequency across
differing content samples. SFI, in turn, is related to occurrence pro-
bability by the relation:

(28) srI = 10{(10g P)+10]

For our purposes, It is the logncrmaiity of the probabilities of
the token and type occurrences which will be considered. Carroll's Figure
B-3 (American-Heritage Word Frequency Book, page xxv) graphically represents
the theoretical cumulative word-frequency distributions which best model
his data. The cumulatlve proportion of the total type and token distributions
are plotted on the ordinate as normal deviates and the log probability of

occurrence along the abscissa.
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It is from this model that one can asses the relationship of number
of occurrence tokens to number of occurrence types. Assume that we wish to
estimate the theoretical number of types which would be required to account
for 50% of all of the token word vccurrences in English, Entering the
ordinate of Figure B-3 at the value of zero which corresponds indifferently
to the mean, median and mode of the symmetrical normal distribution, we find
that this cumulative proportion corresponds to a theoretical token probability
of .04917 (antilog of -2.6917 = .04917). That is to say, we should expect
to find 50% of all words af English occurring with frequencies of 4 or

greater per 100 words.

If we now enter the abscissa at a value which corresponds to this
probability and find the corresponding point on the ordinate which inter-
sects the type distribution at that abscissa value, we can ascertain the
cunulative proportion of types which would have probabilities of 4 or
greater occurrences per 1J0 words. Or stated otherwise, the ordinate
value of the type distridution corresponding to the 50% point of the
cumulative tcken distribution represents the number of types theoretically
represented in 50% of all token occurrences. The cumulative normal value
in this instance Is approximately 3.7 as estimated from the graph. A
normal deviat2 of this magnitude means that approximately .0005 times
100 percent of all types have occurrence probabilities equal to or greatei

than the value of .04917. Assuming the theoretical total number of types



in Englsih to be 606,906, we determine that approximately 300 word types
should theoretically account for 502 of all word occurrences (.0005 times

606,906) .

It one were to attempt to account for 95% of all word occurrences, the
same procedure would result in an estimate that some 10,000 word types
would be required. And for 99%, 44,000 types would be required. In each
instance, it is the highest frequency types which must be selected and the
best estimate of which particular types these may be is derived from their

ranks in the sample as determined by their respective SFI values.

Concluding Observations

As we have indicated, all of the foregoing is as weak or as strong
as are the assumptions upon which the models rest. It is our belief and
the substance of our recommnendation that the elicitation procedures which
we have outlined aad which form the basis of our research have strong
justification for their assumptions. Further, it would seem that those
procedures largely obviate the conceptual abstractions of the data which
Carroll, for example, is required to make in order to satisfy the assump-
tions of the model he employs. We require only the assumption that the
speaker of a language will ''spew' his vocabulary in an order which is jso-
morphic with the probabilities of those vocabulary items in the language
he speaks. In order to select those items which have greatest utility

over as wide a linguistic context as possible, we conceptually abstract



the notion of high information over stimulus environments within a form
class frame. This Is the equivalent of the abstraction which Carroll's
SFI makes with respect to content sources., |t differs in that in our re-
search we have defined informational uncertainty in terms of differences
across the speakers of a defined subject population rather than across the

authors of differing content texts.
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SECTION IV = BIBLIOGRAPHY

l. Aborn, Murray, and Rubenstein, Hubert Word class distribution in
sentences of fixed length. Langnage, 1956, 32, 666-674.

"Samples of printed English sentences of three lengths were drawn
randomly from a representative selection of popular magazines.

The words of each sentence were classified according to Fries's
system and a count was made of the various word classes at each
sentence position. The tabulations were plotted as frequency
classes and treated statistically. Principally, the dala obtained
from all three sentence lengths indicate (1) that the greatest
variations in word=class frequency tend to occur in sentence
extremes and the Immediately adjoining positions, and (2) that
different word classes have characteristic patterns of variation."

2. Aborn, Murray, and Rubenstelin, Hubert Perception of contextually

dependent word-probabllities. American Journal of Psychology, 1958,

71, 420-422.

"Eighty subjects were instructed to write down the first eight
words coming to mind which could replace the missing word In

a sentence, and then to rank these eight words In order of
decreasing likelihood of occurrence in the sentence. The
findings both for long and for short sentences may be summarized
as follows: (1) words percelved as being more probable in a
given context tended to be those actually occurring with greater
probability in that context; and (2) greater agreements among
subjects' responses wecre exhibited in the case of words perceived
as more probable than in the case of words perceived as lass
probable. Together with the work of Zipf, these results suggest
the following generalization: In contexts of low constraint,
the number of different probabilities perceived is far less

the n the number of possible alternatives."

3. Allen, J. The Swahili and Arabic manuscripts on tapes. Leiden, The

Netherlands: E. J. Brill, 1970.

This is a compilation of unpublished literature in Swahili. It
states the earliest found manuscript in Swahili is dated 1724.
The scope 1s largely Swahili written in Arabic script. Part |
Is a serial list of holdings with descriptions; first those in
Swahili and second those in Arabic. Part 2 is an Alphabetical
list of Swahili maruscripts by tities and first lines. Tapes
include verse and prose examples.
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h.  Allen, W. Living English structure (practice book for foreigners).

London: Longmans, Green, and Company, Ltd., 1949,
This book is an empirical approach using a series of 15 exercises

which drill English structure into the student. The exercises

are graded according to difficulty, as elementary, intermediate,
and advanced,

5. American Mathematical Society Structure of language and its mathematical

aspects. Proceedings of Symposia in Applied Mathematics, Providence,

Rhode Island: American Mathematical Soclety, 1961 (2d Printing, 1964),
12.

This Is a compilation of 20 studies on the subject of linguistics,
logic, and mathematics by well~known experts in these fielas. Of
particular interest is the chapter '"On the Theory of Word Frequencies
and on Related Markovian Models of Discourse' by Beroit Mandelbrot
(pages 190-219). Mandelbrot's chapter (article) treats a variety

of topics related to the models for the law of word frequencies by
Estoup and Zipf. It discusses diachronic and synchronic aspects

of the model. It also contains a criticism of certaln attempts to
apply lognormal probabiiity distrubution to data on word frequencies.
The final part is a discussion of linguistics and the role of sta-
tistical and other enumerational laws, such as the Willis Species-
Genera relationships.

6. Ashen, R. Language--an enquiry Into its meaning and function. New York:

Hayes and Brothers Publishers, 1957.

This Is part of the Sclence and Culture Series. There are 19
chapters or articles by different authors, except that the first
and 19th chapter;s are by the compiler himself. These two;

' anguage as ldea'' and ''Language as Communication'', together
with Chapter 9--Roman Jakobson on the Cardinal Dichotomy of
l.anguage--have relevance for statistical analyses or vocabulary.

7. Ashton, E. Swahili grammar (including intonation). London: Longman,

Green and Company, Ltd., 1966 (13th Printing).

This text is divided into two parts: Part 1, progressive lessnns
with exercises is voncerned with everyday conversational phrascs
and literature and Part 2 which goes into more detail on each
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7. {continued)

grammatical topic but has fewer exercises. There is a key to the
exercises after the last chapter. The last chapter concisely
summarizes the highlights of the book. There is a vocabulary of
of nouns and verbs used in the lessons and exerclises at the end
of the book, followed by additional situational exercises; e.g.,
'"at the office’’ and 'at the hospital',

3. Bailey, D. Glossary of Japanese neologisms. Tucson: University of

Arizona Press, 1962,

The purpose of this glossary was to collect in one place a list
of useful new words and phrases not found in Japanese-English
dictionaries, specifically Kenkyusha's New Japanese-tnglish Dic=-
tionary of 1954. It includes proper nouns of considerable use,
other useful words overlooked in the referenced dictionary, and
a list of Japanese words in current use not found in Kenkyusha's
new Japanese-=English Dictionary. 12,000 candidate words were
narrowed down to some 6,000. Sources of words are: 'Basic
Information on Current Words 1959-62", ''Dictionary of hewspaper
Terms 1960', ''"Handbook on Words in Current Use 1961'", and '"Dic-
tionary of National Language 1960'.

. 9. Bailey,.Richard W., and Burton, Dolores M., S.N.D. English stylistics:

a bibliography. Cambridge, Mass., and London: 1964.

A collection of over 2,000 items concerning general stylistics

and style in English and American |iterature since 1500, the

work Is divided into three main sections: bibliographical sources,
language and style before 1900 (including works on stylistics in
antiquity), and English stylistics in the Twentieth Century.

10, Bakaya, R. M. A~ experiment in compiling a minimal vocabulary for

reading scientific-technical literature in Russian. Babel, 13, 1967,

163-168. ~ '
The purpose is described as providing a minimal reading or recep-
tive vocabulary for scientific-technical liierature in Russian.
The method was to compile the vocabulary from a comparative study
of nine existing word lists, in general selecting those words
which occur on at least three of the lists, resulting ir a nin-
imal vocabulary of some 3500 words which was then checked against
three sclientific texts with the result that the Bakaya list
covered more than 95 paercent of the texts directly or indirectly.
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12,

13.

14,

Baker, Sidney J. The pattern of language. The Journal of General

Psychology, 1950, 42, 25-66.

After an extensive summary of previous investigations of lexical
data both within and across linguistic boundaries, the author
reports his calculations of word length (by letters) in several
word lists. He concludas with a discussion of 2ipf's law and

polysemy.
Baker, Sidney J. Ontogenctic evidence of a corrleation between the

form and frequency of use of words. The Journal of General Psychology,

1951, 4k, 235-251,

Baker examined a 40,000 word collection of letters written by a
paranoid schizophrenic and compared the rank-frequency distri-
bution of words in the letters with similar lists published by
Horn and Throndike.

Bar Hillel, Y. Logical syntax and semantics. Language, 1354, 30,

(Bobs=Merrill Reprint L=3.)

A good part of this article is devoted to refuting Zellig Harris'
(Methods of Structured Linguistics) contention that most consid-
erations of meaning in linguistics can be satisfied by distri-
butional procedures. Bar liillel cites that most structural
linguistics have recognized that not ali aspects of linguistics
can be handled by distributional analysis alone, in spite of
Harris' thesis that he can explain synonymy and active=passive
relationships. Bar Hillel attacks what he believes is Harris'
basic assumption that ''any two morphemes having different meaning
will alse differ somewhere in distribution,'' He says that by
extension of this statement that many of the transformationa!
aspects of languagr., iIf not all of them, could be redurible to
the formational aspects. However, Bar Hillel says this is not
true. He then proceeds to elaborate. If he dislikes Harris'
thesis, he does agree with Rudolph Carnap who telieves that
logical analysls has an equal place with distributional analysis
and that modern semantics must also be considered.

Barber, C.L. Some measurable characterisitcs of modern scientific

prose. Contributions to English syntax and philology, ed. Frank Behre,

Gothenburg: Adler, 1962, 21-43,
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14, (continued)

The author is primarily concerned with identifying features of sci-
entiflic language that will constitute particular difficulties for
non-native speakers of English. He gives particular attention to
clause and verb phrase structure and to the identification of words
that appear frequently in sclentific writing but not in the general
vocabulary of Engllish.

15. Barker, Muhammad Abd-al=Rahman, An Urdu newspaper word count. McGill

University Institute of Islamic Studies, 1969.

"This volume is the last of four works dealing with the Urdu
language prepared by the Institute ot Islamic Studies, Mclill
University. The present volume, although not intended primarily
as a dictionary, Is suggested as a supplementary vocabulary
source for further reading and research. The corpus upon which
this work Is based contains 136, 783 running words, collected
from 15 Pakistani newspapers. The author's rules (which differ
somewhat from those of Brill and Landau), as well as a discussion
of word counts, the corpus of this work, word count methodology,
Arabic orthograshy, and other pertinent information, are presented
in the introductory section. Part One comprises the Urdu-English
Alphabetical List, which gives the orthography, frequency, pro-
nounciation, grammatical class membership, meaning, and usage of
each lexeme. Part two, the Frequency List, relists all occurring
words in descending order of frequency."

16. Barth, Gilbert Récherches sur .a fréquence et la valeur des parties du

discourse en frangais, en anglals, et en espagnol. Paris: 196l.

A statistical study of the degree to which the three languages
explolt the possible combinations of word classes.

17. Becker, Selwyn D., Bavelas, Alex, and Braden, Marcia An index to

measure contingency of English sentences. Lauguage and Speech, 1961,

L, 139-145,

"Several indexes to measure zcontingency of sentences were con-
structed by considering rouns, repeated nouns, and total number
of words. Contingency was operationally defined as reconstruc-
ticility in order to test the several indexes against a criterion.
The best form of the index was then selected and retested. The
contingency ranking, based on the index, of ten sections of text
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17. (continued)
correlated 0.84 with the reconstructibility ranking. It was
concluded that the index is a valid initial approximation to
a measure of contingency if contingency is defined as recon-
structibility."
18. Becker, Selwyn D., and Carrol, Jean The effects of high and low
sentence contingency on learning and attitudes. Language and Speech,

1963, 4, 46-56.

"''By a logical analysis it was shown that the sentence contingency
is roughly equivalent to Shannon's measure of redundancy. In two
independent experiments it was demonstrated that a signficantly
greater number of multiple choice questions are answered by those
who study text characterized by higher sentence contingency, or
redundancy. The findings were compared to those found in investi~
gations of ihe effects of redundancy on words and syllables. Data
from a third experiment provided support for the conclusion that
preference for text material is also related to sentence contin-
gency.'

19. Beier, E. G., Starkweather, J. A., and Mi.ler, D. E. Analysis of word

frequencies in spoken language of children. Language and Speech, 1967,

“_Q_’ 21 7'227.

The purpose of the study was to establish certain base rates in
the language usage of children and to investigaie somc of the
psychological significances of those base rates. The authors
wanted to know whether their data would suppor: Zipi's Laws, in
particular whether in a given languaye saple, the num.er of
different words would increase a- the trequency of occurrerice
vecomes smaller, and whether the maynitude of the words would
tend to stand in inverse ratio to the number of occurrences of
a given word. Additionally, the authors sought to dctermine
which, if any, of a number of variables (such us the type/token
ratio, word lists, magnitude of words, and thc 10 most frequently
used words) would differentiate the age groups. The experiment
took place in Salt Lake City with grade school children. {t is
not clear what stimulus materials were used, but the boys were
told not to use prepared speeches and taught how to handle tape
recorders. Each boy recorded about 5000 words from which about
2700 were selected and compiled into two 42,000 word corpora
for a granu total of 80,000 words for both groups. Five, one~
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19. (continued)

minute samples of each boy's speech were recorded in order to
obtaln the rate of speaking in words=per-minute for each. The
results were manipulated ty an IBM 7094 computer and the two
lists were compared by frequen.y between themselves and with
the Eldredge Newspaper count of 1911, Each count had 42,000~
43,000 words. The two children's counts each had about 3100
different words and the Eldredge count about twice that many
(6000). The results tend to indicate that the printed language
has a greater variety of expression than oral, which others have
suspected. However, In this case, since printed adult news-
writing was compared to two grades of elementary school oral
output, some of the difference in variety Is undoubtedly caus:d
by the greater age and experience of the newswriters. In fact,
differences between 6th and 10th graders tends to show somewhat
greater variety among the 10th graders. The 1 percent level of
significance , and the date indicate that older boys speak faster
than younger ones, use significantly more positive and negative
words, use slightly more singular self-reference, use slightly
less plural self-reference, use more ''other' references, and
use slightly more ''question' words. At equivalent intelligence
levels, the two age groups showed insignificant differences in
type/token ratios. Eight of the ten words in both boys lists
were the same, although not in the same order. In the different
words the 6th graders used ''it' and 'we'', and the 10th graders
used ''not' and ''do''. In both groups, in general, shorter words
tended to be used more often than longer ones. The authors
hope to use their findings in developing a psycholinguistic
profiie of individuals for assessment of development, for de-
veloping reading materials better suited to age groups, for
better understanding sequences in language development, and in
inter-cultural comparison. A caveat is that with their small
sampling (40,000 words) in one city (Salt Lake - 1965) far
removed in time and space from the Eldredge sample (Buffalo -
1911) of only sex '(miale and of a different age group from the
Eldredge count (grammer school vs adult) one must be careful
about drawing sweeping conclusions.

20. Belevitch, Vitold On the statistical laws of linguistic distributions.

Annales de la societé scientifique de bruxeles, 1959, 73, 310-326.

"The rank-frequency diagrams of statistical linguistics are re-
interpreted as distribution curves of the cumuylative probability
of types in the catalog versus the probability of tokens in the
text. For such distributions, the closure condition Xp[ = | (which
does not hold in general statistics for the independent variable)
imposes certain relations between the mean, the variance, the
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20.

21,

22.

23.

(continued)

number of elements in the catalogue and the average information
content (negative entropy). Sections 2 to 4 are devoted to the
mathamatics of these relations, especially to their particular
forms from truncated normal distributions. First and second

order Taylor approximations to an arbitrary distribution law take
the form of Zipf's and Mandelbrot's laws, respectively. Experi-
mental data approximate a truncated normal distribution with

o = 2.8 bits as the general law for words. Data on letter and
phoneme distributions seem to indicate that the standard deviation
has a universal value of 0 = 1.4 bits."

Belonogov, G. G. Raspredelinie castot pojavlenija flektivnyx klassov
Rasskix slov. (Frequency distribution of the inflected word classes)

(In Russian.) Problem Kibernetiki, 1964, 4, 189-198,

Statistical data concerning tile distribution of inflected word
classes in Russian were obtained by a computerized count from
some half a million words of text.
Berckel, J. A., Van, Th. M., Corstius, H. Brandt, Mokken, R. J., and
Wijngaarden, A. Van, Formal Properties of newspaper Dutch. Amsterdam:

1965.

Some 50,000 words were chtained from the jssues of ten Dutch news-
papers that appeared on June 19, 1959. In addition to examining
the differences between the newspapers, the authors provide
statistics for letter combinations, syllables, the rank-frequency
relation of words, word length and type-token distribution of
words.

Berger, K. W., An evaluation of the Thorndike and Lorge word count.

Center States Speech Journal, 1971, 22 (1), 61-64.

''The publication by Thorndike and Lorge on the frequency of word
appearance in English is often quoted as be!ng representative of
English speech. To examine possible differences in the word count
by Thorndike and Lorge with contemporary printed materials a com-
parison was made between that work and a sample of 10,000 words
taken from the November 20, 1969 issue of the ''"New York Times."
The findings suygest a substantial btut not dramatic difference
between the two counts. Vord comparisons from other contemporary
printed sources would be useful, but researchers could concentrate
their energy toward open word classes.'
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24,

25.

26.

27.

Berger, K. Conversational English of university students. Speech

Monographs, 1967, 34(1), 65-73.

"A study examining sentence length, phonetic content, word length,
grammatical content, and word usage in student spontaneous speech.
Scntences were collected and transcribed In Informal settings. The
average sentence was found to be 7.8 words with 23.5 phonemes. The
most and least common phonemes are noted. The words ''I' and ''You"
accounted for 7.2% of all words collected; 12 words comprised 25%

of the words used; 50 words accounted for 46.5% of the conversations.
Verbs appeared more frequently :han i3y other part of speech followed
by pronouns and nouns. Agreement In phonetic:content and word fre-
quency was found between these data and those of prevlous studies
leading to the conclusion that these 2 varameters are reasonably
stable in usage from late chilldhood through adulthood."'

Berger, K., The most common words used In conversations, Journal of

Communication Disorders. 1968, 1(3), 201-214.

"“Unguarded informal conversational vocabulary from a general adult
population was sampled in the northeastern Ohio area. The sample
produced 25,000 words of which there were 2,307 different words.

A limited vocabulary usage and simple words as compared with more
formal speech and with printed English. The words found in the
present study are presented In an appendix. The appendix glives all
of the words found, in alphabetical order, and includes variants
of the base word where syllable length does not charje. The use-
fulness and application of oral vocabulary as oppos:d to written
vocabulary are briefly discussed. Further samplings of conver-
sational speech, in splte of the difficulty as contrasted to
printed materials, are recommended, particularly to determ/ne con-
sistency and variability based on geographical areas.'

Berry, Jack Some statistical aspects of conversational speech Communi-

cation theory, ed. Willis Jackson, Wew York and London: 1953, 392-401.

The article reports on an investigation of stress patterns in a
24, 781 word sample of conversational speech; the Incldence of
stress in high frequency function words is given partrticular
attention,

Berry, Jack Oral data collecting and linguistics in Africa. Folklore

Institute Journal, 6, 1969, 93-110.
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27. (continued)

Discusses problems of selecting_informants, eliciting_and recording
oral data. The article contains n appendix by Earl Stevick un the
making and use of field tapes botnh for raw materialy and as a basls
for pedagogical treatment.

'28. Black, John W., and Ausherman, Marian R. The vocabulary of collese

students in classroom speeches. Columbus, Ohio: The Ohlo State Univer=

sity Bureau of Educational Research, 1955,

This study extends a prior study by Aushermain in 1950 entitled

| '""Formal Spoken Vocabulary of College Students' and work done for

i the 0ffice of Naval Research (ONR) by Kenyon College and Ohlo

' University's Research Foundation. The informants were 274 male

; college students with samples taken from 607 clas:room speeches.,

» The objective was to obtain oral colloquial vocabulary in extam-
poraneous speech sltuations., The students were neci. typical
college students, however. They were military enlisted personnel
largely from the Midwest who were taking a background course in
preparation for specializing in meteorology while in the service.
They were highly intelligent, had high scholastic creditlials, .
and high aptitude in mathematics. The samples were in general
3 1/2-4 minutes of speeches lasting five minutes on the average.
The students used a microphone but thought It was a public address
device since the recorder was In another room. Speeches had
generally been outlined, but had not been written out or rehearsed.
Recordings were transcribed for statistical analysis. Procedures
for enumerating inflections followed Thorndike's procedures as far
as possible. The corpus amounted to 288,152 running words including
6,826 different words. Frequencies ranged from 15,000 for '‘the'
to nearly 2,000 words which occurred only once. Comparison of the
statistics (oral-1955) with Thorndike's Teachers' Word Book of
20,000 Words (Printed) (either 1931 or 1944) was ambiguous. All
of Thorndike's categories were reoresented In approximately the
same relatlonship to each other as in his list, but were distributed
differently in oral statistics. For example, Thorndike's first 1000
words accounted for only 14 percent of the first 1000 oral words
(in order of frequency). |In addition, 662 or nearly 10 percent of
the oral vocabulary could not be found in Thorndike's 20,000 words.
This is partly accounted for by the fact that many of the 662 words
were neologisms, slang, occupational jargon, and colloquial com=-
pounds which employed non- and un- prefixes to form antonyms. Al-
though groups of words in the speeches roughly corresponded to the same
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28.

29.

30.

3.

(continued)

groups in written counts, there were many words In written lists
that were not in the oral. Interestingly of Dewey's nine words
making up 25 percent of English words used, the same words make

up 22 percent of the oral list. Further, al! the first 50 most
common words in the oral! list were found in Cewey's first 83 words
and al! buc three (no, my, and me) of Dewey's first 50 words were
found in the first 100 words. The authors note that two factors
favoribly aff - 't the ability of a listener to understand oral lan=-
guage: famillarity (related o frequency) and number of syllables,
with the former more impor.ant than the latter. They also note
that oral vecabulary tends to be more restricted than written. The
data ‘rom th= study are presented in two lists: (1) A listing of
words In descending order of frequency with breaks and summaries
at selected frequency limits; e.g., 1000 and above, 100-999 and
50-99. (2) An alphabetical listing of words keyed to the related
frequency groups Iin which the same words will be found in List 1.

Blankenshlp, Jane. A linguistic analysis of oral and written style.

Quarterly Journal of Speech, 1962, 48, 419-4z22,

This study of four samples each of writing and forma! speeches
analyzed according to the method of C.C. Fries;, the percentage
of occurrence of each word class by position In the sentence

and subcategories of the verb are studied. The author concludes
that syntactic structure is more indicative of individual style
than of the mode of discourse.

Bloch, B., and Jorden, E. Guides' manual for spoken Japanese, basic

course, units 1-30. New York: Henry Holt and Company, 1946.

This book is almost entirely In Japanese. Section A includes
basic sentences, pronunclation practice, practice in basic
sentences, notes, exercises, check-up exams, and review of
basics. Section B is the same as A for different basic sen-
tences. Section C covers final check=up, iistening In and free
conversatiou. (Also published for the Armed Forces.)

Bongers, . The history and principies of vocabulary ccntrol. Woerden,

Holiand: Wocopi, 1947,

The hook was written in the context of teaching forelgn languages
in general and English in particular. While recoynizing the pro-
blems of syntax or word usage for the person learning a language,
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3.

32.

33.

3‘00

(continued)

this book concentrates only on vocabulary. The book consists of
three parts: Part | is a general treatment of vocabulary including
definitions, and history. It also includes Palmer's (Belgian) con-
tributions, graded texts, quantitative statistics, classroom voca*
wularies, basic English (negative conclusion), world language and

a comparison of several word lists: Thorndike--20,000, Faucett and
Maki=--6,000, Palmer--3,000, Palmer, Faucett and Wey--2.000, Palmer
and Hornby--1,000, and Eaton--739., From a study of the above, the
author derives a new 3,000 item word list. (The KLM List). Part

2 Is a critical review of various word lists and includes thirteen
appendices and a bibliography. Part 3 Is a tabulation of ihe
author's KLM List.

sooth, Andrew D. A ‘'law' of occurrences for words of low frequency.

Information and Control, 1967, 10, 386-393.

""The way in which the number of words occurring once, twice, three
times, and so on in a text is related to the vocabulary of the author
has been investigated. It is shown that a simple ralationship holds
under more generai condiilons than those implied by Zipf's law."

Borko, Harold (ed.) Automated language processing: the state of the art.

New York: Wiley, 1967,

This is a collection of eleven original essays divided into three
parts: ‘''Language Lata Processing,' ''Statistica’ Analysis,' and
"'Syntactic Analysis.'

Bourne, Charles F., and Ford, Donald F. A study of the statistics of

letters in English words. Information and Control, 1961, 4, 48-67.

""Data whizh had previously been published by several authors

to describe the statistical characteristics of English words

were examined to show the extent of their agrecment. In addition,
a detailed empirical study was made of two special types of
Englist words: subject words and proper names. The statistical
parameters which were measured and compared are: the distcibution
of lettars, the distribution of terminal letters, the composite

or total distriuution of letters, the distribution of characters
for each letter position, the distribution of characters for each
letter position, the distribution of bigrams, and the distribution
af word length: .
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35.

36.

38.

Bowen, John H. Frequency stability of adjective trait names. Psyciological

Reports, 1972, 30, 477-478.

"Using frequencles from the earlier Thorndike-Lorge and the

later KucerAa-Francis frequency counts, a lognormal distrbution
model is applied to judge shifts in the frequencies of occurrence
of trait adjectives from a likeableness scale. In the time 3
between frequency counts, the frequencies of the adjectives
shifted an average of approximately .68 words per million to-
ward higher frequencies of occurrence. The amount of shift
would probably not vitiate the generalizability of results
based upon the Thorndlike-Lorge count.'

Brain, J.L. Basic Structure of Swahili. Syracuse, New York: Syracuse

University Program of East African Studies, 1968.

This was an interim grammar of Swahili until a full reference
grammar could be produced. It vas written in East Africa as

a teacher's guide and students' reference for an oral Swahili
course. It Is designed for the quicker coverage (two semesters)
of the five semesters for the Foreign Service institute Course.
The lessons take up various aspects of basic grammar. There is
a basic vocabulary and series of exercises with Swahili and
Englishh translations.

8rain, J.L. A short dictionarv of social sclences terms for Swahili

speakers. (Program for East African Studies, Occasional Paper #51)
Syracuse, New York: Syracuse University, September, 1969. *
The purpose of the dictionary is to provide Swahili speakers a
vocabulary in the social sciences in the form of a dictionary.
Terms were selected from UNESCO's "A Dictionary of the Social
Sciences' by Gould and Kolb (ed.).

Brein, J.L. Baslc structure of Swahill, Part 11 (a background te the

Swah 1)1 language and advanced exercises). (Syrucuse University Program

for East African Studiaes) Syracuse, New York: Syracuse University,
August, 1969.
This booklet contains a brief background of Swahili .n pages 1 to

19. The exerzises (pages 21 to 34) provide prariice in useful
sentences and also provide the vocabuiary to understand them.
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40.

b,

Braln, J.L. A social science vocabulary of Swahili. (Program for

East African Studies, Occasional Paper #33) Syracuse New York: Syracuse
University, 1969.

The vocabulary is the beglining of the dictlonary for personnel
studying Swahili and Swahill areas. It Is based on newspapers
and political manifestos. It is arranged In Swahlli=English
ordering.

Buchanan, A., and MacPhee, E. An annotated bihliography of modern

language methodology. \American and Canadian Committees on Modern

Languages, Toronto, Canada: University of Toronto Press, 1928, g,

This bibllography Is arranged according tv subject maiter, such
as: references, histories, aims and methods, learning processes,
tests and examinations, texts used abroad, and miscellaneous.

It is obviously dated.

Buchanan, M. A graded Spanish word book. (American and Canadian

Committees on Modern Languages) Toronto, Canada: University of Toronto
‘ress, 1927, 3.

In his Introducticn, Buchanan refers .o earlier frequency studies
in other languages: Kaeding in German, 1898, Thorndike in English,
1321, and Henmon In French, !324. The purpose of preparing this
frequency worc list was to provide material for graded vocabulury
tests, but it has become a standard, consistentiy used and referred
to by iater compilers cf word lists In Spanish and other languages.
The auther took samples of 30,000 words each from 40 categories of
printed material which were grouped under sevean subject headings to
obtain a total corpus of 1,200,000 running words. Subject headings
Included: plays, novels, verse, folklore, miscellaneous press,
technical literature, and periodicals. Buchanan made the assump-
tion (since recordi .y devices were not weli developed at the time),
that an oral word count would not d!ffer materialiy from his
written one. Buchanan *id recogrnize that vihat he developed was

an ''‘essential' word lis. which would have to be augmented in
technical and specializeo areas. To give weight to words which
appear in many or most of ihe 40 categories, the rumber of cate-
gories was divided into the frequency and the quotient multiplied
by 100 to give a credit numbei The types were found to be 18,331
out of the 1,200,000 running wor .=. 5,324 words had a frequency
of 10 or more. Buchanan eliminat.-' 163 words from his count as
being tco cormon: they do appear a nhabetically in Part 1 of his
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b2,

43.

(contined)

list, however. Part 2 lists the total word count in order of fre-
quency. These words appear 10 or mcre times (frequency of 10 or
more) , or they must appear in at least 5 of the 40 categorles. Part
3, provides an alpnabetical listing of the words giving their fre-
quency, range, and merit number.

Buettner, C. Baslc Instruction in the Swahlli language (self-instruction)

Huel fsbuechleln fuer den ersten unteericht in der Suahili~sprache).

Leipzig, C.D.: Welgel Nachfolger, 1891,

This book Is In German. It Is a booklet of grammar and exerclses
for the German speaker (reader) to use in learning basic Swahill.
It updates some of Bishop Steer's work but It Is obviously not
current.

Bull, William E. Natural frequency and word counts. The Classical Journal,

1948, bk, 469-484.

The subtitle of this article truly renresents Its content: ''The

Fallacy of Frequencles'. It is an extremely Interesting study which
helps explain some of the devices to which word-counters have had to
resort In compiling thelr lists (e.g. Listing 50-150 most common word

separately at the beginning of the count before asslgning frequencles; .

addition of utility or avallable words (the concrete nouns) which
carry situational meanings but, because situaticnal or specific, have
very limited frequencies In any limited sampling of printed, written
or spoken language, and the problems of tapping the semantic or con-
tent-bearing words without which the lexical units convey no--or er-
roneous--communications. There appears to be an Inverse relatlonship
between natairal frequency of parts of speech (i.e. the total number of
Individual words of a type such as noun or verb) at least in Indo-
Enropean languages, and the frequency with which these words are used,
i.e. the greater the number of individual cuntent-besaring words re-~
lating to specific items or situations, the less frequenctly they will
each be used, whereas the lesser numbar of linguistically useful words,
such as conjunctions, articles, prepositions, and relating verbs which
tie the content-tearing words together ar: used over and over again
regardless of the situation and thus generate a high statistical fre-
quency out of proportion to thelir utility in learning a language. The
auth~r's summary Is I:luminating as to his points: (1) any word count
Is a statistically valid report only ¢n what is included within it,
(2) extremsly high-frequency words arc rarely the content-bearing
elements of any communication, (3) range and frequency of words are
determined by two sets of forces: linguistlc and cultural, (4) it
cannot be assumed that thmre is a correlation between f requency and

utility. (5) word counts based on the hypothetical existence of the
{any) language as a statlic entity cannot be considered a valid re-
presentation of a people's cultural and linguisitc activities and
hence are of dublous value from a pedogogical point of view. The
author's final Indictment comes in his last
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43, (continued)

paragraph: ''From the foregoing evidence it would seem proper to
draw the conclusion that there are so many factors and so many
uncontrollable elements in life and language that no satisfactory
results can be ohtained by attempting to reduce natural hetero-
- geneity to an artifical homogeneity by statistical methods. It
may be concluded, altihough it is done so with considerable re=
luctance by the writer, that word counts cannot be considered a
valid representation of a people's cultural and linguistic ac-
tivities and that as a result their pedogogical usefulness is
extremely dubious.,"

b4, Bull, William E. HNatural frequency and word counts. Classical Journal,

1949, 4k, 469-h8A.

1. Any word zount Is a statistically valid report only on what
is Included in it. 2. Extremely high-frequency words are rarely
the content-bearing elements of any communication. 3. Range and
frequency of words are determined bv two sets of forces: cultural
and lingulistic. 4, It cannot be a;s;sumed that there is a corre-
lation between frequency and utility. 5. Word counts based on
the hypothetical existence of the (any) language as a static
entity cannot be considered a valid representation of a people's
cultural and linguistic activities and hence are of dubious value
from a pedagogical point of view.'

45, Burton, N.G., and Licklider, J.C.R. Long-range constraints in the

structure of printed English. American Journal of Psychology, 1955,

63, 650-653.

'""An experiment modeled after Shannon's was conducted to detarmine
the extent to which estimates of the letter redundancy of English
texts are dependent upon the number of preceding letters known

to the subject. Data obtained indicate that, while the estimate
of relative redundancy increases as knowledge of the foregoing
text is extended from zero to approximately 32 letters, increasing
the known number of letters beyond 32 does not result in any
noticeable rise,"'

46. Bushnell, Paul F. An analytical contrast of oral and written English.

New York: Tcachers' College, 1930,

Varicus aspects of the language of student compositions are
correlated with expert judgments of their merits; sentence- and
word-level features are measured and '‘errors' of various kinds
are tabulated.
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k7. Card, William, and McDavid, Virginia English words of very high
frequency. College English, 1966, 27, 596-604,

The authors examine a variety of word frequency counts and discuss
the biases inherent in them.

L8. carroll, John B, Diversity of vocabulary and the harmonic series law
of word-frequency dist{ibution. The Psychological Record, 1938, 2,
379-386.

The author [s interested in a diversity equation whereby the
relation of the number of different words in a vocabulary can be
estimated despite variations in sample size. |llustrative
material is provided from Santayana's, The Last Puritan, Hanley's
word count of Joyce's, Ulysses, and the word-frequency lists
compiled by Eldridge and Dewey.

49. Carroll, John £. How often a word? Review of John W. Black and Marian
Auscherman's the vocabulary of college students in classroom speeches.

Contemporary Psychology, Columbus, Ohio: Bureau of Educational Research,

Ohio State University, 1946, 1, (7), 220.

Carroll calls the Black and Auscherman count the most extensive
oral one yet and welcomes it, since he believes the Thorndike
word-count was not really representative because of its heavy
emphasis on the Bible and older literary forms as opposed to
contemporary sources. Carroll also believes that the new count
will be helpful in controlling the word frequency factor in
future experiments. In parting, Carroll questions rhetorically
(and without answer) whether a spoken vocabulary is different
from a written one.

50. Carroll, John B. The contributions of psychological theory and edu-

cational research to the teaching of foreign language. Modern Lan-

guage Journal, 1965, 49, 273-281.

""This address, given at the international conference on modern
foreign language teaching (Berlin, September 1964), presents a
general discussion of the present scope, role, and potential use
nf research in foreign language teachinjg methodology, and main-
tains that the best research Is that which is closely allied with
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BEST COPY AVAILABLE

50. (continued)

theory, and the hardest to apply is that which has direct bearing
on clussroom procedure. [t points out the great icope for devel-
opment in the theory of foreign language learning, citing favorably
the work of matnematical learning theorists who have devised exact
equations for the rate at which material is learned or forgotten.
The need of forming an accurate theoretical comparison between the
'"audiolingual habit' and ''cognitive code~iearning'' theories Is
discussed, such experiments being dif.icult to control since it

is almost impossible to predict the exact techniques a student

will employ and since the theoretical contrast has not been suf-
ficlently well conceived. Neither method Is based on modern
theories of the psychology of language learning, and the discus-
sion concludes with a critical comparison of the two, recommending
a joining of audiolingual techinique with some of the better elements
of .oynitive code-learning theory."

S1. Carroll, John B. Review of G. Herdan's the advanced theory of language
as choice and chance. American Scientist, New York: Springer-Verlag,

1066, 5h, (4), 480A-4BIA.

. Y

e Carrnll does not like this book. He says it is mainly a reprint,
with some exceptions, of parts of Herdan's earlier works, inclu-
ding his earlier book with the simpler title of Language as a

! Choice and Chance. He does not see how the material can be

called "advanced', that it is at best elementary and it in some

cases indicates a retrogression from Herdan's earlier books. He

concludes by saying that in spite of some provacative material,

Herdan has revealed himself as behind the times in ilinguistics

and cannot pass as a mathematician's linguist or a linguist's

mathematician.

52, Carroll, John B. On sampling from a lognormal modei of word-~frequency

distribution, Computational analysis of present-day American English,

Providence, R.l.: 1367, 406-413,

“"In nur investigations thus far we have noft yet arrived at an
efficient method for estimating the parameters of the theoretical

population from the characteristics of a sample'' (page %13).
The attempt to determine such a model from the empirical data

in the Brown Corpus is discussed.
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53. Carroll, John B. An alternative to Juilland's usage coefficient for
lexical frequencies, and a proposal for a standard frequency index

(SF1). Computer Studies in the Humanities and Verbal Behavior, 1970,

3, 61-65.

"A new word usage coefficient, U , is proposed. It is an adapta-
tion of Juilland's U but in contrast to U it (1) can be computed
from frequencies In unequally-sized categorles, (2) uses a more
appropriate measure of the dispersion of word probabilities over
categories, (3) will not take the value zero when all occurrences
are concentrated in a single category, and (4) is always scaled

in terms of a corpus of a standard million tokens. Computations
are given for illustrative data and discussed. For many purposes,
however, a logarithmic frequency scale is more convenient and mean-
ingful, and it is thus proposed that frequency data be scaled
according to the formula SF! - 10 (logiop + 10), where SFI is the
Standard Frequency Index and p is the probability or proportional
frequency of the item. An equivalent formula based on Up is SFI =
10(logioUy + 4). For most data from standard frequency counts,
values of SFI will range from 35 to 90, each unit Increment cor-
responding to an increase of about 25.9 percent in frequency.'

54, Carroll, John B. Measurement properties of subjective magnitude

estimates of word frequency. Journal of Verbal Learning and Verbal

Behavior, 1971, 10, 722-729. /

"Stevens' subjective magnitude estimation (SME) method was used

in obtaining estimates of relative word frequency from two adult
groups (15 lexicographers, 13 other adults) for 60 words ranging
widely in objective frequency. Lexicographers rendered more re-
liable estimates, and their averaged data correlated more highly
(.970) with objective log frequency than those of the second group
(.923). The objective frequency of the first stimulus considered
in the SME tack is not related to an S's overall accuracy in pre-
dicting objective frequency, but accuracy is related to the S's
tendency to perceive frequency ratios as relatively large. Subjec-
tive estimates measure available objective counts, and may be more
valid measures of true word probability."

55. Carroll, John B. Current issues in psycholinguistics and second lan-

guage teaching. Paper presented at the Fifth Annual TESOL Convention,
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55. (continued)
New Orleans, La., March, 1971, Eric Accession No. ED-052-643,

"Seemingly conflicting points of view concerning language instruc=
tion which are expressed in various teaching methodologies are
reconciled in thls paper. Key issues discussed include: (1) the
nature of linguistic rules and thelr relation to the ''‘habits' of
language use, (2) the role of grammatical theory in language
teaching, (3) the nature of language learning, (&) a balance
between an audiolingual habit theory and a cognitive code theory,
and (5) some of the critical variables in language pedogogy. The
author Illustrates why the field of language instruction has be-
come characterized by pedagogical uncertainty and concludes that
the teacher's ability to manage learning behavior remains one of
the most unexplored, unstudied variables in educational research.'

56. Carroll, John B. Behind the scenes in the making of a corpus-based
dictionary and word frequency book. Paper presented at the meating
of the National Council of Teachers of English, Las Vegas, Nev.,
November, 1971, Eric Accession No. ED-056-842.

The publication of the American Heritage Word Frequency Book and
the American Heritage School Dictionary marked a new advance in
the technology of dictionary and word-frequency book construction.
The use of high speed computers enabled the compilers to analyze
five million words from a body of materials frequently used in
elementary and junior high schools. New mathematical techniques
have improved the accuracy and scope of word frequency analysis.
The word frequencies are listed by grades, thus enabling teachers
and writers to get accurate information on the specific level they
are interested in. References are included.

57. Carroll, John B., Davies, P., and Richman, B. Word frequency book.

New York: Houghton-Mifflin Company and American Heritage Publishing

Company, Inc., 1971.

This is the most recent of vocabulary counts; and it i's an
excellent one, although it has limited application to adult
spoken language since its samples were drawn from printed
English to which children in grades 3 to 9 are exposed, with

204

. 206

ERIC DLI,:01:sgh




T T

57. (continued)

emphasis on grades 4 to 8. In addition, it concentrates on words
rather than meanings so that the semantic part of word counts is
not covered. The puhlication begins with a foreword and notes

on the development of the corpus by Richman, notes on the Sta-
tistical Analysis by Carroll, and New Views on a Lexicon by Davies.
The corpus was a computer-assembled selection of 5,088,721 words
(tokens) drawn in 500 word samples from 1,045 published materials
(texts and other student-used materials). It contains 86,741
differcnt words (types). The materials from which the 500 word
samples were drawn were textbooks, workbooks, student kits, novels.
poetry, general non-fiction, encyclopedias, and magazines--as of
November and December 1969. The samples reflect 22 subject areas,
17 of which were curriculum areas, three library categories, a
magazine category, and a miscellaneous category which eventually
turned out to be devoted principally to religion. The sampling

of 1,045 texts was taken from 6,162 titles submitted in response

to a national survey of U.S. schools, including public, Roman
Catholic, and independent (private) schools, The 1,045 texts

were in about 46 percent of the replies, although they constitute
only about 16 percent of the 6,162 titles submitted. Machine
processing of the data provided two types of output: citations=-~
occurrences of types extracted in sufficient context to provide

for the construction of definitions later forming the basis for

the American ileritage School Dictionary-~and descriptive statistics==~
frequency of occurrence and distribution. The statisitcal work is
based on the lognormal model developed by Herdan. The results are
displayed in alphabetical lists with frequencies indicated, clas-
sified by grade and by subjects. They are also displayed in fre-
quency rank lists and frequency grouped distribution 1ists by total
corpus, by grade, and by subject.

58. Carroll, John B., and Lamendella, John T. Subjective Estimates of

Consonant Phoneme Frequencies. Educational Testing Service Research

Bulletin RB-72-11, Princeton, New Jer,ey, 1972.

'Subjective magnitude estimates of the frequencies of 24 consonant
phonemes were obtained from 65 university students, some with
training in linguistics, by a method that had been used by Attneave
(1953) for judgements of ietter frequencies. Reliabilities of
averagea judgements for comparably sized groups of 30 judges were
estimated as In the neighborhood of .95. Averages of logarithmi-
cally transformed judgements were correlated with log frequencies
from objective counts with coefficients in the range .736 to .876
(or .764 to .307 when corrected for attenuation). Despite the
high reliabilities and predictive validities, there was evidence
that the judgaments were strongly Influenced by experlenced fre-
quencies of letters of the alphabet.'
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59. Chaplin, H., Martin, S., and Nihonmatsu, R. Advanced Japanese Conver-

sation, U.S. Department of H.E.W., Contract QE-3-14-005.

This book on advanced Japanese is designed as a follow=on to
basic texts such as Jorden and Chaplin's Beginning Japanese
which provides considerable facility In conversation. This book
~xpands the conversational capability of the student by using
three scenarios with a variety of realistic situations. Tape
-ecordings were made by professional actors in Tokyo. Each
scenario is backed up by vocabulary, notes and drill sentences.
The sentences give practice in the grarmatical points involved.

6%. .».msky, N. Logical syntax and semantics (their linguistic relevance).
Linguage, January-March, 1955, 31, (1), (Part 1). (Bobs-Merrill Reprint
L-3.)

In this paper, Chomsky comments on the Bar Hillel paper on the

same subject, Basically, Chomsky takes Issue with Bar Hillel's
premises that logical syntax and semantics have disciplines or
sub=disciplines which really furnish solutions to linguistic
problems, especially those of transformation and semantics (as
known at the time, i.e., 1955). Chomsky holds that they do not
provide grounds for determining synonymy and consequent relations;
they only point out that consequence is a relation between
sentences, and synonymy a relation between words. Acknowledging
that semantics is divided into a theory of reference and a theory
of eaning, Chomsky states that Carnap's theory of meaning on
which Bar Hillel bases his arguments is inadequate for linguistics.
As for Bar Hillel's citation of M.V. Quine and Tarski in defense
of ""meaning', Chomsky says it is a mistake since their work was
principally on the theory of reference which is of little use to
linguists. Chomsky then takes issue with Carnap on the matter of
models since Carnap believes artificial languages are necessary

to the study of natural languages. Chomsky remains skeptical

that a useful model can be constructed. Chomsky concludes by
stating he believes Bar Hillel misunderstood Harris in his
criticism of him in his article and then he objects to the thesis
that incorporating logical syntax and semantics into linguistic
theory will solve certain of its problems in that the theory of
meaning in natural language is in any way clarified by constructing
artificial languages in terms of rules which are called synonymous.
Chomsky says we can solve the problems of synonymy and trans-
formation in English in one of the following two ways, the latter
being the better: by listing synonymous pairs under the heading
Y'synonyms in grarmar' and transformational pairs under the heading
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60. (continued)

of '"transformations' or by finding operational tests to determine
ti-cir relationship and eliminate the need for arbitrary listings.

61. Chomsky, il. Review of 'Verbal Behavior' by B.F. Skinner. Language,
January-March, 1959. (Bobs=Merril Reprint Serles in the Social Sclences
H=34,)

In his book, Dr., Skinner provides a functional analysis of
""Verbal Behavior' in the context of his behaviorist psychology.
In general, Chomsky disputes Skinner's claims, largely on the
basis that Skinner's observations of the behavior of the lower
animals cannot be applied in any really profound way to human
behavior. Chomsky describes Skinner's concepts onc by one and
attempts to prove they do not describe verbal behavior if taken
literally, or if taken metaphorically they do not add to current
knowledge.

62. Chomsky, N. and Miller, G. Finitary models of language users. Handbook

of Mathematical Psychology (Chapter 13), New York: John Wiley and

Sons, Inc., 1963, 2, 419-491,

This chapter considers some of the models and measures that have
been proposed to describe talkers and listeners, i.e., the users
rather than the language itself, It is based on the fact that
there is a distinction that a person's knowledge and his actual
or potential behavior are not the same, so a formal characterlzation
of a language Is not at the same time a model of users. The
authors state that in considering models for the actual perfor=
mance of human talkers, an Important criterion of adequacy and
validity Is the extent to which the model's limitations correspond
to actual human limitations. Two finite models are considered:
the stochastic and the algebraic. The chapter concludes with a
section on '"Towards a Theory of Complicated Behavior''. In
constructing models, only the speaker-listener models were used
instead of one for each. Stochastic theories of comwnications
assume the array of message elements can be represented by a
prol:ahility distribution and that communicative processes trans=-
form the probabllitv distribution according to transitional
probabilities. The section on Stochastic models contains o para-
graph on word frequencies. \lith algebraic models, the purpose

Is to construct a model for the language user that incorporates

a yunerative grammar as a fundamental component. This discussion
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62. (contlnued)

concentrates on the listener and his faculties for perception,
but only as a matter of convenience <ince the authors consider
speaker-listener models as proper. Preliminary evidence. points
to the Chomsky Idea of ''kernel'' or basic sentences that play a
central role not only linguistically but psychologically as well,
as the individual declides how to transform them into what he
actually says (utterance) or understanding of what he has heard.
In considering a theory of complicated behavior, the authors

take into consideration among other things from linguistic theory:
information and redundancy, deqrce of self-embedding, depth of
postponment, structural complesity, and transformational com-
plexity.

63. Chomsky, N. and Miller, G. Introduction to formal analysis of languages,

Handbook of Mathematical Psychology (Chapter 11), iLuce, R., Bush, R., and

Galanter, E. eds. New York: John Wiley and Sons, inc., 1963, 2.

In this study, Chomsky and Miller state that the fundamental fact
that must be faced in any investigation of language and linguistic
behavior is that a native speaker has the ability to comprehend an
immense number of sentences he has never heard before, and to
produce as the occasion requires, novel utterances that are under-
standable to other native speakers. In Chapter 11, they try to
explain the following questions in elucidation of the statement
above: Vhat is the preclse nature of the ability-~the nature of
lanquage [tself? How is the ability put to use, I.e., can we
develop a model for users of a natural language? How is the ablility
developed in an individual? (Chomsky stiil rejects Skinner's
characterization that language Is a set of verbsl responses.)
Chomsky and Miller propose a theory of linguistic structure which
must specify the class of possible senterces, the class of possible
grammars, and the class of possible structural descriptions, and
must provide a uniform and fixed method for assinging one or more
structural descriptions to each sentence, generalizcd by an
arbitrarily selected grammar of the specified form. The authors
develop two conceptions of linguistic structure: a con-tituent
structure grarmmar and the theory of transformational grammar. This
book can be seen as part of his continuing evolution of thought

on linguistics starting with his revolutionary ''Syntactic Structure"
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64. Chocles, J. W. A statistical and comparative analysis of individual

written language samples. Psychological Monographs, 1944, 56, 75-11i.

""The present investigation is concerned with the relation of
certain language variables to (1) the length of sample fron
which they are derived and (2} certain psychologically pertinent
factors. In general, the language measures employed are based
on a count of the number of different words (types) and the
relationship of such measures to the tntal number of words, and
to the factors of 1.Q., chrorological age, locality (city, town,
rural), and cax...'" A thousand samples of about 3,000 words
each were collected from luwa schonl-children over a five year
period.

65. Chretien, D. G. A new statistlcal approach to the study of language.

Romance Philology, 1963, 16, 290-301.

Review of Herdan's Language as Choice and Chance.

66. Cole, L. The Teachers' Handbook of Technical Vocabulary. Bloomingtor,

I1linois: Public School Publishing Company, 1940.

This compilation draws on prior studies in various academic dis-
ciplines taught through high schocl level. The ériteria used

for vocabularies were frequency of occurrence, Importance (ac-
cording to experts), and social usefulness. The lists vary from
hoo to 2000 in cach of 13 subject areas, arranged In four
groupings: mathematics (arithmetic, algebra, and geometry), lan-
guage (English composition, Amecrican literature, and foreign lan-
guage), soclial sciences (geography and history), and other
sciences (hygiene, general science, chemistry, physics, and
biology). The bonk Is arranged with word llsts broken down by
grade level and includes a comparison with the Thorndlke 20,000
word 1ist. The author concludes that since no subject falls
completely within the first 20,000 most common English words,
some attention to vocabulary is required before any of the sub-
jects can be taught effectively.

67. Condon, E. U, Statistics of vocabulary. Science, 1928, 67, no. 1733,

300,

A discussion of the rank-frenquency distribution of words in a
text and proposed neans for determining the mathematical law
unde "lying the distribution., Carroll objects to this preposal
since it makes diversity a function of sanple size.
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69.

70.

va

Daiji, <. Japanese idioms (Hipongo no ldiom). Tokyu: Sanseido, 1950,

This book distinguishes between Idioms and free word combinations,
and between the meanings of the idioms and those of the words which
conprise then,

Dale, E., and Razik, T. Bibliography of Vocabulary Studies. Columbus:
Ohio State Uriversity Bureau of Educational Research, 1963.
Contalfns 3,125 titles adding 542 new titles to the first edition
published in 1957, References are arranged under 206 categories

withoul annotalion. It contains an author index.

Dale., E., and Reiuhert, O. Bibllography of Vocabulary 5tudies.

Columbus: Qhio State Universitv Bureau of Educational Research,
1957.

The First Edition of the Ohlo State Jibllographic Project
superceded by the 1963 revision prepared by Dale and Razik.

Davies, A. (ed.) Language Testing Symposium - A Psycholiqgglstiq

Approach. London: Gxford University Press, 19068.

This Is a compilation of articles and studies on the language
testing, Including an introduction ard one chapter authored ty
the compiler, and ai appendix on ite: analysis. There are 11
articles in all, including the introduction, but excluding the
appendin. The introduction covurs languaye learning views and
their influence on !anguage testiny, tiie uses of language tests,
evaluation in language testine, lanquage test analysis and Or.
Lado's aporoach to lanquane testing. There are four main sections
or groupings to the bnok aftar the introduction, although they
are not listed as such: fir-t section--evcluation, lingulstics,
and psychnlogy (the basic disciplines and their relevance to
language testing, chapters 2 ro 4), second section--~users and
types of tests, chapters 5 to J, third section-~the Influence
of tests on education, chapters 9 to 11, and fourth section

item analysis (the appendix). Two chapters are particu'arly
relevant to spoken language teaching: chapter 7 on testing
spoken language; sorme unsolved problems (6. E. Perren) und
chapter 8 on the testing of or.cy (skill in spoken language)

(A. Milkinson) .

210

0e vy



. 72 Dencs, P.B. On the statlscics of spuken English. Journal of the

) Acoustical Society, 1963, 35, 892-30%.

"A variety of statistical informaticn about spoken English was
obtained. The data «re the results of analyzing a4 considerable
body of conversational material and narritive taken from 'fhon-
1 etic Readers'; the analyses wi:re carried out by using a digital
computer., The principles for selecting the speech material
are dlscussed. Caunts wer. obtalned for the frequency of ocecur~
rence of phonemes, ‘or the dlagram frequeiicies of phonemes, for '
w rd length, atc. Stress was taken into consideration, and many
of the statistict were obtained separately for stressed and
unstressed syllables. In addition, the frequency distribution
of minimal pairs was mbtained. Minimal pairs are the phoneme
plirs that minimally distinguish one word from another. All
results were evaluated from the articulatory point of view. It
. was found that, in spoken English, dental and alveolar erticula-
tions predominate and that manncer rather than place of articula~
tion is the dinension that carries by far the greatest functional d
load."

73. UeVito, Joseph A. Comprehension factors in oral and written discourse

i
.

of skilled cowunicators. S5peech Monographs, 1965, 33, 12h-120. .

DeVito describes his work as ''an attempt to compare written and
oral samples of the work of skilled communicators for {1) over-
all comprehensibility as measured by close procedure and (2)
significant differences in selected elements supposedly related
to ease of comprehension.'' Item two ircludas vocatulary measures
of difficulty and diversity, sentence-levei measures, and an
examination of "density of ideas.'"

74. DeVito, Joseph A, Psychoyrammatical factors in oral and written
discourse by skilled communicators. Speech Monographs, 1966, 33,

" 73-76.

"The concern of the present study, based on 18,000 words of oral
and written discourse by skilled communicators, was with six
psychogrammatica! factors. Oral language was found to contain
significantly more self-reference terms, pseudo-qualify terms,
allness terms, qualification terms and terms indicative of
consciousness of projection than written language."
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75. DeVito, Joseph A. Levels of abstiraction In spoken and written

Yanguage. The Journal of Communication, 1967, 17, 354-361.

"Sampl.is of 8,000 words of oral and 8,000 words of written
discourse, obtained from specch professors who had written
extensively, were analyzed for the relative levels of abstrac-
tion. Oral lanquege was found to be significantly less abstract
and conta!ned more finite verbs and fewer nouns of abstraction
than written janguage.'

76. DeVito, Juseph A. A lingulstic analysis of spoken and written

language. Central States Speech Jourpal, 1967, 81-85.

'Samnles of spoken and written language obtalned from profes:ors

of spzech who had written extensiveiy were analyzed for the fre-
n quency of the four major parts of specech and for two grammatica!
. ratios which measure degree of quaiification. Five of the six

measures employed differentiated the two forms of discourse at

. statistically significant levels.'" The measure that failed to
discriminate the two modes was the noun-verb to adjective-advcrd
ratio.

77. Dewey, G. Relative Frequency of English Speech Sounds. Cambridge,

Mass.: Marvard University Press, 1923 (1950 revision).

Oewey's analysis of the relative frequency of English speech
sounds was Intended for application to shorthand, acoustic devices
such as the telephone, and phonographs, and to the study of lan-
guagu change, history, and trends. This book investigates rot
oniy sounds (syllables) but also combinations of sounds (words),
it contains a discussion of previous works in the field of quan-
titative analysis, The data base consisted of samples of written
text drawn from newspapers, correspondence, novels, and other
prose sources. Analysis of results revecaled that: 9 words con-
stitute 25 percent of tne 100,000 running words (Corpus), 69

vud constitute S50 percent of the 100,000 732 words constitute
7¢ rercent of the 100,000, and 1027 words recurred more than 10
times in the 100,000,

78. Dingwell, W. Transformational and Genciative Grammar - A Bibllio-

qraphy. Mastington, D.C.: Center for Applied Linguistics, 1965,

The “urpose was to compile as complete a bibliography as possible
of 1iwuistic ruivs that relate to sentences. There are two
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73.  (continued)

principal parts to thls bibllography: publishad works: books
and articles, and unpublished works: conference papers. The

. lists are principally the works of the following schools of
transformational grammar: Z. S. Harris (University of Pennsy!=
vanla), N. A, Chomsky (MIT), R. E. Longacre (Summer Institute
of Linguistics). and S. K. Shaumyan (USSR).

. 79. Dixson, R. (ed.) Las 2000 palabras mas usada: corm mas frecuencias

en lgg}es;jThe 2000 most used words with the qraatest frequency In

English). New York: Latin American Institute Press, Inc., 1956.

The first 1,000 words follow the Thorndike=Lorge list. The
second 1,000 words follow the Interim Report on Vocabulary
Selectiun for teaching English as a foreign language (Palmer,
Thorndike, West, Sapir, et al.) modified by current American-
English usage. Thc words list is arranged alphabetically
within groupings of 1 to 500, 50! tu 1,000, and 1,001 to 2,000.

50. Dolby, Jd. L., Resnikoff, H. L., and MacMurray, E. A tape dictionary

for linguist.c experiments. Proceedings of the Fall Joint Computer -

Conference 1963. Baltimore and London: 1963, 419-423,

“A tape dictionary of some 75,000 entries has been prepared
with part-of-speec', status, usage, graphemic .yllablfication

/ and stress information. The entries have been sorted alpha=
betically forward and Lackward as well as by syllable and by
part of speech. Comparisons are belng drawn between various
measures of usage as well as hetween to measures of
the number of syllables in the written form. Consliderable care
has been taken tu minimize the .»umber of errors in the list and
to insure a high degree of cons:stency in the coding. The
authors believe that the resulting listing will be of great
utility In basic studies of the ..a%ure of linguistic data
handling." The project resulted '3 the production of: The
English Word Speculum. 5 vols. Su.nyvale, Calif.: Lockheed
Nissiles and Space Company, 19064,

31. Driemann, G. H. J. Differences bétween wriften and spoken language:

an exploration study. Acta Psychologica, 1963, %0, 36=57 and 78-100.

The quantitative measures employed in this study include the
total number of words in each sample, a classification of words
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8i. (contlinued)

by number of syllables, the verb-adjective ratio, and the type~
token ratio. Texts from the writing and speech of eight psy=
cholegy students were studied.

32, Durr, William K. A computer study of high-frequency words in popular
trade juveniles. A paper presented to The International Reading

Association, Anaheim, Cal., May 6-9, 1970.

'Word frequency was determined for library books that primary-
grade children selected for free reading. A survey of librarains
determined which books these children selected. Thls list was
reduced to 80 books through evaluations by elementary school
teachers. A computer analysls of each word in these books re-
vealed 105,280 running words. When proper names, onomatopoelc
words, and easily recognizable inflected forms and compounds

were omitted, there were anly 3,220 different words in all of
these books. A frequency count of these different words re-
vealed that Just 10 words account for almost one-fourth of all
running words, 25 words account for over one=-third of all running
words, and 188 words account for almost seven out of 10 of all
running words. It was suggested that systematic teaching of
these high=frequency words help insure that children have the
background needed to read library materials of their own choosing
a¢ an ~zarly age. References and tables are given.'

83. Eastman, Carol M. The status of the reversive extension In modern

Kenya coastal Swakrill. Journal of African Language, 1969, 8,

(Part 1), 29-39.

This study is a fallout of a study on the Vumba, Amu, Bajuni

and Jomvu dialects of Swahill conducted by the author in 1965-66.
The procedure was to gather data in two hour sessions. At

least two Informants were questioned Individually for each
dialect with respect to S| verbs. For each one they were asked
to supply sentences exemplifying its use. The 51 verbs were
cormon ones having the largest number of extended forms (The
Standard Swahili=English Dictionary, Oxford, 1939 was used).

In a later phasc of the stuffy, verbs with commonly occurring
radical final elements were extracted from the dictionary. Such
radicals fell into the category of compound radicals.
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34,

85-

Eastman, Carol M., Markers in English-influenced by Swahili Conver-

sation. (Papers In International Studies: African Series lo. 8)
Athens, Ohio: Ohio University Center for International Studies:
African Program, 1970,

This study examines one facet of changes in Swahili, the national
language of Kenya and Tanzania (Tanganyika). It examines the
use of markers as features of interfurence in Swahili~English
biiingu.l conversation., These features involve the adoption

of syntactic and semantic dcviations in one language which can

be attributed to the other. This paper demonstrates clearly

how foreign words can be inteqrated into a language (Swahili)

in an area where many people aie bilingual (English-Swahili).
Interference consists of simplification, lexical insertion of
tnglish words, English syntax incorparation, correction code
suitching (saying the same thing in both languages), and improper

marker usage, i.e., as transitional utterances and oral pauses.
Informants were two Tanzanians studying at a US university who

were asked to talk about a variety of subjects as if they were
in their own country. They used Swahili basically, but with
considerable English intermixed. They actually talked on eight
basic subjects. There were 503 utterances of varying length.
Data were manipulated using a Burroughs 5500 Computer. The
markers used were ''nde'', ""nanhii', "kuma'’, and ‘'tusema’’, (Mar-
kers are meaningless, so-called verbal pauses, hesitation words,
such as ''you know''.) The study has an appendix containing
English words uted in the conversations.

Eaton, Helen S, Semantic frequency list for English, French, German,

and Spanish: a correlation of the first six thousand words in four

single-language frequency lists. Chicago: 1949, and liew York: Dover

Publications, Inc., 1961.

This book is an extension of earlier single language word counts
across language divisions in an attempt to correlate the word
frequencies of a group of lanquages in order to show an inter-
lingua) relationship among the concepts measurable by a scale of
frecuency of use. In a more specific sense, it Is an attempt to
establish through relative frequency of use the common conceptions
of mankind as they find expression in its various languages; in
this case, four West and Central European languages, many of which
have spread worldwide. Words have both form and meaning with
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d5.

36.

87.

38.

(continued)

meaning having the greater varliation within any given language.
Word counts, ewpecially earller ones, have tended to omit meaning
(semantic value) and to concentrate on isolating the word forms
most frequently used. Since a vocabulary of 500 words may re-
present a true vocabulary of 1500 or 2000 word meanings, knowing
the form and a single meaning may not teach more than a small
part of the living languace. Or., Eaton has tried to solve part
of this problem in four languages with her comparative count
which includes a semantic, as well as form count of some 6,000
basic concepts. The book is divided into an introduction, notes
for the reader, and seven parts, one for each 1000 cf the first
6000 words, and one for the first part of the seven thousand.
These are followed by indexes to each of the word lists, an index
of words deleted from prior English and German lists, and those
moved from one group of frequencies to another (Appendix 1), and
a conceptual analysis of substantives, verbs, and adjectives in
the lists (Appendix I1)., Sources of the word lists were Thorndike's
""Teachers' Word Book of 20,000 Words,' Vander Beke's '‘French Word
Book.' (6,000 words), Kaeding's ''Frequency Dictionary of the
German Language'' (80,000 words) and Buchanan's '"Graded Spanish
Word Book.' A great advantage of this book is the careful recording
of procedures and sources used.

Edmundson, H.P. A statistician's view of linguistic models and language

data processing. Hatural Language and the Computer, ed. Paul L. Garvin,

New York: McGraw=Hill, 1963, 151-179.
A survey of mathematical models of linguistic features.
Elderton, W.P. A few statistics on the length of English words.

Journal of the Royal Statistical Socliety, 1949, 62, 436-445. |

This study examines a wide range of data in an attempt to deter-
mine the underiying laws of word-length distribution; Carlyle,
Macaulay, Bacon, Scott, Swinburne, Johnson, Gibbon, Shakespeare,
and The Bible provide tne data. Further information is provided
on the internal make-up of English words, including vowel and
consonant distribution.

Eldridge, R. C. Six thousand common English words, their comparative

frequency, and what can be done with them. Niagara Falls, N.Y,.:

1911.
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88. (continued)

A word count from newspaper prose; a sample of 43,989 words
yielded 6,002 types.

89. Elleggrd, Alvar Statistical measurement of linguistic relationship.

Language, 1955, 35, 151-156.

“"Linguistic relationship has been measured statistically by
means of the product-mome:nt correlation coefficient, r. The
linguistic meaning of varlous forms of this coefficient is dig-
cussed on the basis of a simplified model. It is maintained
that the most satisfactory stotistic measures degree of corres-
pondence or similarity rather than relationship in the genetic
sense. When applied to Indo-European data, the statistic results
in good agreement with common philological judgement. Problems
of significance are discussed. Finally it is concluded that the
statistical technique wili both require.and help to establish

a taxonomy of languages.'!

90. Elleggrd, Alvar HNotes on the use of statistical methods in the

studies of name vocabularies. Studia Neophilogica, 1958, 30, 214-231,

This article discusses various statistical methods for describing
the distribution of personal names in o given area and concludes
that some common techniques cannot be employe-d with curtailed
samples or used for comparing name populations of different
sizes. He suggests that his remarks on name vocabularies apply
to vocabulary studies in general.

91, Elleggrd, Alvar Estimating vocabulary size. Word, 1960, 16, 219-244.

A discussion of the problems of determining vocabulary size
from text samples.

92. Elleggrd, Alvar English, Latin, and morphemic analysis. Gotenborg,

Sweden: Elanders Boktryckeri Aktiebolog, 1967.
This is a short discussion and analysis of Latin root words,
inflections, prefixes, and suffixes in English, and the deriva-

tion of seven rules for recognition of morphemic elements in
English, either in words or serarately.
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93.

94,

96.

97.

Estoup, J. B. Gammes stenographiques. Paris: 1916 (4th edition).

An early attempt to specify the ronk-frequency relation of words
in a text,

Eyestone, Maynard M. Subordinate clauscs in spoken and written

American English. Dissertation Abstracts, 1967, 27, 3857A.

The author analyses clause types and discusses them in a study

of *...50,000 words of unrehearsed comments by American Journallsts
and a like corpus takcn at random from the published works of

the same people.'
Fairbanks, Helen The quantitative differentiation of samples of

¢poken English. Psychological Monographs, 1944, 56, 19-30.

Three-thousand word sarples were taken from ten "superior!
college freshmen and ten schizophrenics (whose case histories

are described). The speech of each subject was recorded and
transcribed by the author. Comparative data is provided with
particular attention to type-token ratios, grammatical structures,
and word frequencies.

Flood, W. and West, M, Dictionary of Scientific and Technical Terms.

London: Longmans, Green and Company, Ltd., 1960. (2d edition).

This dictionary contains 10,000 scientific and technical words
for the layman on 50 subjects. |t explains the words with a
vocabulary of 2,000 words; 56 of which are technical and 120
more which may be difficult for children or individuals who
are not native English speakers. However, most of the 120
words are explained in the dictionary itself.

Fowler, Marray Herdan's statistical parameter and the frequency of

English phoncmes. Studies presented to Joshua Whatmough, ed.

Ernest Pulgram, 's-Gravenhage: 1957, 47-52,

This article examines the usefulness of Herdan's ''coefficient
of variation for the sampling distribution of means' in an
examinat nn of phoneme distribution in works by Graham Greene,
Carl P, Boyer (a calculus textbook), and Beatrix Potter.
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95. Frankllin, H., Meikie, H., and Strain, J. Vocabulary in Context.

English Language Institute, University of Michigan Press, 1964,

This book presents vocabulary in context in the order of atten-
tion pointers (lexical area), presentation (conversations in

context), generalization (explanation or notes on the conversa-
tions), and practice (drill exercises in situational contexts).

99. French Ministry of National Education Fundamental French/(first

level) (Le Frangals fondamental (ler degré)., Parls, France: Natlonal

Pedagogical Institute, 1959 (2d edition).

Fundamental French (lst Level) replaces Elementary French (1954)
which was created in response to a request by UNESCO In 1947 r
for a daily spoken language to enlarge the worldwide education
base, and In response to a need felt by the French to compete .
with Basic English, while not imposing restrictions on growth

which are inherent in Basic English, Fundamental French (lst
Level) is meant to be the basis for textbooks on French vocabulary
and grammar to be taught to foreigners as their first real
introduction to the French language. It is based on French spoken
in as natural a situation as possible. 163 conversations were
recorded In the Paris area from & wide range of persons, for a
total of 312,135 running words (tokens) of which 7,995 were
different (types). From this base, a frequency list was pre-
pared. It was found that some very useful words were used
relatively iInfrequently in both spoken and written French. They
were usually concrete viords such as bus, stamps, and grocer. To
avoid losing them, it was decided to classify by the term ''Avail-
ability", as well as 'frequency''. Words were listed by alpha-
abetical order and then grouped by meaning. The lists were then
cut by 100 to a figure of 800 words Indicated by frequency as
valuable because they were close synonyms of others on the list,
vulgar words, or presented some difficulty of use or learning.

Some words were added to ensure all essential educative concepts
would have a means of expression. The list has 1445 items of

which 1176 are lexical and 269 are grammatical. For the grammar,
constructions rare in spoken French were eliminated, such as some
verb forms, interrofnative expressions, and little used qrammatical
words. Both vocabulary and grammar are arranged by essential words
and those of secondary priority. The vocabulary list is arranged
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99, (contlinued)

in alphabetical order. Additionally, grammatical words, numbers,
days of the week, months, seasons, and terms denoting human rela-
tionships are grouped separately. Frequency does not appear In
the list In order not to influence teachers unduly. For certain
classes such as vegetables, frults, domesticated animals, metals,
tools, and construction materials, only a minimum list was pro-
vided to allow for regional additions as required.

100. French Ministry of Natlonal Education Le Francals fondamental (deux

degre) . (Fundamental French, 2d level (stage)). (Brochure 707,

E./SR) Paris: Natlonal Pedagoglical Institute, (1963).

This book extends the Ist stage of Fundamental French for those
who desire to acquire a more complete knowledge of the French
language and culture. It Is based essentially on the written
language enriched by more precise grammatical words and Is able

to express thoughts with greater conslideration for the affectlive
and cognitive nuances. It corresponds to the essential needs

of the real world. This second stage Is designed to assist the
learner to read books, newspapers, and periodicals. The vocab-
ulary includes words from the word list producec for the Ist

level with frequencies equal to or greater than 20 (the Ist

level Included words only down the frequency scale as far as 29.)
It also Includes words eliminated !'n the Ist level. It includes
the remainder of the ‘'avallable'' words not Included in the Ist
stage. It includes new research=-new study of varied types of
printed texts to update the Vander Beke Dictlionary, (Vander Bek
French Frequency Dictionary words with frequencies of 60 or above
of 1,147,748 running words, but based on written text...and old=--
about 1900), resulting in 425 units of 500 words each not In the
Ist stage, retaining those with a frequency of 13 or greater;
study of a terminal textbook on educatlon in civics for the last
part of primary education, retalning words with a frequency equal
to or greater than 7; study of psychological vocabulary based on
studles of 160 students at elght normal schools, retaining words
used by at least 15 of the 160; addltlonal words not Indlcated by
frequency but judged by experts to be required. It has an alpha-
betically listed vocabulary. The grammar Is extended beyond that
of the Ist stage to Include constructions required to read written
materlal, but still not a complete French grammar. It distingulshes
(in the vocabulary) between words required for active use and those
required only for understanding words when read -r heard.
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101. French, tHlorman R., Carter, Jr., Charles W., and Koenig, Jr., Walter

The words and sounds of telephone conversations. The Bell System

Technical Journal, 1930, 11, 290-324.

""This paper presents data concerning the vocabulary and the
relative frequency of occurrence of the speech sounds of tele=
phone conversation. Tables are given showing the most fre-
quently used words, the syllabic structure of the words, the
relative occurrences of the sounds, and, for each vowel, the
percentage distribution of the consonants which precede and
follow it., Comparisons are made with the vocabulary and relative
occurrence of speech sounds in written English."

102, Fries, C. The Structure of English. MNew York: Harcourt, Brace, and

Company, Inc., 1952,

This book is a continuation, extension, and expansion of Fries'
"American English Grammar'' (English Monograph No. 10 of the
National Council of Teachers of English, 1940), with respect

to the sentence. The materials for analysis were more than
250,000 running words of standard English conversation recorded
mechanically in Ann Arbor, Michigan. There were some 300 In-
formants who provided about 50 hours of diverse conversation.
Emphasis is on the grammar of structure of oral English, as
oppoced to the grammar of usage based on differences of writing
of socio-economic classes. This has led to the identification
of patterns of oral English. Unfortunately, Dr. Fries has dwelt
more on the analysis of his findings than on his procedures in
arriviny at them, The last chapter, 13, on practical applications
has ruch that is of use in the teaching of English to those for
whom it is not the native tongue.

103, fries, C. S., and Fries, A. C. Foundations of English Teaching.

(The English Language Exploratory Cormmittee) Tokyo, Japan: Kenkyusha,
Ltd., 1961,

This book is ane which provides a basis for building textbooks
and teacher's quides for teaching Cnglish In Japan, cspecially
to the first three grades of the lower seccndary schools in
Japan. It contains structures (patterns) and vocabulary. It
emphasizes dialogue as the form of teaching; i.e., of the
structure and pattern of word usage in English. The essence

of the procedure for vocabulary selection is in chapter 1. (The
Hature and Function of a Corpu' ; with corpus being defined as
vocabulary and structure of social situational frames.) |t does
not give frequency counts, but supplies basic vocabulary and
situational context for the use of words of the vocabulary.
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104, Fries, C., and Traver, A. English Word Lists = A Study of Their

Adaptablility for Instruction. Ann Arbor, Michigan: the George Woke

Publishing Company, 1950 and 1965.

This work discusses English word lists, vocabularies, and the
procedures for selection of vocabulary (frequency count, minimum
basic 1ists, or psychological criterla). It Is a critical inquiry
into the character of the lists and thelr applicability to teaching
English to non-English speaking learners. Specific discussions

are included on the following: Ogden--basic English, West-~-defi-
nitlon vocabulary, Palmer and Hornby (IRET)=--standard English voca-
bulary, Thorndike--teachers' word books, Faucett, Palmer, West,

and Thorndike==interim report of vocabulary selection, Faucett and
Maki==1534 words and values of | to 34, and Alden==1ittle English.

105. Frumkina, F. M. Statisticeskis metody lzucenija leksikl (Statistical

methods of vocabulary study). Moscow: 1964.

The author discusses both general problems and proposed models
(e.g., Zipf's "law" of the statistical properties of the lexical
structure of texts). Procedures for compiling a frequency dic=
tionary are described. The text includes an appenrdix listing
the most frequently used words In Puskin's lexicon and the
statistical properties of Puskin's texts are given with part-
icular attention devoted to the type-token relationship.

106. Frumkina, F. M. Allegemine probleme der haeufigkeltswoerterbuecher. |RAL,

1964, 2, 236-247.

The author reviews the (then) recent word counts of Garcla=Hoz and
of Josselson, and proposes a method based on the Zipf function which
will make It possible to compile a list with precision about a

glven percentage of the words in a text. Flrst, a numerical esti-
mate |s made of the lowest frequency that in any particular list

can be reached within a predetermined margin of error, then the

size of the corpus Is calculated which Is necessary to determine

the given frequency within the stated margin of error. Ms. Frumkin
concludes with a list compiled according to her method which demon-
strates Its usefulness.
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107. Frumkina, M., A.P. Vasllevich and Y.N. Gerganov, Sub'ektivnye otsenkli

108.

109.

chastot elementov teksta | zritelnce vospriyantie rechevol iInformatsli
(Subjective estimates of the frequenclies of textual slements and the

visual reception of spoken Information). Nauchno=Tekhn. Infor. Prots.

Sist., 1970, 9, 20-24. (In Russian)

"A discussion of the results of an experimental testing of the
following hypothese: (1) the occurrence probabllity of meanling-
less letter combinations In speech predicts the threeshold of
thelr visual recognition; and (2) subjective estimates of pro=
babilities of letter combinations as obtalned by psychometric
techniques are a stronger predictive factor than the estimates
of the same probabllites obtained by text counts. Tests were
made uslng Russian trigrams presented tachistoscopically. The
results justify the assumption that prediction of an indlvidual's
behavior In a new situation Is based on subjectlve estimates of
probabilities of the situation structures.'

Fry, Dennis The Frequency of Occurrence of Speech Sounds In Southern

English. Archives neerlandaises de phonetique experimentale, 1947,

20, 103-106.

Fry examined a corpus of 17,000 sounds of southern Amerlcan
English and provided frequency data--based on the transcription
system formulated by Daniel Jones.

Fucks, Wilhelm On the mathematical analysis of style. Blometrika,

1952, 39, 122-129.

"Every significant text of a grammatical exposition consists of
a certain material, the vocabulary, and some structural propertles,
the style, of its author. The passive vocabulary !s formed by
the totality of all words of that language, s, the author wrltes
In, the active vocabulary Is formed by a certain set, s', of
that totallity, the selection of which Is determined essentially
by the sort of literature the text belongs to and depends only
in a lower degree on the peculiarity of the author. Style,
however, 1s characteristic of the author at a certain period

of his personal development. The aim of the following investi-
gation Is to formulate mathematically some of the peoperties of
structure constituting style, so that for a given text the
application of a simple mathematical criterion allows its
attribution to a particular author at a certain period of his
mental development,"
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110.

112,

Fucks, Wilhelm Mathematical theory of word formation. Information

Theory, ed. Colin Cherry, London: 1956, 154~170,
The author hopes to discover ''whether the process of word
formation out of syllables In literary texts obeys a law which
can be given mathematically.'" Word-length data from texts by
Shakespeare, Aldous Huxley, Sallust, and Caesar Is consldered.
Gammon, Edward R. A statistical study of English syntax. Proceedings

of the Ninth International Congress of Linguists, ed. Horace G. Lunt,

The Hague: 1964, 37-43,

'""This paper summarlizes a statistical approach to English syntax.
We show a segmentation of utterances based on the estimated
sequence of forms of an utterance. We require that segment bound=-
aries occur at positions in the sequence where the uncertalnty
in predicting possible future forms, given one or more Immediate
forms, Is high. By 'high' we mean either in a relative sense, or
larger than some prespecified value. The segments obtained from
sequences of distribution classes colncide with recognizable
phrases. Using various systems of phrases labeling, predictability
of phrase types ylelds recognizable clauses and sentences; al-
though these do not necessarily coincide with lntonatlon patterns
indicated by punctuation,'

Garcia Moz, V. Vocabulerio usual, vocabulario commun, y vocabulario

fundamental (Usual vocabulary, common vocabulary, and fundamental basic

vocabulary). Madrid: Consegu Superior de Investigaciones Cientifices

(Supreme Counci! for Scientific Investigations, Institute San Jose de
Calasaz), 1953.

An Interesting distinction is made between active vocabulary used
for speaking or writing and a passive or latent vocabulary used
for word recognitlion as in reading or listening. The sources of
the common vocabulary were private letters, periodicals, officlal,
religlous, and trade union documents, and books. Note that they
are all printed or written sources. The book goes Into consider-
able philosophical discussion on the number of words in the corpus
to get a falr sample of different words for each type of source
of words and in the determination of what constltutes a '‘word'.

As finally decided on, the usual! vocabulary includes 12,428 wo-ds,
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112. (continued)

arranged In alphabetical order with frequencles listed for each

of the four sources as well as a total frequency. The usual voca-
bulary is supplemented by 369 words of restricted usage--mainly
technical and by 253 words which are not in the dictionary. The
''vocabularlo commun' 1s more restriclted. It consists of words
found in all four sources listed under the usual vocabulary. The
common vocabulary contains 1971 words and a supplement of words
which do not appear in all four types of sources, but still have

a total frequency of 40 or more, including some which reach 40 by
combination of related forms of a basic word. The fundamenta! or
basic vocabulary Is the most restricted. The list consists of 208
words whose frequency s nearly equally distributed among all four
sources, provided that th2 total frequency Is above 40. Some 26
words of high frequency (over 400) were eliminated from the list
because of unbalanced frequencies with respect to letters (as a
source) ; 19 were too high and 27 were too low. In addition, there
are sectlons on correlation among the four sources, on factorial
anlaysis, and a conclusion,

113. Garvin, Paul (ed.) Natural Language and the Com uter. New York:
McGraw=HI11, 1963,

This Is a collection of 16 original essays concerning all phases
of computer-aided studies of language.

114, George, Alexander L. Quantitative and qualitative approaches to content

analysis. Trends in Content Analysis, ed. Ithiel de Sola Pool, Urbana:

University of Illinois Press, 1959, 7-32.

A survey of experimental design problems and methods of quati-
fication.

115. George, H.V., An Inventory of simple sentence patterns of English.
Proceedings of the Linguistic Society of New Zealand, 1967-1968, 10-11,
62-66.

A brief Inventory is presented here. The author demonstrates the
possibllity of a language model being constructed rather than pre-
senting a comprehensive analysis of the English Language. This
model, he asserts, would be of some value to teachers of English
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115. (continued)

and might serve as a tool for future research. He describes how

he constructed the model using 13 elements and trying to organize
a system by hand., He found that to be of little value, and he

used o computer which allowed him to list his elements and mutually
excluding Items. Then he requested permutations from the computer.
These results were then culled for items that no examples could be
constructed from. The results were then listed and produced a
count of 518 patterns. The elements and codes were:

s. Subject.
si. Subject formal It.
st. Subject formal there.

o. Object.
P. Predicative adjunct to the subject.
no. Not.

ne. Never.

f. Finite verb, except am, are, Is, was, were.
fb. Finite verb, am, are, Is, was, were.
a. Auxilary except items of fb.
vs. Non-finite verb stem.
vd. Non-finite verb stem +ed.
vg. Non-finite verb stem +ing.

His 12 most frequent patterns were:

0.

p.

fp.

fo.

a.

no.

p no.

no p.

no o.

no fp.

no fo.

ne a vs p.

His 12 least frequent patterns were:

ne f st p.

st ne a.

st ne a vd.

a 5t ne vd.,

ne a st vd.

st a ne vd p.

p st ne a vd.

p st a ne vd.

a st ne vd p.

ne a st vd p.
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115, (continued)

The main problem with the work Is that it does not present a com=
prehensive analysis. The size of the corpus from which this
count was drawn is not mentioned and the number of sources used
is not discussed. The method of analysis is not explained deeply
enough. However, the author's goal appears to be to establlish a
mode! for future research rather than a large analysis of the
language or languages In general.

116. Glbson, James W., Gruner, Charles R., Kibler, Robert J., and Kelly,
Franclis J. A quantitative examination of differences and simllaritles

in written and spoken messages. Speech Monographs, 1966, 33, &h4-451,

This study examined the possible differences and similarities In
spoken and written style. Using 45 speech students, the authors
had them write essays and make speeches on given topics. Usling
severals methods of analysis, they concluded that spoken style
was more Interesting and simpler to understand.

117. Gilmore, T., and Kwasa, S. Swahill Phrase Book for Travelers. New

York: Frederick Ungar Company, 1963.
A little broader In scope than most word and phrase books for
travelers, this book attempts to cover a broad area of dlalec~
tical variation with a single word and phrase 1ist of “essentlals',
118, Good, |. J. Distribuction of word frequencles Nature, 1957, no.
4559, 595.

This 1s a very brief Iter on the relation between Zipf's
rank-frequency hypothesis and Shannon's entropy.

119. Gougenheim, G., Michea, R., Rivenc, P., and Sauvage, A. Elabora-

tion on Fundamental French. Paris, Franck: Didier, 1964,

The Introductior explains the reasons for fundamental French

in some detail. Part 1-=Chapter | provides a hlstory of simpli-
fied (basic) vocabularies. Chapter 2 dlscusses Basic English.
Chapter 3 discusses statistical methods of language analysls
Indlcating their history and a preference for the statistlical
methods over the logical/subjective methods. |t refers to the
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119. (continued)

French frequency dictionaries by Henmon (1924-400,000 written words)
and discusses them briefly. Chapter 4 discusses scholarly words
derived from the Vander Beke study, malnly Basic French Dictlonarles.
Chapter 5 deals with two lists, (1) the Aristizabal list of 1938
which was based on 1400 letters written by adults In several sit-
uatlons, 4100 compositions by chlldren of various schoo! grades

and 25 storles Invented and told by glfted children, The authors
came up with 460,727 running words contalning 12,038 different

words of which 4329 had a frequency of greater than 10. Tha
Dottreme-~Massarents List which was based on prior lists (Aristizabel,
Haygood, Vander Beke/Pirescott) and on studies by Dottreme himse!f,
The final vocabulary count contalns 2750 words arranged by fre-
quency, difflculty of spelling, and a quotient resulting from di-
viding the frequency by the difficulty of spelling, The Appendix

to Part | refers to frequency counts In languages other than French
and English. Part 2, Chapter | describes In detall the method of
obtaining the samples of Fundamental French. It Includes a list

of 1063 words In order of decreasing frequency. Next is the list

of alphabetical order. Chapter 2 contains studies on frequency/
grammatical relationships. Chapter 3 discusses relatlionships be-
tween literary and spoken French and gives a table Indicating Rank
by Frequency and a value for the Zlpf Constant (f x r ) where

a = 1.305 on a corpus of 312,135 words of which 7. 995 are different.
Part 3 discusses the problem of avallabllity versus frequency, the
available vocabulary and the degree of Its availabllity, the psy-
chological stabllity of concrete words, soclologlcal and geographical
differences, and complementary research studies. Part 4 contains
the vocabulary, Including additions and deletions, notes on grammar,
and Verification Measures. The appendices include Extracts of
Recordings, Examples of Instructional Tests written In Fundamental
French and a Bibllography.

120. Graham, E. Baslc English-Internation Second Language. Orthologlcal

Inifltute, New York: Harcourt, Brace, and World, Inc., 1968.

This work combines and updates Ogden's Basic English and the
ABC's of Basic English.

121. Green, J. R. A comparison of oral and written language: a quan-
titative analysis of the structure and vocabulary of the oral
and written language of a group of college students. Disserta-

tion Abstracts, (1959), 19, 2080-2081.
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121. (contlnued)

""From the language data, tabulatlons were made of tihe num=
ber of times each different word was used, the letter-
lengths of each word, frequencles of parts of speech, fre-
quencles of maln and subordinate clauses, and frequencies

of various kinds of subordinate clauses. Verbld equlvalents
of finlte clauses were counted In a further study of ratio
of subordination." The material studles consisted of 13,684
words of speech and 18,447 words of writing.

122. Greenway, P. J., A Swahlli-Botanical-English Dictlonary of Plant

Names. Tanganylka (Tanzania): Dar-Es-Salaam, 1940. (2d Revlsed

Edition).

The hook 1ists botanical names In both Swahili-English, and
Engilsh-Swahlll orders. Brief descriptions of each plant,
tree, or shrub are provided as English translations for the
Swahill terms.

123. Gross, M. Mathematical Models in Linguistics. Englewood Cliffs,

New Jersey: Prentice-Hall, Inc., 1972.

Structural lingulstics deals with the properties of natural
languages that are best accounted for in terms of combina-
tions of simple elements Into more complex ones. There are
laws that restrict the combinations. In the last 20 years,
research In lingulstics has reached the degree of complexl|ty
and preclslon such that the use of mathematical tools has
become the only safe way to state the descriptions. This
book presents a number of such tools, in terms of standard
mathematical notatlons. It also attempts, In a more general
way, tn demonstrate how the tools can be used in lingulstics,
especially In the construction of models,

124, Gruner, Charles R., Klbler, Robert J. and Gibson, James W. A
quantitative analysis of selected characteristics of oral and

writter 'vocabularies. Journal of Communlication, 1967 17 152-158.

""The ourposes of thls study were: (1) to develop a list of
the ~ .2nty~five most frequently used words for both oral and
writte, messages; (2) to compare these word lists with simi-
lar lists develcoed from previous research; and (3) to de-

termine the diffe-ences and similarities between written and

spoken vocabularie. :- measured by the type-token ratlo.'
Forty-five college : -:: 'nts provided the data fo. the anal-
ysis. '
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125.

126.

127.

128.

129.

Guilbert, Louis De l'utilisation de la statistique en lexicologie

appliquee. Etudes de Linguistique Appliquee, (1963) 2, 12-24,

This Is a general consideration of the use of statistics iIn
language studies with particular attention to the problems
presented by idiomatic phrases, grammatical varlants, and
semantic relations.

Guiraud, Pierre Bibliographie critique de la statistique linguistique.

Utrecht-Anvers: 1954,

A multilingual collection of books and articles arranged by
content category.

Guiraud, Pierre Les caracteres statistiques du vocabularie. Paris:

1954,

More than half of the book is devoted to problems of the
analysis of lexical distribution in literary texts. The
concluding sections are devoted to a presentation of lexi-
cal data derived from the study of poems by Baudelaire,
Rimbaud, Mallarme, Apollinaire, Valery, and Claudel.

Harwood, F. W., and Wright, A. M. Statistical study of English
word formatlon. Language, 1956, 32, 260-273.
""A quantitative study of English word formation based on the
data of the Thorndike-Lorge frequency list. Results cover
(a) dimensions of the word forming mechanisms in modern
English, (b) measures of the relations between major suf-
fixes and word classes, and (c) the main equivalencies sym-
bolized by the major suffixes.'
Haydon, Rebecca E. The relative frequency of phonemes in general=-
American English. Word (1950), &4, 217-223,
This article presents the results of the analysis of six

classroom lectures by different speakers transcribed in the
system developed by Kenneth L. Plke.
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130. Hays, D. G. Introduction to computational lingulstics. New York:

1967.

This Is a textbook introduction with frequent illustrations
of computer algorithms for linguistics and exercises for the
student.

131. Henmon, V. A. C. A French word book, based on a count of 400,000

running words. (University of Wisconsin Bureau of Educational

Research Bulletin No. 3, September 1924.) Madison, Wisconsin:
University of Wisconsin College of Education, 1924,

This Is a count of printed and written French as of the time
t.e., prior to 1924, The study detalls the particulars of its
compilation., It was Intended as a companion piece to Thorn-
dike's '"The Teacher's Word Boo::'' on English and Kaeding's
'"Frequency Dictionary' ('"Haeufigkelts-woerterbuch') on Ger-
man. The 400,000 runnlng words were reduced to 9187 on a
dictionary basis. Of these, 3905 occurred five times or
more. They are printed in the book In order of frequency
(Part 1) and alphabetically (Part 2). Words occurring 5000
times or more account for 25% of running discourse. There
are only ten such words, but they include the verbs ''‘to be"
and ''to have'' with all their conjugations subsumed under

the infinitive. 655 words occurred 50 times or more and
1250 (Including the 655) occurred 25 times or more. Unfor-
tunately, Henmon did not glve any details of the techniques
Iinvolved In the corpus selection, he only indicated its gen-
eral breakdown as to source. Nor did he indicate how he
developed and refined the word count. However, the book Is
significant as one of the earlier word counts of some scope.

132. Herdan, G. A new derivation and interpretation of Yule's 'Char-

acteristic' K. Journal of Applied Matheme .cs and Physics (ZAMP),
(1355), &4, 332-34.

‘Yule's 'Characteristic' K of the word-frequency distribu-
tlan of a linguistic text is derived under the assumption
that the occurrence of a word in such texts was governed by
a law of chance (the Poisson law). This assumption, and
with 1t the use of K as a characteristic of the text, has
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132. (continued)

been attacked by linguists, without foundation, as the
writer believes. However, the constant K can be derived
without such an assumption, which has not oniy the advantage
of obviating adverse criticism of the kind referred to above,
but of showing K to be an easily interpretable, useful and
Interesting characteristic of a linguistic text."

133. Herdan, G. The relation between the functional burdening of
phonemes and the frequency of occurrence. Language and Speech,

(|958) . _l_o 8"13.

'"The frequency of occurrence of phonemes in a language may
be derived from dictionary material or from continuous texts.
This paper deals with the relation between the two sets of
values for English. When distributions are plotted for Eng-
lish phonemes, classified acccrding to manner and place of
articulation, It Is seen that there is a close similarity
between the distribucion for dictionary material and for
continuous texts. The hypothesis is advanced and tested
that the phoneme distribution in speech is a random sample
of the phoneme distribution in dictionary material (the
functional burdening of phonemes)."

134. Herdan, G. Quantitative Linguistics. Washington, D. C.: But-

terworths, 1964.

The thesis of this book is that mathematica! linguistics Is
an integral part of linguistics, and not just some tool used
on an ad hoc bacis to obtain statistical data. Herdan's
concept embraces and ties together deSaussure's and Bloom-
field's and differentiates among:

La Langue--the language viewed as an entity,

La Langage--collective human speech as an entity (quan-
titative linguistics) which is somewhat
different than La Langue, and

La Parnle--actual indlividual human speech or utterance

! which diffars from both of the above.
Herdan has divided his book into four parts and 20 chapters,
together with an appendix which provides a numerical table
of the law of solidarity (in the use of words it Is the sys-
tem of vocabulary as revealed in the gradient of frequencies).
The four broad categories of analysis and exposition in Her-
dan's book are: (1) quantitative linguistics, (2) phonemic
level, (3) vocabulary level, and (4) syntax level.
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135.

136.

Herdan, G. The Advanced Theory of Language as Choice and Chance.

Berlin and New York: 1966.
The most recent and most comprehensive of Herdan's textbooks,
this work gives particular attentlon to matters related to
stylistics.

Hibbett, H. and Gen. |tasaka Modern Japanese - A Baslc Reader.

Cambridge, Massachusetts: Harvard University Press, 1965, Volumes

| and |1,

Prepared with the asslistance of an HEW (USOE) contract the

two volume text contalns vocabulary llsts and notes (Volume

i) and Japanese Text (Volume 11), This Is a textbook which
should not be studled unt!l after basic (or beginning) Japanese
has been mastered. |t attempts to use the most frequently used
Japanese words as determined by the 1957 and 1960 vocabulary
studles by the Japanese Natlional Language Research Institute,
Although It Is in current or modern Japanese, It Is written/
printed word, rather than spoken word oriented.

137. HI1l, Archibald Oral Approach to English. Tokyo, Japan: The

138.

Snglish Language Education Council, Inc. 1965, | and 2.

This book consists of progressive drills in spoken English
without reference to the origin of word selectlon. Drills:
understanding sounds by contrast, producing sounds, use of
sentence patterns and sequences, substitutlon frames, diaiogues,
and grammatical transformation practice.

Hill, L. Selected Articles on the Teaching of English as a

Second banguage. London: Oxford University Press, 1967 (1969

reprint).

The author has spent most of his adult life teaching English
to foreigners In thelr own countries. He has also written
many articles on how to do it. Elghteen of the ones he con-
siders best he has inserted Into this compilation. The
articles are full ui useful hints on how to teach English,
In somewhat the same vein as Stevick's ''Helping People to
Learn English."
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139. Holstein, A. P. A statistical analysis of Schizophrenic language:
preliminaries to a study., Statistical Methods in Linguistics,

1965, 4, 10-14.

This article contains statistical summaries and a brief dis-
cussion of ''20 minute samples of the speech of 8 schlizophrenlic
patients' with comparable data from published counts. The
author calculates word class distribution, Yule's K, and the
type-token ratio and lists the most frequently used words.

140, Horn, E. A Basic Writing Vocabulary. (University of lowa Mono-

graph in Education. First Series No. 4, April 1, 1926) lowa City,
lowa: College of Education, Unlversity of lowa, 1926.

This Is a vocabulary based on the 10,000 English words most
commonly used in writing, It contalns an ldentification and
critical review of earller writing vocabularies as well as
the methods used in developing the 10,000 word vocabulary.
The author points out the value of the list in teaching
English to forelgners since the flrst 500 words common to
his. Thorndike's lists, and spoken vocabulary lists make

up 75-80% of the running words In English. This Is a worth=
while, albelt somewhat dated study.

141, Horowitz, W. and Berkowitz, A. Structural advantage of the Mechan-

ism of spoken expression as a factor In differences in spoken and

written expression. Perceptual and Motor Skills, (1964), 19, 619-
625.

Type-token ratios were computed as part of thls study of
writing and speech.

142, Horowitz, M. W. and Newman, J. B. Spoken and written expression:

an experimental analysis. Journal of Abnormal and Social Psy-

chology, 1964, 68, 640-647.

"Two experiments were designed to test for the differences
between written and spoken expression. These two modes
were controlled by limiting time for the preparation, time
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142. (continued)
for exposition, and by limiting the subjects to two balanced
toples. . . ' Type-token ratlos were calculated among other
measures .

143. Howes, D. A word count of spoken English. Journal of Verbal Learning

and Verbal Behavior, 1966, 5, (6), 572-606.

Howes undertook this research In order to up~date and correct
what he considered deficienclies In prior counts, especially
Thorndike's omission of spoken English; the French, Carter, and
Coenig Telephone Count (1930) beling designed to record speech
sounds rather than words=-a method of collection was not from
running connected samples=--sampling was restricted; Falrbanks
(1944), small corpus=~30,000 words-only those words with a fre-
quency of 100 or more were published. Informants for the Howes'
study were 20 sophomores at Northeastern University and MIT and
20 VA Hospital patients who had acted as controls for his prior
studies on aphasic speech but were themselves free from cerebral
defects or acute dehibllitating diseases. Informants were taped
in free speech in response to general questions designed to get
them talking natu-ally, All recordings took place between 1960
and 1965. There were 50 Interviews of 5000 words each. The
bist (VA) Intormant provided 10 of the 50 interviews In order

to provide data on stability of word frequency. The 40 others
were each Interviewed only once. The total corpus was 250,000
running words from 41 sources, which were catalogued as to indi-
vidual source as well as to class of source; [.e., University or
VA Hosptial. There were 9699 words In the corpus, of which a
little less than half (47 percent) occurred only once. The
author notes that the type/token ratio of spoken English tends
to be less than it would be in written or printed English, and
that only very large counts will produce evidence of extremely
rare words, (Bongers says at least a million. This count Is
only 25 percent of that amount). The results are tabulated in
an alphabetical list giving total frequency (all 41 informants)
and separately University (20) and VA Hosptial (20) frequencies.
The informant Interviewed 10 times appears only in the total
column. Words with a frequency of one are listed linearly to
save space, but are annotated to indicated whether they were
used by a University student, one of the 26 hosptial patients, or
by the one VA patient interviewed 10 times. In spite of Its
limited sampling, this Is a useful count since it Is recent and
embraced hospital patlents from a variety of backgrounds (although
probably mainly from the lower middle, and lower class) as well
as students, most of whom were probably in their l4th year of the
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143. (continued)
educational process. Within the student group, although Howes
did not break them out as such, he had some variety, at least of
academic Interest, and probably also of socio-economic background.

144, Hultzen, |., Allen, H., Jr., and Miron, M. Tables of Transitlonal

Frequencies of English Phonemes. Urbana, I1linois: University of

I1)inols Press, 1964,

The frequency of occurrence of transitional probabilities of
smal! units in normal text may be different In sequences
following any other given unit from what it is when the pre~
ceding unit Is taken into consideration. A phoneme is de=
fined as the least unit for which a distinction must be made
In a language. Phonemic analysis ylelds more usable data

than analysls by spelling letters. The objective Is to set

up an apparatus for describing the set of phoneme sequences
occurring In a running text of language. The corpus used

for the study was drawn from 11 different plays in the pub-
lication '""Plays ~ The Drama Magazine for Young People,'' pub-
lished by the Journal of Modern American English. Selections
were one page each. They were run together to obtain a total
of 20,032 phonemes, including junctures as phonemes. The
phonemic analysis follows that Professor Agard used in the
Southwest Project In Comparatlive Psycholinguistics. In this
case, he spoke the selected excerpts of the 11 plays in his
modified version of the southeast New England dialect. The
phonemic notation was that used by Trager and Smith In their
Outline of English Structure. In presenting the tables and
corpus, an IBM printout was used with its limitation of cap-
ital letters and a few non-literal symbols. Tabular displays
Iinclude the number of occurrences of single through four pho-
neme sequences. The fourth order sequences are also tabulated
by reverse indexing. In Chapter 2, Section |, there are several
breakouts and elaborations on the tables in Part ||, including
frequency by types and tokens. |In Chapter 3, Section |, there
Is a discussion of messages generated by computer on the basis
of transitional probabilities.

145, lchiro, S. Basic Vocabulary for School Children (Kyolku Kihon

gol). Tokyo: Maki Shoten, 1958.

This vocabulary totals 22,500 words for use in the nine years
of compulsory education of Japanese children. It Is graded
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145. (continued)
as follows:
lower Primary =-=- 5,000 words,
higher Primary -~ 7,000 words, and
junior High ==== 10,000 words.

The words were selected on the basis of subjective criterla
by a panel using dictionary sources.

146. Jakobovitz, L. A. Forelgn Language Learning (A psychollngulstic

analysis of the Issue). Rowly, Massachusetts: Newbury House,
1970.

This book Is an attempt to unscramble some of the confusion
between language teaching (methods and materfals) and lan-
guage learning (psycholinguistics and human variables). It
is has five chapters: :

I. Psycholinguistic Implications of Teaching of Foreign
Languages,

2. Psychological and Physiological Aspects of Foreign
Language Teaching,

3. Compensating Foreign Language Instruction (Teacher/
Learner/Researcher/Evaluator),

L. Problems of Assessing Language Proficiency (see items
on testing), and

5. Foreign Language Aptitude and Attltude References
(Bibliography) .

147. Johnson, D, B. Computer Frequency Control of Vocabulary in Language

Learning Materials. |Instructional Science, Amsterdam, The Netherlands:

Elsevier Publishing Company, March 1972, 1, (1), 121-131,

""Yocabulary is one of the major obstacles to attaining reading
fluency In a second language...For efficient learning, the voca-
bulary systems must be structured in terms of frequency groupings
so that the more frequent ones are mastered before the less fre-
quent ones...The solution involves: (1) the establishment of
various word frequency groups and (2) marking the word in the
reading text so that the learner has a clear set of rational
priorities. Statistical studies suggest that approximately 5000
most freugent words constitute a minimum vocabulary for ''liberated"
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147. (continued)

reading and account for about 90U percent of the different words
in an average text...the presentation of the higher frequency
words within the 1000-5000 range should he sequenced by groups In
terms of their relative frequencies. Each group might correspond
to a particular level of language proficiency. This goal can

be attained by means of a system in which the frequency category
of each text word Is marked so that the learner knows its rela-
tive Importance and can structure his vocabulary acquisition
accordingly. A marking procedure by frequency is integrated with
a marginal translation or glossing routine. The article proposas
a set of frequency groups and describes an algorithm for the 'm-
plementation of a frequency identification and marking procedure
on an IBM 360 copmuter...' Although the article is devoted to
reading skills it has obvious application to oral vecabulary,
once determined, and its integration into oral sentence patterns
or other methods of learning conversation.

143. Johnson, F. A Standard Swahili-English Dictionary. (For the

Interterritorial Language (Swahili) Committee), London: Oxford

University Press, 1939,

Madan's Dictionary (1903) was based on the language of
Zanzibar City. This update broadens the geographic base
of the word coverage. MNouns and other forms derived from
verbs are listed under the verb rather than separately.
The dictionary includes loan-words from Persian, Hindi,
Turkish, Arabic and neighboring Bantu languages, in addl-
tion to a small number of Portuguese, German and English
borrowings. (See Berritt, D. V.'s Dictionary.)

143, Jones, L. V. and Wepman, J. M. A Spoken Word Count. (PHS Grant

MH 01849 and M-10006 (University of Horth Carolina). PHS Grant
tH 01876 (University of Chicago)). Chicago |l1linois: Language

Research Associates, 1966,

The vocabulary was compiled from English-speaking adults who
were each asked separately to tell a story about 20 pictures
In Murray's Thematic Apperception Test of 1943, 1t was dis-
covered that in spoken lanqguage, 33 words account for 50% of
the words used. (An analysis of the Lorge and Thorndike
Word Lists shows 89 words are required to account for 50%

of their written word sample.) The most frequently used
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149. (contlnued)

words are used more frequently by speakers thar writers.
The book has three lists:

List A - 1102 words most often used by 54 speckers; each
word has a frequency of at least 4/100,000,

List B - Words spoken by at least two of the respondents,
arranged by grammatical class, alphabetically
within class, and

List C - List B in completely alphabetical order, and In-
cluding Inflectional forms.

A table shows the ratio of male/female usage ¢f words as
well as the ratio of persons under/over 60 years of age,
recognizing that education prabably has more to do with

the variance than the categories ljsted. ZIpf states that
there Is a relationship between word length and frequency
of use. This study supports his thesls up to words four
letters In length; after that the relationship Is not exact.

150. Jones, R. M. Sltuational vocabulary. [IRAL, 1966, 4, 165-173,

Relating to the concept of selecting vocabulary according to

the ldea of availability (disponsibility), Jones discusses
objective means for selecting 'centers of interest" by advancing
fairly rigorous definitions of “situation' or 'center of Interest"
and for using objective criteria to llst the ''centers of interest'
which are to be investigated. Jones discusses “‘open' and ''closed"
situatlions, 'positioned" and “unpositioned" situations and re-
commends the development of an '"Aristotelian'' hierarchy In class-
Ifylng vocabularies by situation; In effect, a situatlonal
taxonomy .

151. loos, Martin Review of Zipf's the psycho-blology of language.
Language, 1936, 12, 196-210,

A detalled critique of major signiflcance. Joos proposes
a modification of Zipf's rank-frequency equation.

152. Joos, M. The English Verb Forms and Meanlng. Madison, Wiscon~

sin: University of Wisconsin Press, 1968.

Joos says that if German is hard to learn because of its
nouns, English Is hard to learr because of its verbs. He
divides his book into:
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152. (continued)

hapter | Introduction,

Chapter Il Non-Finite Verbs,

Chapter 11I The Finite Schema,
Chapter IV Basic Meaning and Voice,
Chapter V Aspect, Tense, and Phase,

Chapter VI  Assertion
Appendices.

153. Jorden, E. The syntax of modern colloquial Japanese - Language,

(31, No. 1 (Part 3), January-March 1955.) New York: Krauss

Reprint Corporation, 1966.

The author states that her purpose Is to give a systematic
and complete description of the syntax of modern colloqulial
Japanese and Incidentally to formulate a new technique for
analyzing language. The study is based on a corpus of
60,000 spoken words from the Tokyo area. Most | iformants
were men and women between the ages of 20 and 5C, repre-
senting varied professions and family backgrounds. All
were native speakers of Japanese, educated at least through
high school level. Topics talked en weére anecdotes, personal
experiences, and conversations be'ween individuals. Some
spontaneous speech heard in Tokyo was also recorded. Some
contemporary newspapers and magazine artlic’es, some Inter-
views, round-table discussions, dialogues, and comic strips,
and some fiction were also added, so that in its entireiy
the study was not completely of the spoken languaiqe. How=
ever, the written material was recorded as spoken by an
informant. Material of a formal written style was omitted.
Utterances were broken down Into successively smaller se-
quences until the maximally independent (I1C) sequence was
reached (Lexeme). All sequences were then categorized
(classified). The dissertation describes itc method,
materials, procedures, the system of classification, and
Its application. This study contalns two appendices:

Lexeme Classes and.
Constituent Types (of sequences).

154, Josselyn, H. The Russian Word Count and Frequency and Analysis

of Grammatical Categories of Standard Literary Russian. Detroit:

Wayne University Press, 1953.
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154. (continued)

This word count provides data dealing with the distribution
of vocabulary and structural categories of standard 1iterary
Russian. The time-frame is the second quarter of the 19th
century to the present (circa 1950). The time samples were
taken as follows:

158 == 19th Century,
25% -- 1900-1918, and
50% == 1918 to about 1950,

The classification of samples according to style is as
follows:

7% drama,
14% literary criticism,
202 journalism (wide scope within magazines and news-
papers), and
593 flction.

The material ls condensed into six lists:

List 1 Is 204 most frequently used words out of 150,000
running words,

Lists 2 through 5 are the first 2000 words In groups

of 500, arranged In alphabetical order, and

List 6 Is th: next 3,000 most Important words for 3d
and later yzsar studaits of Russlan.

Tabulations do not include proper names with some exceptlons,

. inflected nouns are entered only as the mascul Ine singular,
all iInflected verbs are entered under the Infinitive, dlalectical
Items are entered separately except for verbs, and dlalectical
verbs are referred to in thelr proper Infinitive.

There Is a tabulation of grammatical usage of several well-
known authors., Speclal computer source and punch cards
were prepared for essentlal data of the categories desired.

The total number of running words examined was 1,000,000
Tne total number counted was 526,044
The different words recorded were 41,115
The total significant words published In the

lists were 5,230

The final lists show both range, frequency,
chronology (period), type literature, and
conversational or non-conversational, source.

Lists are given in order of range rank. The index |s alpha-
betical with a List Key for each word.
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155. Kaeding, F. W, Haeufigkeitswoerterbuch der Deutschen Sprache

(Frequency Dictionary of the German Language). Berlin: Mittler

and Sohn, 1898,

This book is in German. It is a frequency count of words
and syllables in German and is one of the earliest still
cited frequency counts. The book begins with a review

of literature on the subject, requirements for such a study
(especially for stenography), prior studies, lists of
source materials, and procedures followed. Some 11,000,000
words and 20,000,000 syllables were counted. Their ratio
in the study Is then 1/1.83. There are several tables
which presernt material alphabetically and in frequency

rank order. In the main, alphabetical table inflections
are listed under the headword. This was a comprehensive
and thorough work for its time.

156, Karlgren, Hans Positional models and empty positions. in

Structures and Quanta: Three Essays on Linguistic Description.

Copenhagen and New York: 19063, 22-56,

A discussion of the value of statistical considerations In
a slot-and-filler model of language.

157. Keil, Rolf-Dietrich, Einheitliche Methoden in der lixikometrie. {RAL,

1965, 3, 95-122,

After discussing various problems associated with lexicology,
the author proposes that the corpus used should contain at

least ten million running words, with single text containing

no less than ten thousand running words, and that the functional
weight given to text classes should correspond to the relative
importance of these classes in the language as a whole. An
extensive bibliography accompanies this artlicle.

158. Kihouka, T. Japanese lanyuage guide for Secondary School Teachers.

South Orange, N.Y.: Seton University, 1964,

This quide has five parts: appronach, planning, materials, when
to use Hlragana, Katakana and Kanhii, and %ivaluation.,
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159. Kochi, D. Basic Japanese (Kiso Nippongo) . Tokyo: Kokuseikan, 1933,

This is a Japanese parallel to Basic English by Ogden. The idea
was to streamline Japanese for instruction and especially to aid
in teaching Japanese to non-Japanese speakers. The book 1s div-
ided into three parts: sentence rules, basic reader, and includes
1000 word vocabulary.

160. Kochi, D. Shades of Japanese (Nippongo no sagata). Tokyo: Kaizosha,

]9“] .

This book Is a group of articles by the author, including one
called '"Kisogo (Basic Japanese)''. It also contains a basic word
list of 1100 words.

161. Koutsoudas, Andreas M., and Machol, Robert E. Frequency of occurrence

of words: a study of Zipf's law with application to mechanical trans-

lation. Ann Arbor: University of Michigan Engineering Research Insti-
tute, Report no. 2144-147-T, June 1957.

""Existing laws concerning the freqencies of words in language--
specifically Zipf's and Joos' laws--are examined by means of new
formulas which permit comparison of these laws with easily obtain-
able data. The laws are shown to be inaccurate and inadequate for
predicting the size of dictionary necessary for mechanical trans-
latlon, or the frequency with which words not in a dictionary of
given size will be found. It 1s concluded that an empirical
approach to this problem is most promising.'" Appendix A (pages
7-13) by George J. Minty summarizes the mathematical basis of

the new formulas.

162. Kramsky, J. The frequency of articles in relation to style in English.

Prague studies in mathematical linguistics, 1967, 2, 89-95.
The investigation of the statistical distribution of definite,
indefinite, and zero articles in contemporary English reveals
that there are not significant differences in the usage of
articles in various s®yles.
163. Kraus, Jirf K stylu soudobe ceske reklamy (on the syle of contemporary

Czech advertising), MNas Rec, 1965, 48, 193-198.
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163. {(continued)

A statistical comparison of broadcast advertising with that of

newspapers, based on a part-of-speech count and a word repetition
index.

164. Krishnamurthy, K. H. Psycholinguistic study of a schizophrene's speech.

Language and Speech, 1969, 12, 256-257.

""An analysis of a schizophrene's speech using a phonological
system of notation is presented here. Grouping the utterance
data into phonemic and non-phonemic phonatory, the latter in
turn Into the normal and occasional etc., rather than phonemic
and prosodic, is shown to be more comprehensive and useful,

The system aims at incorporating many fresh utterance details
like stretches, response time, rate of phoneme production, tone-
accent distribution and the like in an edited transcript which
is also serially numbered in such a way as to help pinpoint
discussion of any portion. This Is shown to be a useful method
of bringing out many features of psycholingulstic interest,
such as the general description of a subject's phonation for
comparative study, the richness and close correlation of the
devices to the mood and contents, etc. It also shows that

the vay of using phonatory devices in active speech is more
varied than our native grammatical! conceptions indicate and
includes illustrations of semantic incoherence and a thought-
type Involved at many levels characterizing psychotic speech."

165. Kroeber, Karl A computer analysis of fictional prose style.

Washington, D.C.: Office of Education, 1966.

""Funcamental characteristics of fictional prose style were studied
through systematic and objective analyses of novelistic syntax
and vocabulary. Sample passages from the major novels of Jane
Austen, the Bronte sisters, and George Eliot, as well as ncvels

by 13 other authors were analyzed. Information on sentences,
clauses, and words was coded and transfered to magnetic tape.
Statistical tests were run on the data, and frequencies of syntac-
tic patterns and vocabulary preferences were printed out. The
primary conclusions of the study were (1) it is not possible to
define the style of any novelist through simple statistical analy-
sis of his grammar or his word choice, (2) novellstic style can be
satisfactorily identified only in terms of multiple factors, many
of which go beyond the level of syntax and vocabulary, and (3)
further systematic study of fictional prose style should be based
on automated analysis of tests, as the human analysis of texts
requires an exorbitant amount of time."
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166. Krohn R. English sentence structure (sentence patterns). Ann Arbor:

English Language Institute, University of Michigan, University of
Michigan Press, 1971.

As the title implies this book deals with patterns or frameworks
rather than frequency counts.

167. Kublin, H. Useful Japanese pronounciation and basic words. New York:

Japanese Society, 1961.

This booklet is very short and basic. |t is for the traveler and
beginning student. |t has two sections: Alphabetical Lists of
Words and Classified Vocabulary; e.g., Everyday Expressions and
Date-Time Expressions. There is no iIndication of how the words
and phrases were selected. It is essentially a short, traveler's
word and chrase book.

168. Kucera, H., and Francis, W. Computational analysis of present day

American English. Providence, Rhode Island: Brown University Press,

1967.

This analysis was performed by computer on a nearly 1 million
word corpus of natural language text compiled in 1963-1964 at
Brown University. It contains both lexlical and statistical
data. The purpose was to compiie a corpus of printed American
English rather than to develop a basic vecabulary of most common
words. The corpus is divided into 500 word samples of about
2000 words each from continuous discourse. All texts were

first printed in 1961 and represent a wide range of styles,
i.e., 15 categories: press, 3 (reporting, editorial, review),
religion, skills and hobbies, popular lore, literature and
biography, miccel laneous government documents, learned and
scientific, and fiction 6 (general, mystery, detective, science,
adventure/western, romance, and love story). Samples were
randomly selected. The analysis is in two main parts: word
lists and statistical tables and graphs. Word lists are: de-
scending order of frequency, alphabetical, first hundred most
frequent words by total and the 15 categories, word frequency
distribution, and sentence length distribution (corpus as a
whole: 19.27 words; range: 25.49-12.76 for Government Docu=
ments (miscellaneous) and fiction/mystery, respectively.
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1€9. Kucera, H., and Monroe, G. A comparative quantitative phonology of

Russian, Czech, and German. New York: American Elsevier Publlshing

Company, lnc., 1968.

This is a book on computational linguistics financed, in part, by
the National Science Foundation, Institutional Grants and Facili-~
ties Grants. The project reported on was designed to test the use-
fulness of well defined quantitative proceduras in phonological
analysis, especially comparative and typological studies, with
emphasis on the latter. The study explores, in addition to phono-
tactics, the relative frequency of individual phonemes and phoneme
strings, probabalistic constraints on the occurrence of phonemes

in specified positions in relevant linguistic segments (i.e.,
syllables and words), or restrictions on sequences of larger
phonological units. The research is valuable to historical phon-
ology, revealing differences in historically related languages.

The basic mathematical procedure uses the concepts of information
theory. The first step was the phonemic analysis and transcription
of a significant body of data in three languages. The corpus
consisted of 100,000 phonemes for Russian and Czech and 105,174

for German. Sources for printed texts of 20th Century authors
included 60 percent prose fiction, 20 percent journalistic press,
10 percent poetry, and 10 percent scientific and scholarly. The
data were placed on punch cards in standard spelling with Russian
transliterated into the Roman alphabet. An algorithm was constructed
to transform the graphic presentations into a phonemic one. After
a test, this part was done automatically. Some statistical counts
were performed along with the transcriptions in Russian and Czech.
The German text was pre-edited by separating prefixes from the item
by using hyphens. German transcription was semi-automatic. After
corrections, the statistical information was written onto magnetic
tape. Chapter 4 is devoted 0 defii.tng the phonological syllable,
The three corpora were chosen to be comparable in content and style.
Calculaticons were performed to determine entropy and redundancy.
There is an lsotropy index of two parts: |sotropy proper or
phonotactics (matching phonemes in corresponding syllabic positions)
and Isomorphy=--quantitative similarity of phonemes. The concept

of language divergence equals the difference between the actual Isotropy
Index and the maximum possible value of the Index. This difference
turned out to be least between Russian and Czech; middle for Czech
and German, and the greatest for Russian and German (as might be
expected) . Conclusions: Close genetic relationships of two lan-
uages are likely to be shown at the phcnological level in similar
phonotactics, but not necessarily in very <imilar phonemic systems
(as Russian and Czech). Lanquages in close =ontact (as Czech and
German) may well show greatest similarity of phonemic inventory

but less in phonotactical or phonological levels.
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170. Lachman, R. Lachman word count frequency table. New York: Department

of Psychology, State Unlversity of Hew York, October 1967 (a computer

|

readout).

It is based on a corpus of 465,452 words, including punctuation.

There are 18461 different words. In September 1965, 976 students

of both sexes took 40 minutes each to write on any subject except
psychology. There are two tables: alphabetical and frequency ranking.

171, Lado, R. Annotated bibliography for teachers of English as a foreign

language. Builetin 1955, No. 3, US Department of Health, Education

and Welfare, USGPO 1955,
It contains material for the teacher, including tests and vocab-
ularies or word lists and materials for students, with brief notes
about cach item.

172. Lado, R., anc Fries, C. C. English sentence patterns. Ann Arbor:

English Language Institute, University of Michigan Press, 1961, 1.

This bcok has for its purpose the understanding and production of
English grammatical structure by means of an oral approach. It
contains simple intermediate and advanced patterns. |t is adaptable
for use with various levels of student ability. It states that
learning a new language consists not so much of learn'ng about

the language as in developing a new set of (thinking) habits. It
has exercises for developing the new required new "habits'. Each
iesson has: an outline, a frame (including attention pointer,
structural pattern, and comments), illustrative examples, practice
exercises, notes, and a review.

173. Lado, R., and Fries, C. C. English pattern practice. Ann Arbor:

English Language Institute, University of Michigar Press, 1958, 2.

Supplements Volume | with practice material. Procedures are
entirely oral. The basis is a shift from mere imitation a~d
repetition of patterns through conscious choice of elements of
structure to be learned from exercises in which attention is
centered upon a variety of lexical meanings substitutable in the
structural ‘frame. It is one of 34 units of the intensive course
in English at Michigan. It is based on the idea that to learn

a new language one must nrally establish the patterns of the lan-
guage as a subconscious habit, The pattern rather than particular
sentences is the target of learning, l.e., the significant frame-

work.
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174.

Lamb, Sydney M. The digital computer as an aid in linguistics.
Language, 1961, 37, 382-412,

A general introduction to computers and to problems solvable by
techniques of ''mechanolinguistics''. (Avallable In the Bobbs-
Merrill Reprint Series In Language and Linguistics, no. 56.

175. LeBreton, F. Up-country Swahili exercises. (for the soldier, settler, Vs
miner, and merchant and their wives.) Richmond, Surrey, England: R. W,
Simpson and Company, Ltd., 1944,
This book tries to adapt the limited Swahili of the hinterland
for use by individuals who have to move inland. It Is largely a
book of grammar, vocabulary and pronounciation., There Is a speclal
vocabulary on military terms, a Swahili-English and an English-
Swahill vocabulary, and a key to the exercises.
176. Light, Richard L. A study of some factors involved in teaching technical

vocabulary to foreign millitary trainees learning English., Master's

Thesis in Applied Linguistics, Georgetown University, November
1964,

Ninety percent of the study group was forelgn naval personnel
(FY 64). The audiolingual approach to language was employed.
Materlals for teaching technical vocabulary in an aural-oral
teaching situations were found to be lacking., The problems
were: (1) finding an important technical field common to
the majority of students (35 specialties involved), (2)
criteria were word frequency, word Importance, safety, and

US Navy Word List fcr compiling the technical graded word
list, (3) developing supplemental materials using pattern
practize for word recognition and structure patterns, and

(4) classroom trial of materials developed. Analysis
indicated that electrical terms ware the most common

across the specialty fields., The criteria for construction of
the word list were word frequency counts and the occurrence
or non-occurrence of words in a US Navy List of electrical
terms: Appendix A--Weighted Basic Terms in Electricity,
Appendix B--Alphabetical List of Vocabulary, Appendix
C--Lesson | (Patterns), Appendix D--Quiz with Pictures,

and 8ibliography.
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177. Loogman, A. Swahili grammar and syntax. (Duquesne Studies--African

Series No. 1) Fittsburgh, Pennsylvania: Duquesne University Press,
1965.

The author developed this text from his experience gained from

37 years in Swahili~speaking Africa and the teaching of the language.
Part 1, Morphology, includes preliminary studies, nouns, qualifiers,
substltutes (pronouns), verbs, adverbs, prepositions and conjunctions,
idiophones, enonatapea, words, and interjections, and parsing.

Part 2, Syntax, includes sentences, nouns, qualiflers, substitutes,
verbs, binders, verb forms, auxiliaries, directive verbs, passive,

to be, and to have. A bibliography is also included. Part 2 of

this text is particulary valuable.

178. Loogman, A. Swahili readings. Pittsburgh, Pennsylvania: Duquesne

University Press, 1967.

The purpose of this text was to help the student advance hls study

of the Swahili language from basic grammar and syntax to a profitabie
contact with well=written Swahili in order to provide an oppor-
tunity for observation, analysis and imitation. The materials

were selected from a wide range of subjects and types and include:
educational materials, histories, folklore, literary writing,
journalistic material, oratorical material, letter writing, and
poetry. The materials are divided into lessons each of which is
accompanied by exercises in translating English into Swahili. A

key to the exercises Is at the end of the book.

179. Lorge, |., and Thorndike, E. A semantic count of English words, New
York City: Institute of Educational Research, Teachers' College, 1938.
This is an account of the frequency of occurrence of each meaning
of each word, i.e., a semantic count based on 2,250,000 words and
the Thorndike 20,000 most common words (early version of the
30,000 word list). It is a hectograph reproduced in three-ring
binders by alphabetical groupings.

180. Lorge, |I. The semantic word count of the 570 commonest English words.

New York City: Teachers' College, Columbia University, 1949,

This book contains the relative frequency of occurrence of the
different meanings of each of the most common words. 1t supple-

ments the Lorge and Thorndike List of 1938 for the 570 most common
vords in English.
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181. Mackey, W. F., and J. G. Savard The Indices of coverage: a new dimen-
sion in lexicometrics. IRAL, 1967, 5, 71-121.

Describes research into the development of indices of coverage
or availability. The usefulness of a word considers the power
of a word to define, to extend its meaning, and to include or

to combine with other words. The authors conclude with a table
of 3,626 words arranged in decreasing order of index of coverage,
together with separate ratings for definatory combinational,
inclusional, and extensional power.

182. Mackey, W. F., Savard, J. G., and Ardouin, P. Le Vocabulaire Disponible

du Frangals (The vocabulary of available words of the French language).

(In French) Montreal: Didier, 1971, 1 & 2,

The purpose of Volume | is to document the differences and simil-
arities of concrete words used in France and in Acadia. The pur-
pose of Volume 2 is to concentrate in more detail on the concrete
words as used in Acadia, documenting the findings on Acadian child~
ren according to age and conslidering the effects of bilingualism.
For Volume |, word usage was tabulated in New Brunswick, Canada
and four regions of France. The sessions with the informants were
held from 1961-63, with the majority in 1962. In Canada, the
sessions centered around 22 areas of interest (27 for bilingual
children). The informants were 1745 school children from ages
9-18, located in 47 classrooms in 19 schools scattered throughout
New Brunswick. The total corpus numbered 900,000 words. Concrete
vocabulary was ellcited by using as stimulus words the basic word
of the center of interest, such as '"animal', ''body', and ''trans-
portation''. Each child was given 15 minutes to write all the words
he knew related to the center of interest. Only 2-3 centers of
interest were covered at each session, In France, the Inform-
ants were about 700 school children ages 9-12 in about 20 classes
In 2s many schools. the total corpus numbered 300,000 concrete
words as derived frum over 16 centers of in.erest. The indices
used to determine vocabulary were: frequency of use, distribution
(number of persons writing each word), valence (the powers of a
word to combine into compounds or idioms, to act as a synonym for
another, to explain other words, and to express completely or
slightly different meanings). The running words in the corpera
were reduced down to 10,000 different words but these 10,000 were
expressed in some 64,000 forms. (i.e., the average word was
spelled in six different ways by the 2500 children involved). On
the average, the 10,000 words were used by at least 27 children.
However, closer analysis revealed that almost 5,000 were used by
only one child. That means that the common vocabulary is 5,000
concrete words or less based on their use by more than one person.
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183, Malcolm, J. A classification of five thousand words most comggnly used

in writing, as compiled by Dr. Ernest Horn in accordance with the

principles of the new standard course--Pitman shorthand. Masters'

Thesls, New York: Teachers' College, Columbia University, 1939.

This is a comparison of the Manual on '"New Standard Course--
Pitman Shorthand with '"A Basic Writing Vocabulary of 10,000
Words by Dr. Ernest Horn. Ms., Malcolm's analysls Indlcates
that the Pitman Manual required revision to make It conform to
actual word frequency usage as reflected in the Horn list.

184. Mandelbrot, Benoit An iInformational theory of the statistical structure

of language. In Communication theory, ed. Willis Jackson, New York

and London: 1953, 486-502.

The author concludes his discussion of statistical models and
Saussurean lingulstics with the observation that '"a qulte general
statistici] structure, entirely Independent of meaning, appears,
underlying meaningful written languages."

185. Marchand, H. Tha categories and types of present-day English. Word

formation (a synchronic-diachronic approach). Wiesbaden, West Germany:

Otto Harressewltz, 1960. (Also Auburn, Alabama: Alabama Linguistics and
Philosophical Series No. 13, University of Alabama Press, 1967.)

Although the author calls his approach synchronic-diachronic, he
starts off by emphasizing it Is meant to be up-to-date, although
not all Inclusive, preferring general types of words to their
varlations. Historical data on word changes is used only Incid-
entally. After the intrcduction, the author deais with compounds,
preiixation, and suffixation. He then proceeds In less detail

to cover zero-morphemes, back-derivation, phonetic symbollsm,
ablaut and rime comblinations, clipping (omitting part of the word
In speaking), blending, and word manufacture. This book presents
a comprehensive picture of the composition of English words.

186. Marchand, M. Flive thousand Frenc idioms. Paris: Em Terquem, 1910.

This Is a book for advanced students who are learning French as
other than their native tongue. It includes Gallicisms, proverbs,
and idiomatic adverbs, adjentives, and comparisons. This edition
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186. (continued)

is a revision of an earllier work encompassing some 4,000 Idioms.
The scope of the book embraces some 170 subject areas giving words
and expressions valuable to enlarging vocabularies of those who
already know some French. Unfortunately, the author does not
explain his sources very well and the book is not current by some

60 years.

187. Martin, S. E. Basic Japanese conversation dictionary. (Revised and

Enlarged) (English-Japanese and Japanese-English) Tokyo: Charles E.

Tuttle Co., 1963 (8th printing).

This Dictionary contains 3,000 "‘useful' English words with their
most frequent meanings and their Japanese equivalents. It is
meant for use with Martin's works on easy Japanese and essential
Japanese. Unfortunately, it gives no rationale for the selection
of the words it contain.

188. Martin, S. Morphophonemes of standard colloquial Japanese. Language,
New York: Krauss Reprint Corporation, 1966 (originally July-September
1952) 28, (3) (Part 2).

This study represents the first attempt to make a systematic study
of Japanese morphophonemes on a synchronic level, An attempt was

made to keep the analysis on a formal level, separate and distinct
from semantic correlations.

189, Martin, S. E. Easy Japanese--a direct approach to immediate conver-

sation. (3rd revised edition) Tokyo: Charles E. Tuttle Co., 1968

(17 printing).

This bock has four parte: S5 jt with a Yuid ur Two (Lessons 1-13),
Add a Bit of Action (Lessons 14=20), Sprinkle in a Few Particles
(Lessons 21-30), and 3000 Useful Japanese Words. The Japanese~-
English part of Martin's Pasic Japanese Conversation Dictionary.

190, Haw, J. Sentences in Swahili--a study of their internal relationships.

London: Luzac and Company, Ltd., 1965,
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190. (continued)

This study was originally a Ph.D, Dissertation for the University
of London. The theory and method are those of Professor M.A.K.
Halliday. The materials were collected in 1964-1965 near Tanga,
Tanzania. They were almost entirely spoken and spontaneous, They
deal with units larger than the word from a syntactic rather than
from a morphologic point of view. The book does not carry the
study down into the structure of the word and morpheme. The study
material was taped in the form of conversations between nz¢ive
speakers, stories, anecdotes, and discussions. Some expert
testimony of scholars was added to the field research.

191. Maw, .. Review of 'Swahill readings' by A. Loogman. Journal of

African Languages, Hertford, England, 1968, 7 (Part 1),

Maw <ays that 'Swahili readings' is a collection of Swahili texts
from various sources and exemplifying different styles of Swahili
writings; some by natives, some not. Unfortunately, the author

has not indicated the source well enough to permit knowing which
author is a native speaker. The book was intended to help students
improve their Swahili, It failed in its purpose because Father
Loogman did not take the time to analyze the texts and derive
useful lessons and experience from them.

192. Mayajl, Hiroshi. A frequency dictionary of Japenese words. Dlsserta-

tion Abstracts, 1967, 27, 34h424-43A,

The dictionary is the result of a count of 250,000 words from
five writing types: fiction, drama, didactic prose, periodical
writing, and scientific writing.

193. McCalla, Gordon |. and Sampson, Jeffrey R, MUSE: A model to understand

simple Enyiish. Communications of the ACM, 1972, 15(1), 29-40.

""MUSE Is a computer model for natural 'anguage processing, based
on a semantic memory network like that of Quillian's 1LL. MUSE,
from a Model to Understand Simple English, processes English
sentences of unrestricted content but somewhat restricted format,
The model first applies syntactic analysis to eliminate some
interpretations and then employs a simplified semantic inter-
section procedure to find a valid interpretation of the input.
While the sematic processing is similar to TLC's, the syntactic
component includes the early use of parse trees and special
purpose rules. The ''relational triple' notation used during
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193. (continued)

Interpretation of inpu: is compatible with MUSE's memory struc-
tures, allowing direct verification of familiar concepts and

the addition of new ones. MUSE also has & repertoirc of actions,
which range from editing and reporting the contents of Its own
'memory to an Indirect form of question answering. Examples are
presented to demonstrate how the model interprets text, resolves
ambiguites, adds Information to memory, generalized from examples,
and performs various actions,'

194, McCarus, Ernest N. and P.amuny, Raji M., Word count of elementary modern
literary Arabic textbooks. University of Michigan, 1968.

''A computerized word count is presented of 11 elementary Modern
Literary Arabic textbooks used in the United States. The word
count was started in 1967 to provide a practical vocabulary base
for a fully-programmed self-instructional course on the phonology
and script of Modern Literary Arabic. The first part of the
count is a cumulative list (complied with the ald of an IBM
360/20 computer and an IBM card sorter) arranged alphatetically
by Arabic root, according to conventional dictionary practice,
of all the words listed in the |l Arabic texts, with their
English meanings, the sources for each word are given. The
number of different textbooks in which the word occurs is
indicated, as well as its frequency in the Landau word count
(1953) . Plurals are listed separately but following the
sirgulars, and the imperfect tense of the verb is |lkewise
listed following the perfect, if both occur. Homonyms having
distinct plurals are listed as separate items. The second

part of the word count consists of alphabetical list of the
words occurring in all 11 textbooks, in 10 of them, in 9,

and so on. A list of the 1l textbocks covered In the count

is also included.

195. McGovern, W. Colloquial Japanese. London: Routledge and Kegan-Paul,

Ltd., 1968.

This Is essentially a Japanese grammar based on British experience
in training naval personnel in intensive Japanese classes. The
student gets a general survey of the scope of the language before
being introduced to the details with graded exercises. |t contains
a Japanese-English vocabulary.
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196. Meier, Helmut. Deutsch sprachstatistik. Hildesheim: 1964,

The book provides numerous data on German (esp. phoneme and word
statistics) based on Kaeding's frequency dictionary and on a variety
of continuous texts representing different styles,

127. Milic, Louis T. Style and stylistics: an analytical bibliography.

New York and London: 1967.

Some eight hundred items devoted to styiistics arranged chronclog-
ically in five sections: Theoretical, Methodological, Applied,
Bibllographies, and Omnlbus Works. ltems are annotated and |ndexed
subject and topic.

198. Miller, G. A. Language and communication. (revised edition) New York:

1963.

Chapter 4, "The Statistical Approach" (pages 80-99) gives a survey
of major studies in statistical linguistics and Introduces the
student to the basic problems of the field.
199 Miller, G. A., Newman, E. B., and Friedman, E. A. Length-frequency
Statistics for written English. Information and Control, 1958, 1,

370-389.

'"The results of a tabulation of word frequencies iIn a sample of
written English are analyzed in terms of word length and syntactic
function. 1t is found that a simple stochastic model gives a rough
prediction for the results obtained when all words are combined,
but not when words are classified as function or content words.
Function words are short and their frequency of occurrence is a
dec+easing function of their length; content words ave longer and
their probability Is relatively Independent of length," Zipf's

and Mandelbrot's ''laws' are discussed.

200. Moore, W., and Ogawa, Y. 400 sentence patterns with creative sentence

patterns (English). Japan: Hosei University Press, 1954,

This text designed for use of Japanese students of Enulish has

three parts: Central Problems of Grammar-~40 fundamental or ele-
mentary English sentence patterns., For each pattern there is a
creative sentence pattern designed to stimulate use of the baslc
pattern. There s a vocabulary of families of words for varying
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200. (continued)

the word use in the santence patterns. Also included are

pronouns, the verbs ''to be'' and ''to have''; auxiliary verbs, and

the present and present progressive tenses; Intermediate Patterns=-
additional tenses of verbs, conjunctions, idiomatic expressions,
and additional families of words; and Advanced Patterns=-additional

conjunctlions, gerunds, quotations, relatives, infinitives, and
subjunctives.

201, Morgan, B.Q. German Frequency Work Book. (American and Canadian Committees

on Modern Languages) New York: The Macmillian Company, 1931, 9.

This study revises Kaeding's Haeufigkeitswoerterbuch der Deutschen
Sprache (see above) and uses Its findings in the construction of
a German vocabulary for teaching purposes. To correct Kaeding's
work, Morgan reduced the words to their stems and he describes
the system he used to accomplish that. The author admits that
there are limitations to the study in terms of its age (1898),
but he feels that Kaeding's wide use of sources and his large
number of running words justify its use. The ‘ithor also pres-
ents two word lists which were the results of his study. The
first list shows the basic words he derived by using stem words
and those which had a frequercy of 200 or more. The second

list Is an alphabetic list of the words with thelr frequencies.

232, Muller, Sharles Le MOT, unite de texte e! unite dec lexique en statis=
tique lexicologique. Travaux de linguistique et de litterature, 1963,

1, 155-173.

A detalled discussion of the problems of defining the ''word" for
lexicographical and statistical purposes.

203. Muller, Charles Frequence, dispersion et usage: a propos des diction-

n2ires de frequence. Cahiers de Lexicologie, 1965, 7, 33-42.

This article argues that both frequency and dispersion must
be taken into account in the preparation of word lists for
language teaching. The Frequency Dictionary of Spanish Words
(Juilland and Rodriguez) is discussed in some detail from
this point of view.

204, Muller, Charles, Fréquence des signifids ou frdquence des signifiants.

Etudes de Linguistique Appliquée, (In French) 1971, 2, 74-87,
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204. (continued)

""A comparison of the frequencies of French words with those
of Spanish words having the same semantic contents, according
to '"The Romance languages and their structures' by S, Juilland,
Passing from the total of frequencies to the fundamental data
provided by each word, a correlation is revealed between the
frequencies observed in the two languages. |t appears obvious
that the frequency of words depends on the stylistic situation
represented by the categories of texts used for each group of
words., The probablility of using a lexical element is deter-
mined much more by the situation than by the lexical structure
of the language, and frequency is related to the signifiant

as much as to the signifie."

205. National Institute of Health Seminar on computational lingulistics,

(Public Health Service Publication #1716) Washington, D.C.: Department
of HEW, October 1966.

This is a report of & seminar among linguists and National
Health Service Personnel. There were 13 presentations,
Most deal with machine analysis of language with emphasis
on syntax, primarily and semantic meaning, secondarily, It
Is a valuable document in revealing trends in linguistics,
particularly that of syntax versus phonology, the Increased
attention being given to semantics, and the use of computer
assistance in langauge studies.

206. The Natlonal Language Research Institute (of Japan) A research of news=-

paper vocabulary. Tokyo: Yoyuya, Sinzyuku, 1952 (In Japanese).

The main parts of thls report are outline and scope, lists
of words used in a month in a newspaper including words

used more than 10 times, words used more than 100 times
listed in order of frequency, and analysis (frequency of
words by day, frequency by article, news item and classifi-
cation by parts of speech). These words are listed in
Japanese Alphabetical order. Although useful this research
suffers from beling more in depth than breadth, i.e., only
one newspaper was used. It Is, however, reasonably current,
having been conducted In 1951-1952,
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207. The National Language Research Institute. Research in modern vocab-

ulary (Gendaigo no goi chosa) Tokyo: The National Language Research

Institute (kokuritzu Kokugo Kenkyugo), [Part 1 (1953) & Part 2 (1958)].

Part 1, Research on Vocabulary in Women's Magazines (Jujin
Rasshi no Yogo), was based on sampling the text of one year's
Issues of two representative women's magazines (3 million
running words). Part 2, Research on Vocabulary in Cultural
Reviews (Sogo Zasshi no Yogo), was based on a sampling of

13 cultural reviews (230,000 running words). About 4000
most frequently used words are listed in each case. The
analyses consider mainly the statistical and semantic struc-
tures of the vocabulary and word censtruction. Procedures
used are spelied out in detail. Much use is made of sta-
tistical sampling, as opposed to word count methods as used
by Thorndike and Horn.

208. The National Language Research Institute (of Japan) Research on the

vocabulary in a newspaper in the early years of the Meiji Period

(1877-1878) . Tokyo: Kanda-Hitotubashi Tiyoda, 1959.

There are five main parts to this study: an outline (and scope),
procedures, tables (vocabulary; high and low frequency words,
supplemental words, prefixes, and suffixes), analysis (symbol
combinations; words of three Chinese characters style and vocab-
ulary), and an appendix, including technical terms used. This is
an interesting study although obviously dated.

203. The National Language Research Institute (of Japan) The use of written

forms in Japanese cultural reviews. Tokyo: Kanda-Hitotubushi, Tiyoda,

1960.

This report of research contains two main parts: an outline
(and scope) and lists and tables including list of words with
two or more variants, table of frequency distribution of
Chinese characters, frequency tablec of Chinese characters
with frequencies of one or more with their different meanings.
At the end of this list is a supplemental list of 1850

Chinese characters in official use in Japan, and frequency

of Chinese characters not in the official list, and a list

of such characters.
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210. The National Language Research Institute (of Japan) Vocabulary and

Chinese characters in ninety magazines of today. Tokyo: National

Language Research Institute, 1962.

This study is in three volumes. Volume | is a general
description of the project and vocabulary frequency tables.
The samples are dated 1956. Fields covered include culture,
business, popular science, housekeeping, sports, and other
amusements. The sample used contained 540,000 words from a
possible 140 million. After an introduction, the analysls

Is tabulated in a series of tables: 7200 Most Frequent Words
in Alphabetical Order with Their Relative Frequencies, 7200
Most Frequent Words Arranged in Order of Frequency, Frequency
Tables in Five Strata by Class of Magazine from which sub-
samples were taken, Bound-Form Frequency Tables. An appendix
is included giving a justification and procedures followed.
Volume 2, Chinese Character Frequency Tables, 1963, after an
introduction, consists of a series of tables: Most Frequently
Used 1995 Chinese Characters According to Relative Frequencies,
Most Frequent 1995 Chinese Characters with their Different
Meanings and Uses, and 3328 Chinese Characters used in Japanese
arranged in their (Japanese) Alphabetical Order. Volume 3,
Analysis of Results, 1964, is arranged under the following
headings: Tables contain the 1200 most frequent fundamental
words and the semantic classification of the 700 most funda-
mental words, statistical structure of vocabulary, usage of
bound forms with frequency tables, means, and uses as pause
groups or markers, an analysis of 4,381 compound words, dis=
cussion of formally similar words as different or same words,
using a 974 word list and two approaches. This Is a current
analysis of part of the printed Japanese language.

211. Newman, Edwin B., and Waugh, Nancy C. The redundancy of texts In

three languages. Information and Control, 1969, 3, 141-153,

'"The procedure that predicts the mean information per letter
in a long text by adding the constraint measured between
pairs of letters in a text has been tested more fully. Re-
sults are presented to show that with randomized texts there
is a cloce approximation to the Miller-Madow prediction of
simple bias. Their samples of English of varying complexity
show slightly more information per single letter and much
more information in an average lettar for the more difficult
. material. Conversely, samples for Samoan, English, and

258




211. (continued)

Russlan show some constancy in the average information per
letter in spite of wide differences in the s.ze of their alpha=-
bets. Thus, greater redundance is correlated with a larger
alphabet. The three samples of English considered are from
the Bible, William James, and the Atlantic Monthly.

212, Nice, Margaret Morse On the size of vocabularies. American Speech,

|926p 2, "7-

This ts a general consideration of the problem of determining the
extent of an individual's vocabulary.

213. Nisbet, J. D. Frequency counts and their uses. Educationa! Research,

1960, 3, 51-64.

The author focuses on the history of vocabulary counts and
concludes that their value may not be as great as Is usually
supposed.

214, Oettinger, Anthony G. Linguistics and mathematics. Studies presented

to Joshua Whatmouah, ed. Ernest Pulgram, ‘'s-Gravenhage: 1957, 179-186.

A discussion of the notion of 'model' in mathematical linguistics
with particular attention to those proposed by Condon, 2ipf, anc
Mandelbrot.

215. Ogden, C. The general basic English dictionary. London: Evans Brothers,

Ltd., 1960.

This volume uses the 850 basic words and 50 additional inter-
national words to explain 40,000 meanings of 20,000 English
words.

216, Palmer, H. Aggrammar'of English words. London: Longmans, Green, and

Scott, Ltd., 1938 (1967 edition).

This book would be more properly entitled '""A Grammatical Dic-
tionary of English Words''. The author gives 10,000 English
words with their pronounciation, information on several
meanings; the inflections, and derivatives, and the context
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216. (contlnued)
in which the word appears. (Collocation and phrases.) There
are four appendices: verb patterns, important grammatical
categorles, measures of time, and lrregular inflections.

217. Palmer, H. E., and Hornby, A. S. Thousand word English. London:

George G. Harrap and Company, Ltd., 1937.

The authors divide thls short book Into parts: an Introduction
in which they discuss how the words were selected [a combina~
tion of methods: subjective; objective (quantitative) and
empirical], and the vocabulary Itself, Including Inflected forms
(which raise the total real=-world words to well over 1000).

Ti.is Is an Interesting work on vocabulary selection by the use
of prior studies revised in the light of experience and person=-
al judgment.

218. Perrott, D. V. Concise Swahill and EroVish Dictionary. London:

English Unlversities Press (EUP), 1970.

This dictionary starts off with a concise grammar from her
'"Teach Yourself Swahill Book''. It is followed by two sections:
Swahili-English and English=Swahli1}l; both with notes. The
dictionary contains all the words heard by the author during
her 30 years in East Africa, plus a selection of words from
Krapf, Sacleux, and Madan. The load-words given are mostly
from Arabic and Hindl, some from the Portuguesc and German,

and 3 large number from English. 1In this latter respect It
differs from the Johnson Dictionary.

219. Petty, W. T., Herold, C. 0., and Stoll, E. The state of knowledge

about teaching vocabulary. (Cooperative Research Project Mo, 3128,

Contract OE 6-10-120) Champaign, |llinols: Natlona. Councl! of Teachers
US Office of Education, 1968.

The focus of the project is on the teaching of vocabulary
rather than on developing it. It Is also pitched towards
native speakers of English. types of vocabulary are form
(words or phrases) and type (speaking, listening, reading,
or writing). Other subdivisions are formal, informal, or
colloquial. It advises that the teacher decide on the
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219. (continued)

vocabulary to teach then on the aspects of language such

as grammar, phonology, semantics, and situations of verbal
contexts, Chapter 5 discusses research design for vocabulary
studles; a type vocabulary; functions of vocabulary, and a
sample population.

220. pfeffer, A. Index of English equivalents for the basic (spoken)

German word list. (Grundstufe - lst Stage) Englewood Cliffs, N. J.:

Prentice=-Hall, 1964,

This book contains the English equivalents of the meanings
of the basic (spoken) German. The procedure Pfeffer used
paralleled that of Lorge and Thorndike in prorating the
relative frequency of a particular meaning to the frequency
of occurrence of the word. Computer assistance was used
where appropriate. The corpus of the semantic count was
derived from taped interviews. Both frequency and range
were listed In the semantic frequency count as well as iIn
the original frequency count. (Range is the number of
speakers who used the word as compared to the total! number
of speakers contributing to the sample.) There were some
shifts in words from the basic count because of semantic
Importance and 355 subsidiary word forms were added (16
nouns, 76 verbs, and 193 adjectives, 16 adverbs, 44 pro-
nouns and 10 contractions). The study of semantic meanling
helped discover many synonyms resulting from the spectrum
and diffusion of meaning of each word. 1277 words were
listed finally. Only the meanings of greatest importance
as indicated by actual usage were included in the list.
The student learned load aided by semantics is indicated
by the fact that the basic list of nearly 1500 words become
25,000 when major meanings were considered.

221. Pfeffer, A. Basic (spoken) German Idiom list. Englewsod Cliffs, New

Jersey: Prentice-Hall, 968.

. This is the third in the Pfeffer series of studies on basic spoken
German. |dioms are restricted word patterns which are the sub-
stance of communications. They range from word palrs to whole
sentences. The meanings of some are self-evident. The meaning of

. others is not. All are characterized by some form of Interdep-
endence of parts and have some meaning different from their parts
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221. (continued)

taken separately. Idioms may be grouped as stylistic (proverbs and
common places), linguistic (the degree of restriction of word co-
locatlon), and syntactic (grammatical comblnations or formulas).
Pfeffer defines what he means by an idiom and discusses prior
idiomatic lists based on 19th and 20th Century printed prose such
as Kennlston (Spanish), Cheydleur (French) and Hauch (German). The
three above mentioned lists were subjective analyses, Thls Pfeffer
list is based directly on basic spoken German machlne=counts using
595,000 punched and coded cards which enabled the determination of
unrestricted words and those in groups of restricted patterns.

This list also uses some phrases of the utility and empirical

words In the basic spoken list. Some 7500 oral patterns were
Identified. These were reduced to 1026. An additional 99 (out

of some 1800) derived from spontaneous aduli writing relative to
the utility and empirical words in the basic list were added. The
1026 idioms were restricted in usage to an average of 15 percent

of the time. However, 1125 (1026 and 99) represent about 85
percent of German oral idiomatic usage. Interestingly, the percen-
tage of the words in the Idioms is greater than 15 percent of the
basic vocabulary. Also, the percentage frequency of the idioms

is hlgh, The idioms listed have a frequency/range (f/r) index of
3/2 or greater. Idloms are recorded generally In groups of mutual
key words and arranged alphabetically. they also contain cross-
references to the component words. Such a list as this 1s Indls-
pensable to teaching German. WIith the other two lists, there are
some 6,000 meanings and expressions which, if learned, will make

a student conversant with 85 percent of oral German.

222. Pfeffer, J. Basic (spoken) German word list. [HEW (Offlce of Educa-

tion) Contract SAE 8824 and 0E2-14-036) Engiewood Cliffs, N.Y.: Pren-
tice-Hall, 1964,

In this work, Dr. Pfefer was in close touch with the developers of
basic German (Advisory Research Council of the Instltute of Basic
German) and the authors (Goughenheim and Rivenc) of Fundamental
French. In his introduction, Dr. Pfeffer contrasts subjective

and empirical approaches to word counts. He finds that the objec-
tive counts for use in rerding vocabularies gave way in the 1950's
to the use of the phonograph and tape recorder to record and anal-
yze spoken language. He also includes an excellent resume of .rior
works In the field of vocabulary counts. Pfeffer uses what he
considered to be the best aspects of word collation of the Spanish
word count prepared by the University of Puerto Rico and of Funda-
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222. (continued)

mental French. He used 595,000 running words based on 40 tape
recordings made in Germany, Austria, and Switzerland. Each tape
ran for 12 minutes. |In additicn, he obtained "utility" words
from 21 tapes on which he collecied material from 2000 pupils.
These tapes yielded 420,000 verbs and adjectives as well as 420,000
nouns. Tapes were transcribed and each spoken word and word form,
adequately coded, was transferred single and in context on a
separate punch card. Excluded were proper names, place names,
and adjectives derived frcn them, as well as hesitations, repeti-
tions, and abandoned star®s. The 595,000 cards yielded 25,000
lexical units. Range and frequency were computed. The freguency
used indicates the sum of the frequencies of inflectional forms.
The 1000 most common words (i.e., those with a frequency of 40

or more and a range of 25 or greater) were reduced by criteria

of applicability, universality, and indispensability to 737
spoken words. Topical or utility counts were made in 82 inter-
mediate and high schools in 48 cities in Germany, Switzerland,
and Austria. This was done by association with 20 nouns, 12
verbs, and eight adjectives in a ten=minute period. This yielded
833,000 terms including 19,700 nouns, 7,400 adjectives, and

6,000 verbs. Of these, 347 were finally selected for inclusion
in the list. Emphasis was placed on applicability as opposed

to topicality which resulted in one-third of the words selected
having an order of rank of 200 or below. The 737 words were
combined with the 347 and rechecked for topicality limitations,
and then were augmented by 185 carefully selected words based

on direct or assocliation sequences; words linking the speclific

to the whole and vice versa, missing opposites, basic derivaiives,
topical gaps (e.g., months, metals) and notions such as '‘deaf'.
The total count numbered 1269. It is arranged first in alpha-
betical order indicating families, second by parts of speech,

and third in order of frequency and origin.

223. Pfeffer, J. Alan Grunddeutsch, Basic (spoken) German word list,

Mittelstufe, Pittsburgh University Institute for Basic German, 1970,

'As a link between the words in everyday use and the sophisticated
language of the arts and sciences, the 1,536 words of the ''Mittel-
stufe'' or Level 2 derive in nearly equal proportion from three
sources: (1) the spoken or topical language, (2) a collation of
all significant word lists compiled prior to February 1965, and
(3) a statistical analysis cf some 500,000 words in context pub-
lished or reprinted during the years immediately preceding. The
purpose of the list is to provide the lexical basis for teaching
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223. (continued)
German In the third and fourth year in high school or the second
year in college. Alphabetized word lists and appendlxes indicating

frequency of usage are Included. Extensive reference to source
materials is made according to topical listing."

224, Pimsleur, Paul Semantic frequency counts. Mechanical Translation,
1957, .l_’_n 11-13.

A consideration of the problems invoived in making semantic counts.

225. Plath, Warren Mathematical linguistics. Trends in European and Amerij-

can Linguistics, 1930-1960, eds. Christine Mohrmann, Alf Sommerfelt,

and Joshua Whatmough, Utrecht and Antwerp: 1961, 21-57.

A survey of the field with an extensive bibliography; see espec-
fally "Statistics of Sytle and Authorship'', pages 27-30.

226. Polome, E. C, Swahill language handbook. Washington, D.C.: Center

for Applied Linguistics, 1967.

This book covers a lot of information on Swahili. It presents

the phonetics and morphology of Swahili systematically In modern
terms. The section on phonetics was the most advanced to date

in 1967 (see review by Maw). It begins with an introduction which
covers the historical and geograohical aspects of the language,
then goes on to sketch its structure, written language, con-
trasts with English, and literature. The language used is that

of a cultlivated speaker of 2anzibar and of the Mrima coast.

227. Polome, E. C. Lumbumbashi OSwahili. Journal of African Languages,

Hertford, England: 1968, 7, (Part 1) 14-25,

This article focuses on the characteristics of the creolized variety
of Swahill spoken by individuals in Lubumbashi (Elizabethville,
Katanga Province, Republic of Zaire). zaire Swahili Is a

distinct varliety, In any event, but this article fixes on indivi-
duals with no formal education in East Coast (Standard) Swahili

and who are residents of Lubumbashi. Lubumbashi Swahili Is most
like the Zaire dialect of Swahili called Kingwana. It contains

many French loan words, some of which have changed meaning as
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227. (contlinued)

used locally. To a lesser extent, English words have alsc been
imported with workers from South Africa. There has also been an =
influence of local native languages Including spelling changes as
well as phonetic shifts. Morphological changes have occurred and
possessives have been simplified. Syntax of Katangan Swahili has
not diverged much from East Coast patterns (similar to Central
Bantu to which it is related), a'though some French patterns have ‘
been superimposed on the original natlive patterns. In the lower
classes, some of the words of East Coast Swahili have been lost
and remaining ones have been forced to take on multiple meanings

to maintain flexibility of expresslon. Changes are so great that
colloquial uneducated speech in Katangan Swahill would not be
understood on the East Coast, although that of the better educated
classes in Katanga would be understood on the coast, albeit with
some difficulty.

228. Posner, Rebecca The use and abuse of stylistic statistics. Archivum

Linguisticum, 1963, 111-139,
A critical survey of the field with comments on attribution prob-
lems, theoretical assumptions, sampling methods, and vocabulary
studies.

223. Pressman, A. Common usage dictionary (English~lussian and Russlan-

English). The living language course, New York: Crown Publishing
Company, 1958,
This course follows the method of Ralph Weiman. It contalns
15,000 basic items and 1,000 essential items. Unfortunately,
it does not state how the Items were selected. It has glos-
saries of geographical and propeir names.

230. Purin, L. A standard German vocabulary of 2932 words and 1500 idioms.

Boston: D. C. Heath and Company, 1937.

This book contains 2932 alphabetically arranged words, 2000 deri=-
vatives, and 1500 idioms. It is for use in high schools, and in
elementary and intermeidate courses in college German. It is
based in part on: the Wadepuhl-Morgan (American Association of
Teachers of German) Dictionary and the Mew York State Baslc German
Work List (1934) and the German Idiom List of C. D. Vial (SUNY
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230. (contlnued)

1933). The list Includes 967 of the most frequently used words
gliven In the Wadepuhl-Morgan Dictionary. The flrst 500 words
in the Purin list Include 400 found by Ortman as common to 12
of the word lists he examined. There are other words which
were added to previous word lists based on recommendations of
experts. They are the so-called ‘'useful' words similar to
those used in Fundamental French and other similar compllations
of basic or first-stage (level) language vocabularies. Eng-
lish translations are provided for the German idioms. Semantic
meaning is explained by examples of the most common meanlngs

of each idiom. These examples are, In fact, sentence frames.
English cognates are also provided where appropriate.

231. Rapoport, Anatol The stochastic and the ‘teleological' rationales of
certain distributions and the so-called principle of least effort.

Behavioral Science, 1957, 2, 147-161.

Criticism of Zipf's principle and Interpretation of the Simon
and Mandelbrot derivations of the word frequency distribution
function.

232. Reed, David W. A statistical approach to quantitative lingulsgic
linguistic analysis. Word, 1949, 5, 235-247.

""The two elementary statistical devices presented are those
which may aid In answering the following questions In quan-
titative linguistic analysis: (1) How much evidence should
be collected in order to make a valld analysis of the fre-
quency of linguistic forms? (2) When may quantitative dif-
ferences in linguistic material be considered siagnificant?"
The two devices are the ''Standard Error of Proportion'' and
the ''Standard Error of Difference',

233. Rlchards, Jack C. A psycholinguistic measure of vocabulary selectlion.
Paper presented at the annual meeting of the Canadian Linguistic
Assoclation, York University, Toronto, June, 1969, £ric Accession
No. ED-035-860.

''Several basic problems in the field of the selection of voca-
bulary for teaching English as a foreign language are discussed.
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233. (continuedn)

The nature of word frequency and word availability are con-
sidered, along with their limitations as measures of the use~
fulness of concrete nouns. Word familiarity is proposed as a
psycholinguistic measure for noun selection, and some experi-
mental evidence presented to demonstrate its valldity. This
is a preliminary report of a study which updates the ‘general
service list' of Michael West through establishing word
familiarity figures for some 5000 nouns as well as updated
frequency figures for written and spoken English."

23k, Roberts, A. Hood A statistical linguistic analysis of American English.

The Hague: 1965,

The author presents ''a quant!tative analysis of the segmental
phonemes of a speaker of a iorth Central US ldiolect. With

the ald of a digital computer, the 10,000-word corpu:z was
analyzed with results that should heip fill several needs in
present-ddy linguistic study. Among these findings are the
following: (1) the etymological composition of English according
to proximate sources by thousands of frequency; (2) the cancn-
lcal forms of the words in the language according to the classi-
fication of the phonemes as vowel, consonant, semivowe! and as
to place and manner of articulation; (3) the frequency of occur=-
rence of the phcnemes of the language; (4) the average word
length in phonemes and in syllables by thousands of frequency;
(5) the relationship between the alphabetic and phonemic systems
of notation; (6) the frequencies of occurrence of initial, inter-
votallc and final consonants and consonant clusters; (7) the
entropy of English determined by the relative frequencies of the
phonemes in the corpus and by word length in phonemes and in
syllables; (8) the transitional probabilities of phonemes; (9)
the Standard Error of a Proportion, the Stsndard Error of Oif«
ference between the two proportions, and the Standard Error
Deviation for consonants and vowels separately and together."

235. Robinson, W. P. Cloze procedure as a technique for the investigation
of soclal class differences in language usage. Language and Speech,
1965, 8, 42-55.

'"Cloze procedure was used to Investigate tn: nature and extent
of the differences in verbal behavior of working and middle
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235. (continued)

class boys. Words were deleted In sentences taken from 'formal’

and 'irformal', middle and working class letters and from middle

and working class oral utterances. The results showed that the
middie class boys used a wider range of words and preferred dif-
ferent words in this situation. The working class boys showed

more conformity in their responses than the middle class boys,
especially for the written materials. Fruitful lines for fure

ther research on 'restricted' and 'elaborated' codes are discussed,'

236. Rudviguez-Bou, |, Recuentu de vocabulario Espanol (Spanish vocabulary

count). Rlo Pledras, Puerto Rico: University of Puerto Rico Press,

1952,

The word count was encouraged and aided by the Organization of
American States and UNESCO (program for Fundamental Education).
It Is a list of words in the Spanish language in accordance wilth
the frequency of usage. It refers to Buchanan's Graded Spanicsh
Word Book of 1929 which had 1,200,000 words. This word boouk
cons idered more than 7,000,000 running words, covering both
written and spoken Spanish of children and adults. It consists
of Volume | and 2, Parts | and 2. Part |'s sources were news-
papers and magazines, radio programs, religious works, and
scholarly texts. It gives frequencles of lexical units of each
source separately, bhased on 1,000,000 units. it includes fre-
quencies of irnflectional forms as well as of the head word.

The Introduction gives a fine history of word counts and their
importance. The first list is of the 10,000 lexical units most
frequently used In order of rank with separations at each 500
through the first 5,000. The seccnd list gives the .",000 most
frequent inflectional forms in order of frequency rank. The
third list gives the first 10,000 lexical units (same as list
1), in alphabetical order but with the frequency and frequency
rank indicated. The fourth list gives the 20,000 word inflec-
tional list (list 2) in alphabetical order with frequency and
frequency of less than 16, listed in alphabetical order. Appen-
dix A provides the methods, techniques and procedures used in
compiling the frequency counts. Words counted include separately
all the variations in the form of each word, including idioms.
However, different semantic meanings of a word were not included,
which keeps an otherwise excellent word count in an incomplete
form. All words were included except unintelligible ones, in-
vented ones, words without meaning, and some peculiarities of
speaking or writing of children, Neologisms and regionalisms
were included but not marked as such, if they were accepted by

a panel of experts. Other words in current spoken or written
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236. (contlinued)

Spanish, but not in dictionaries, were accepted If they appeared

to be derived according to the laws of composition and derivation
of words and were used by a good number of educated people. It
was found that the first 105 words accounted for 50 percent of

all words used. Data sources which were used were: oral voca-
bulary, associations, written compositions, and the count of
Rodriquez and Casanova (University of Puerto Rico).

Oral: School children were placed in various slituations at school
and asked to write on the subject or discuss it orally in front of
a tape recorder. From grades | ‘o 6, some 1,073,245 running words
were complled.

Association (Controlled): Groups cf nine words were used up to a
total of 10 groups (90 words). Children wrote words which occurred
to them from words of the nine in a group.

Association (Free): Students wrote all the words occurring to them
In five minutes from association. Some 926,404 running words were
obtained.

Written Composition: The procedure folilowed was that of Rinsland,
The sample was grades 2 to 6 of public schools (803,622 running
words). To these were added 586,141 compiled by Rodriquez and
Casanova In a similar collection exercise.

Recognition Vocabulary: Newspapers from January through June, 1947;
some 91 editions on alternate dates. (1,050,000 running words).
Radio programs of various types (465,600 running words).

Religious (ail types in Puerto Rico).

Buchanan's Graded Spanish Word Book (1,300,000 words).

Basic Educational Texts for Elementary Schools.

Books of supplemental reading for elementary schools.

Appendix B -~ The first, most used, 105 words.

Appendix C - Book references.

Appendix D = Procedures for obtaining compositions for children.
Appendix E - Free association stimulation words,

Appendix F = Buchanan's 40 categories of written materials.
Appendix G - Directions for arranging order in lists of lexical

units and inflectional lists.

Volume 2, Part | starts with a summary of the introduction and
history of word counts. It gives the 20,542 lexical units of
the count with their inflectional forms, as line items, Under
14 columnar headings are listed the frequencies of appearance
of the lexical units by source of the words (A-H). Part 2 con-
tinues Part | for words beginning with 1-Z. It also contains
Appendices A-G as in Volume i,
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237. Rose-Innes, A. Fundamental spoken Japanese. (Revised and enlarged

by W. Kos, S. J. and also known as A new 3rd edition of conversational

Japanese for beginners). Tokyo: Meiseisha Publishing Company, 1967.

Part | is a graduated exercise in conversational Japanese developed
by Japanese in Japanese. An English translation is given for each.
Part 2 is elementary grammar of spoken Japanese. Emphasis is
placed on the sentence, not on the words. Part 3 is an explanatory
vocabulary of common Japanese words. This is an update of an
earlier publication by the same author which printed the vocabulary
separately.

238. Russo, G. A., A combined ltalian word list, Modern Language Journal,

1947, 31(4), 218-240.

"This list contains 3,173 Italian words with indications of
their relative difficulty. The collection was compiled from
two earlier selections: (1) the 'Knease List' of some 400,000
running words based on 40 Italian literary works published in
Italy and scored according to range and frequency, and (2) the
'Skinner List' constructed according to range otily from the
Italian-English vocabularies of 45 Italian textbooks published
in the United States."

239. Rutherford, R. W. and M. Wears, ed., Enquete sur le language de
1'enfant Francais, (Investigation of the language of French Children):
The spoken language of nine-year-old French Children. The Nuffleld
Foundation (Leeds, England), 1969.

"Transcriptions of recorded conversations of nine-year-old French
children are analyzed and presented in this comparative word
count, The actual court of the 55,588 word corpus is arranged
alphabetically and contrasted with selected, identical words
found in the Francais Fundemental word list. Proper nouns are
listed separately at the end of the regular count, and gram=
matical functions of items are mentioned when a word appears.

The count lists word frequency, word totals, and the Francais
Fundemental word count. Discussion of classification, column
labels, and notes on child language are included."
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240. Rosman, E. A pilot project on vocabulary selection for foreign students.

New York: Teachers' Lollege, Columbia University, November 1962,

» This work describes a method of making word frequency counts for
Afghan students at a US university. A set of 30,000 cards of words
and phrases Is available at the International Center of Teaching
Materials at Teachers' College. It emphasizes reading rather than
oral vocabulary, It includes a 3,436 word count and a list of
103 of them with the greatest frequency.

241, sacleux, C. Dictionaire Frangais-Swahill (French-Swahili dictionary).

(2nd edition revised and augmented) Paris: Institute of Ethnology,

1959.

Sacleux was a missionary who worked principally in Zanzibar. Un-
fortunately, the dictionary does not give any indication of the
techniques of word selection or other procedures used in its pre-
paration. The previous edition (1939) had 1115 pages (but printed
in difrerent font). There Is, however, an introduction which
indicates the geographical distribution of Swahili, the alphabet
used in the dictionary, the Swahill dialects, and notes that the
Zanzibar dialect (Ki-Ungudya) was the principal basis for the
dictionary and had preference in its development. The dictionary
also contains a two-page bibliography.

242. savard, J. G. Analytical bibliography of lanquage tests (Bibliographic

analytique de tests de langue). Quebec: Les Presses de |'Universite

Laval, 1969 (bilingual).

This recent book is divided into an introduction and seven parts.
The first five parts are subdivi<~* into an index of titles, index
of authors, and analytical. The seven parts are: Second Language
(150 tests), Mother Tongue (National Language-150 tests), Bilin-
gua! Tests (English-Spanish and English=French), Aptitude Tests,
Psychological Tests, Miscellaneous (not in the first five parts),
and Index of Publishers. Parts 1, 4, and 5 are applicable to
student selection and training,

23, savard, J. G. La valence lexical (word coverage). Paris: Didier,

1970 (in French).

The purpose of the book is to develop an alternative to frequency
of occurrence as an objective measure by which to select words
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243, (continued)

for teaching vocabularies, especially for beginners in a second
languags. Once developed, it could also be used to refine
existing vocabularies. Source documents were Fundamental French,
Ist and 2nd Levels, dictionaries of synonyms, and analogical dic-
tionaries. The proposed alternative to frequency in establishing
vocabularies is valence. The criteria for valence are stated as
definition (explaining power, or how often the words can be used
to explain or define others; in other words the basic nature of
the word), inclusion (the number of words for which it is a synonym
and for which it may he substituted), combination (combining power.
Its use in compound words and idioms), and extension (semantic
range or power; the quality of having more than one partially or
completely different meaning. In the analysis each criterion was
given equal weight and its computed value was added to the other
three to arrive at the total valence of the word in question.

The text describes the proceudres used and is plentifully supplied
with appendices (4), tables (16), and figures (6). Of interest

is the fact that the basic French vocabulary so derived has 897
words which in number avproximates the 850 of basic English. How-
ever, when valence is computed, there appears to be no correlation
between words rating high on valence and those on frequency so
more research is required to determine the best basis for vocabu-
lary construction.

24b, scholes, Robert J., On functors and contentives in children's imitations
of word strings. Journal of Verbal Learning and Verbal Behavior, 1970,

9, 167-169.

""Young children (mean age 3 years, 11 months) were asked to repeat
vword strings presented from tape. The strings varied in length
from three to five words; in sentencehood in that some were well-
formed sentences, some were anomalous, and some were syntactically
diviant; and in word types in that some strings contalned all real
words, some contained real function words plus nonsense items,
and some contained real content words plus nonsense items. The
results of this experimentation suggest that children's differential
4 imitation of contentives and functors is accounted for by an
'identify and retain contentives' strategy and that the principal
criteria for the classification ‘contentive' are phonological form
and semantic function.'

245 , Schonell, Fred J., Meddleton, lvor G., and Shaw, B. A. A study of the

oral _vocabulary of adults: an investigation into the spoken vocabulary
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245, (continued)

of the Australian worker. Brisbane: University of Queensland Press,

1956, &nd London: University of London Press, 1957.

The work contains a brief account of the history of word frequency
studles (pages 18-27) along with a more particular discussion related
to investigating vocabulary slze. Spoken samples of the speech of
Australlian workers were taken by interviews, recordings on the job
and in public places. The author discusses utility yields of methods
and correspondences of the hand tabulation of a total of tokens
accounted for by 85 words, all of whilch were words '‘..used to pro=
mote the flow of speech rather than to inject meaning into what Is
sadid."

246, Seashore, Robert H., and Eckerson, Lois D. The measurement of indliv-

idual differences in general English vocabularies. Journal of Educa-

tional Psgghology, 1940, 21, 14-38.

This study presents a detailed account of work almed at discovering
the slze ofvvocabularlies by means of multiple-choice tests derived
from dictionary entries.

247, Sebeok, Thomas A. (ed.) Style in language. Cambridge, Mass., New York,

and London: MIT Press, 1960.
A collection of papers presented at a conference on stylistics
held at Indiana University in 1958, by literary critics, linguists,
psychologists, and cultural anthropologists working In stylistics.

248, Shannon, C. E. Prediction and entropy of printed English. Bell System

Technical Journal, 1951, 30, 50-64.

"A new method of estimating the entropy and redundancy of a lan-
guage Is described. The method exploits the knowledge of the lan-
quage statistics possessed by those who speak the language, and
depends on experimental results in prediction of the next letter
when the preceaing text is known. Results of experiments in pre-
diction are given, and some properties of the ideal predictor

are developed."
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249, shapiro, B. J. The subjective scaling of relative word frequency.
Doctoral Thesis, Harvard Graduate School of Education, 1967, Ann Arbor,
Michigan: University Microfilms, 1972.

This study explores subject!ve scaling of word frequencies and its
relationship to objective scaling. If a relationship could be
established, the enormous samples required in objective scaling
studies could be avoided by using subjective scaling and converting
it mathematically to the equivalent objective scaling result. The
study explores the subjective scaling of relative word frequency
of English In relation to the Fechnerian (logarithmic) and Stevens
(power) psychophysical theories, varlous informant populations,
and both the written and the spoken lanquage. The Thorndike=-
Lorge 30,000 word Teacher's Word Book (1944) and the Francis and
Kucera word count of 1965 were used as the objective criterion
measurements. Ltighty-eight word=stimulti for the subjective
scaling were sclected from these sources to cover frequencies
ranging from .2 to 68,000 per million. 184 informants were se-
lected from as varying populations as sixth and ninth graders,
college sophomores, and adults in as widely distributed occupa~
tions as Industrial chemistry, elementary school teaching, and
newspaper reporting. Two subjective scaling methods were used:
multiple rank order and magnitude estimation. In addition, half
of each Informant group responded in terms of written language
and half in terms of spoken language. The author concludes that
the magnitude estimation technique tended to follow the Stevens
(power law) model and the multiple rank order technique was
closely related to the Fechnerian (logarithmic law) model. Chi
Square tests showed, however, that the observed multiple rank
order data did not fulfill all the assumptions of its analytic
technique. In addition, the magnitude estimation and multiple
rank order techniques were logarithmically rather than linearly
related. Shapiro also found that relative word frequencies are
a prothetic (how much?) psychological-additive variable rather
than a metathetic (what kind or wheie?) substitutive variable.
He further states that the same observations apply to other
linguistic units, such as syllables, grammatical constructions,
and letters. He concludes that they are best measured subjec-
tively by the magnitude estimation technique, but that there is
a need for additional studies to verify his findings. The study
is profusely illustrated by tables and fiqgures and contains
samples of forms used in sample collection from informants. |In
addition, the procedures used are amply detailed. This is an
Important contribution to ongoing work on alternative methods

of obtaining word frequencies without the voluriinous sampling
used in the objective or direct counts.
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250. Sherwood, John, and Horton, Iver Phoneme frequencies in Australian

Engllsh: a regional study. Journal of the Australasian Universitles

Language and Literature Assoc.ation, 1966, 26, 272-302.

This study Involved transcribing 16,800 runni.g words rrom the
speech of twenty-two adults and thirteen children according to
the phonetic scheme developed by Professor A. G. Mitchell for
Australian English, The statistical results are compared with
other published counts. The work Is part of a larger study of
regional variation in Australian English.

251. Siliakus, H., and Morris, K. Some reflections on the lack of accuracy

of word frequency lists. Review of the ITL, (lnustitute of Applied

Linguistics, Louvain, Belgium), 1970, 9, 1/-18,

The article discusses the ubiquitous problem of error In fre-
quency counts due to low occurrence of important ltems in word
counts taken from relatively small lengths of running text, and
illustrates with examples. They reinforce the argument for longer
samples of running text and shorter frequency lists, l.e., thematic
or topical.

252. Simon, Herbert A. On a class of skew distribution functions. Biometrika,

1955, 42, 425-440.
This article considers a variety of such functions; in discussing
empirical distributions, he examines the distribution of word
frequencies.

253. Skinner, B. F. The distribution of associated words. Psychological

Record, 1937, 1, 71-76.

Skinner shows that the rank-frequency relation described by Zipf
applies to ''samples of speech selected on a semantic basis''. He
I1lustrates his thesis by an examination of free association re-
spenses.,

254, Society for International Cultural Relations (Japan) Japanese basic

vocabulary. Tokyo: Kokusal Bunka Skinkokai (KBS), 1941,

This is a 2000 basic word list. The class and inflections of each
word are given, and the several meanings of each word are carefully
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254, (contlnued)

explained. With Its examples of compounds and synonyms, this is
almost a baszic dictionary, The words were selected by a committee
based on subjective criteria. One of the purposes of this book
was to assist in teaching Japanese to a foreigner.

255, Society for Intarnational Cultural Relations (Japan) KBS bibliography

of standard references for Japanese studies with descriptive notes.

Tokyo: Kokusai Bunka Shinkokac (KBS), 1961, 4.
This bibliography is similar to, but extends further back into
history than the ¢ e by Yamigawa. It has 16 chapters of which

the following are especially important bibliography, dictionaries,
phonetics and phonology, grammar, and special languages and
lexicology.

256, Somers, H. H. Analyse mathematique -u language-lois generales et

mesures statistiques. Louvain: 1959,

in this book after examining the formulas of 2ipf, Mandelbrot,

and Simon, the author proposes a lognormal distribution for voca~
bulary and applies it to texts for which counts have been published.
He uses It in estimating vocabulary, text-length ratios, word-
length 1{istributions, etc. A formula for type-token rations is
given.

257.. Spolsky, Bernard et al, A spoken wcrd count of six-year-old Navajo
Children. New Mexico University, 1971.

"As part of a study of the feasibility and effect of teaching
Navajo children to read their own language first, a word count
collected by 22 Navajo adults interviewing over 200 Navajo
6-year-olds was undertaken. This report discusses the word

count and the Interview texts in terms of (!) number of sentences,
(2) number of words, (3) number of tokens, (4) type-token ratios,
and (5) word-length. A frequency list gives all words used by

at least 2 children, The words, mostly Navajo, are grouped in
order of frequency and in alphabetical order '«ith each frequency.
A supplement lists, alphabetically, all words from the interview
texts (whether used by children or adults). Frequency and range
data for adults and children are given separately and in total
for each word.
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258, stone, P., et al. User's manual for the general Inquirer. Cambridge,

Mass.: MIT Press, 1968.

This Is a companion volume to ''The General Inquirer: A Computer
Approach to Content Analysis'' (MIT Press, 1966). The purpose of
this book Is to provide technical specification of the computer
programs in the General! Inquirer content analysis system and
detailed Instructions for using these programs. The manual Is
divided 1ntd four parts of 3-6 chapters each and a series of
appendices, Part | Is an introduction to the system and speci-
fications for preparing dictionary and text data. Part 2 discusses
primary programs for assigning tags to text, and performing oper-
ations of listing, countirg, and retreival on tagged text. Part 3
relates secordary programs for processing tag scores. Part 4 gives
two types of secondary programs to facilitate the development of
dictionary categories--one for generating a key-word=in=context
index of a sample of text, and the other for displaying a diction=-
ary in a speclal ''cross-sorted'" format.

259. Swenson, E., and West, M. On the counting of new words in textbooks

for teaching of foreign languages. (Bulletin No. 1, Department of

Educational Research) Toronto, Canada: University of Toronto Press,
lsah.

This short study Is an excellent background on the subject of
word counting. It Is in iwo parts: on counting of new words
and the history and purpose of word counting and analyses Its
procedures (as of 1933-1934). Of special interest are the
chapters on the origin and counting of a speaking vocabulary.
Part 2 on rating scales provides specific methods for rating

the difficulty of learning meaning, idioms, cognates, compounds,
and spelling=pronounciation discrepincies (l.e., the words

that do not sound the way they loox< or vice versa). The study
was undertaken to eliminate some of the confusion of the tech-
niques of word counting and vacabulary control. |t discusses
Palmer's work in the field, reasons for word counts, differences
between written and spoken counts, methods of rating words,

word rating scales, and testing the scales for reliabllity

and intelligibility.

260. Swenson, Rodney A frequency count of contemporary German vocabulary

based on three current leading newspapers. Dissertation Abstracts,
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260. (continued)
1967, 18, 222A-23A (Also final report of the Director on a frequency
count of contemporary German vocabulary based on three current leading
newspapers. A project of the US Office of Education in cooperation
with Hamline University, St. Paul, and the University of Minnesota,
Minneapolis. Washington, D.C., Department of HEW, USOE, 1967.)
The foreword discusses the lack of validity of earlier word counts
because of changes in language and changes in the goals and objec-
tives of teaching foreign languages. The goal now is oral, which
leads to the oral vocabulary needed to learn the most frequently

used words In current cpeech. The newspapers selected for the
study were: Die VWelt in Hamburg (183,840 words), Suddeutsch Zeitung

in Munich (232,280 words), and Frankfurter Allgemeine Zeltung in
Frankfurt a/M (167,700 words). The papers were selected since they
all had a fairly well-educated reading audience with wide West Ger-
man geographic spread. Each had a circulation of 210,000 to
250,000. Since in Germany two-thirds of the population read news-
papers, newspapers were selected for the sampling as they were
considered to contain words in gencral usage. As noted above,

the sampling did not incliude East Germany, Austria, or Switzerland.
The sampling took place from | October 1964 through 31 January
1965 (four months). 584,000 running words of an estimated 12
million were tabulated. Samples were taken from columns at

least six inches in length. Every fifth column was selected

and the first 120 words counted and tabulated. Advertisements,
want ads, headlines, and picture captions and supplements were

not used. Proper nouns, geographic names and abhreviations were
also excluded from the count but were tabulated and filed sepa-
rately. Vord forms were tabulated under the root form or infin-
Itive. Tabuiations followed Pfeffer's Basic Spoken German. The
final lists arc of the first 500, 1000, and 6500 words of the
German language as reflected in newspapers. The tabulations
indicate the count by newspaper and by total. The conclusion

is that with the 1500 words in the longest list, one could under-
stand a considerable amount of contemporary German. The list

does not include grammatical forms and is religious, sports,
political, literary, and sciencc oriented. Frequencies indicate
changes are required in the sequence of instruction, especially

in verbs, since forms used now are not being tacght first.
Articles (grammar) have about the same frequency now as in the
counts of the 1920's, High frequency words in one paper were
generally high in the others. This was not so true of low
frequency words (probably reflecting newspaper policy or regional
difference). Thcre are two major lists: numerical frequency (one
for each newspaper and a total) and alphabetical (for the tota!
count only).
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261. Tadashi, Kikuoka The 1000 most important Japanese newspaper charac-

ter compounds in order of descending frequency. South Orange, . J.:

Institute for Far Eastern Affairs, Seton Hall University, 1965.

The sources are: A glossary of journalistic terms. Tokyo:
Nihon Simbun Kyokai, 1961, and the Dictionary of journalistic
terms. Tokyo: Asakai Shimbun-sha, 1961, Thec original selection
of compounds was made by Dr. Hirosha Okubc at Husel University,
Tokyo. |t was updated by the present author.

262, Tannenbaum, Percy Hli., and Williams, F. Prompted word replacement in

active and passive sentences. Language and Speech, 1968, 11, 220-229.

""A conceptual focus formulation developed in a prior study of
encoding of active and passive sentences led to predictions con-
cerning how such sentences are stored and their maln semantic
units are retricved from memory. The formulation posed a dom-
inant subject-verb linkaye in active sentences but an object-
verb linkage characterizing passive sentences. ‘'ndividuals were
presented with either the subject, eor verb, or object of pre-
vious exposed sentences and were required to replace the other
twwo missing words. As antlicipated, the subject was a better
prompt for the verb in active than in passive sentences but the
reverse relationship obtained when the object was the cue.
Similar predictions for situations when the verb was the prompt
word were supported when the subject was the response but not
when the objects were to be replaced."

253. Tarnoczi, Lorant. \lortbestand, wortschatz, wortfrequenz. [(RAL, 1971,
2’ 297‘3‘80

Written in German, this arcicle criticizes the manner in which
minimal lexical inventories are made and questions the claims
made for such lists. He refutes the claim that a minimal voca-
bulary of 1000 to 2000 words will enable one to understand 75
percent of a text in a given language, particularly since the
texts used are theme oriented and this fact is not taken suffi-
ciently into consideration. The author proposes that minimal
vocabularies based on frequency counts must distinguish be-
tween basic vocabulary and thematic vocabulary and that a min-
imal vocabulary must vary according to the teaching objectives.
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264. Taylor, G. Learning American English. New York: Saxon Press, 1954.

This book is planned to meet the needs of e2dult students at the
beginning of intermediate states of learning English as a second
spoken language. The English described is a basic, informal,
spoken language, used by the majority of US citizens. There are

17 lessons each followed by exercises. There are over 1500 English
words used, but the author suggests concentrating on the first

550. Vord lists are derived from Thorndike and Lorge's 30,000

Word Teachers' Word Book (1944) and the KLM List of Bongers.'
History and Principles of Vocabulary Control (1947).

265. Thomson, Godfrey H., and Thompson, J. Ridley Outlines of a method for

the quantitative analysis of writing vocabularices. British Journal of

Psychology, 1915, 8, 52-69.

The question addressed by the study is: '"How can we find a measure
to enable us to estimate the total vocabulary from the study of a
sample?'' (page 58). The methnd they develop consists of assigning
weights to particular words according to the number of times they
appear in the sample; the proposed formula is then used to estimate
the author's total vocabulary. The technique is tested through

a study of chapter fifty-five of David Copperficld.

266, Thorndike, Edward L. On the number of words of any glven frequency’

of use. The Psychological Record, 1937, 1, 399-406.

This Is a discussion and criticism of Zipf's rank-frequency hypo-
thesis, the essay includes data from a 4.5 million word sample of
the language of children's books.

267. Thorndike, Edward L. and Lorge, |. The teachers' word book of 30,0N0

words. New York: Tcachers' College, Columbia University, 1959.

This publication consists of five parts and is the last of a
series of word lists published by Thorndike with or without
co-authors, e.g., the 20,000 word lists. Part 1 is a list of
words occurring at least once per | million words. Part 2

Is a list of words occurring at least once per 4 million words.
Part 3 is an explanation of Parts !, 2, 4, and 5. Part 4 in-
cludes the number of occurrenc.s of words occuring 1000 or
more times in ¢'*her of the counts (Lorge Magazine Count and
Lorge~Thorndike Semantic Count). Part 5 is a list of 500
words occurring most frequently and of the 500 occurring next
most frequently,
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268. uUhlirova, L. On statistical experimenting in syntax, Statistical Methods

of Linguistics, 1969, 5, 138-33.

""The first stage of statistical research on Czech word order
in relation to syntax and to the so-called topic-comment

. bipartition of the sentence. A necessary prerequisite of
this research is the determination of whether or not the 1in-
guistic material in question Is representative from the sta-
tistical point of view. Hence, the objective is to establish
by statistical cxperimentation whether or not a certain corpus
is representative (sufficient) for the purpose of a synatactical
word-order analysis. Samples of 1000 successive clauses were
selected arbitrarily from texts of different genres and analyzed
syntactically in accordance with Czech authorative grammar.
Three classes of clauses were differentlated: clause simple
sentence (J), sentence (V). Tables are included which indicate
the cumulative distribution of clause length across clause types
and by clause type, frequency of occurrence of each clause type,
frequencies of syntactic categories in clauses of varying lengths,
as well as graphs representing these data."

269, University of Michigan (English Language Institute) Select:d Articles

from language leaining. (Series 1. English as a foreigh language)
Ann Arbor, Mich.: Langugae Learning Reprints, 1955.

This is a selected group of articles by prominent scholars of
Erglish. The articles were picked to emphasize tne "new' (1953)
approach in structural linguistics ffom items on word and sound
and from the system of contrastive patterns in which the Items
operate. There aie six parts to the collection, each with from
3 to 13 articles, They include language learning, language
teaching, grammar, pronounciation, vocabulary, and testing.

270. University of Michigan (English Language Institute) Teaching and learn-

ing English as _a foreign language. Ann Arbor, Mich.: University of

Michigan Press, 1962.

This work is a basic explanation of English as a fcreign language.
It includes an introduction on adult learning, sounds, structure
arrangement and form, words and vocabulary, and contextual orienta-

tion.
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271 . Vakar, Nicholas P, A word count of spoken Russian--the Soviet usage.,

Ohlo State University Press, 1966. (This Is the final report on US
Office of Education HEW Contract CEC-3-6-062046, July 1969)

There are two parts (volumes) to the report; Part 1, vocabulary
(normal colloquial vocabulary)--obtalning samples of colloquial
Soviet Russlian speech is difficult. Professor Vakar notes that
since 1956, however, Soviet drama has come to deal with everyday
problems and has been presented in the language of the audlence.
As a result, Professor Vakar based his study on an actual count
of 10,000 words from 50-word samples taken from 200 acts of 93
plays published since 1957. With the small sample, Professor
Vakar assumed that the most common words occur in virtually evary
conversation of any length, so the sample need not be large. In
fact, he found that 360 words of a total of 2360 words In the
10,000 word sample represented 73 percent of all occurrences and
are satisfactory for Iintelligent adult oral communication. Also
of note are some 75 word-clusters which indicate the cumulative
frequency of occurrence of certain stem or roots. Part 2, sentence
structure (colloquial in Soviet usage). There is a tremendous
difference between |iterary and spoken Russian. A set of a few
hundred common words, grammar fundamentals and favorite turns of
phrase constitutes the core of ord!nary conversation. Chapter 2
gives the basis for the sentence sample. |t also used monologues
and dialogues of 93 plays written from 1956-1964, representing a
statistical universe of | million running words. From tihcse 1000
sentences were randomly selected. Sentences tend to be short=--|
to 5 words (75 percent). Also included is a glossary of nouns,
verbs, adjectives, and adverbs as well as four appendices.

272, Vakar, Nicholar P, Statistical methods in the analysis of Russlan.

Slavic and East European Journal. 1567, 11, 59-6%.

Vakar here contrasts two counts, one based on a word count of
contemporary plays and the other on a wora count of actual conver-
sations. He then discusses the implications of such counts for
language teaching.

273. Van den Eynde, R, Grammaire Swahil, (Swahili grammar). B8russels:

Waithhoz-Legrande, 1944,

This book is in Frerch, It does contain a vocabulary as well as
‘he grammar suggested by the title. This haok was originally
intended for students who would later spend some time in the (then)
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273. (continued)

Belglan Congo. Although the Swahill dialect spoken In the Re-
public of Zalre Is a poor one found largely in Katanga (Kingwana),
the author has addressed himself to 'pure!’ or standard Swahiil of
the east coast of Africa. The grammar part takes up the first

88 pages with nine chapter It Is followed by the French=Swahlili
vocabulary. The alphabetized French-Swahili vocabulary is
followed by a special vocabulary on units of measurement, days of
the week, and a Swahili-French vocabulary.

274. Vander Beke, George E. French Word Book. (American and Caradlan

Committees on Modern Languages) New York: The MacMilllian Company,
1929, 15.

The basic method that was used was that of Henmon in his French
Word Book Based on a Count of "00,000 Running Words (sce above)
where categories of words were selected and teachers of French
were usced to help complle the ultimate product. The Committee
combined the.r list with that of Henmon. The results was a count
of over one million running words from eighty-eight examples of
French prose. The study, however, did not Include anything
other than printed material and used no particular criteria for
selection of sources. The texts used to draw up this count were
selected from nineteenth and tiwuntleth century literature, and
were divided Into twelve categorlies. The method of tabulation
and analysis is also described. Part | lists the words omitted
from the count but listed in the Henmon study. Part Il lists
the words by range and gives both the range and frequency. Part
It] combines the list with the Henmon list and gives the range,
frequency, the Henmon frequency and the total frequency of the
word. The order Is alphabetic. An Appendix list those words
which Henmon listed, but which the committee found to be too

low in frequency to be counted.

275. Van Spaandonck, M. Practical and systematic Swahili blhllography-

linguistics 1850-1963. Leiden, Netherlands: E. J. Brill, 1965.

Chapter headings indicate the coverage by classificatlon: general,
linguistics (including grammars, instruction, and phrase books,
supplerental lingu! ic studies, dictionaries and vocabularies,
supplemcntal vocabulary studies), literature, Katanga Swahili,

and an appendix.

276. Voelker, Charles H. The one-thousand most frequent spoken words.

Quarterly Journai of Speech, 1942, 28, 189-198.
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276. (continued)

Voelker's list Is based on a sample of 99,400 words gathered from
the speech of older adalescents.

277. Walsh, S. (ed.) English language dictionaries in print--a comparative

snalysis. Newark, Delaware: Reference Books Research Publications, lac.,
1965,
This compllation compares dictionaries by cost, number of entries,
age, group suitability, date of publication, and user ratings. It
also describes each one briefly.

278. Wepman, J., and Hass, W. A spoken word count (children 5-7). Chicago:

Language Research Associates, :969. (See also A spoken work count by
Wepman and Jones)

This study attempts to supply additional information on the quanti-
tative aspects of childrens' word usage. |t slso discusses uses

of childrens' word counts aside from inclusion in readers. The
sample group was 90 middle-class English-speaking metropolitan
children aged 5-7 (30 each) and boys/girls (45 each). The pro-
cedure was similar to that used by Wepman and Jones for adults.

The material was computer processed intoc three llsts: word fre~
quency, In order of frequency, part of speech by grammatical class,
and alphabetical list of all words used by at least two speakers.
It also contalns a sh?rt bibliography.

279. Werner, H., and Kaplan, B. An organismic-developmental approach to

language and the expression of thought. Symbol formation, New York:

John Wiley and Sons, Inc., 1963.

’
The authors use their perspective of psychological phenomena to
demonstrate how that perspective enables an individual to order
and Integrate data on symbolization and language behavior. The
book contains five parts: organismic-developmental approach,
formation and general changes in verbal symbolic behavior in the
course of ontogenesis, processcs which underiie the primordial
states of linguistic representation through study of adult behavlor,
linguistic representation under differing conditions of communi-
cation, and symbol formation in non-verbal media.
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280. West, M. On learning to speak a foreign language. London: Longmans,

Green, and Company, Ltd., 1933.

This Is a book on teaching spoken English as a foreign language.
It discusses purpose (aim), policy (theory), techniques (methods),
vocabulary (reading and speaking vocabularies), and minimum adequate
vocabulary to include the concept of completeness and vocabulary
design. West considers the Thorndlke and Horn 1000 mcst common
word 1lsts, the American College list (1000 words, and similar to
Thorndike's) the 1000 words used by the Adult Education Society
of New York, Palmer's list of 600 words, Palmer's Composite Word
Frequency List of 1000 words, and Ogden's Basic English Vocabulary.
. He finally arrives at a list of 996 words and procedures for struc-
turing lessons from those words and his text.

281. West, M. Definition vocabulary. (Bulletin No. 4, Departinent of Edu-

 catlonal Research, Ontario College of Education, University of Toronto)

Toronto, Canada: University of Toronto Press, 1935.

This is a study on how to determine the vocabulary to be Included
In a dictionary for foreigners. The author argues that the major
problem In preparing a dictionary for foreigners learning English
is selecting the words to define the words In the dictionary, in
such a way that both will be understood. West solves the problem
by determining some 1490 words and 85 irregular verb forms and
piurals with which he can explain all the words and idloms in the
proposed dictlonary of 17,727 words and 6,171 idioms. (This, of
course, becomes difficult wher the idioms are not self-explanatory
on the basls of Individual worc meaning.) The book has three
chapters and 28 explanatory tables.

282, West, M. A general service list of English words. London: Longmans,

Green and Company, Ltd., 1960.

This book contains a frequency count based on 5 million words and
has a semantic count by percentages for written and printed English.

283. West M. Teaching English in difficult circumstances (teaching English

as a fore[ggﬁlanguagg). London: Longmans, Green and Company, Ltd.,

1960.
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283. (continued)

This book Is based on experience An teaching English In Indla and
the Middle East. 1in general, the book Is a teachers' guide but It
has an appendix with a minimum adequate (1200 word) vocabulary for
spoken english and a classification guide to accompany It.

284. West, M. An International readers' dictlonary. London: Longmans,

Green and Comapny, 1965.

This dictionary contains 24,000 items (18,000 words and 6,000
Idloms). It Is designed for the use of persons for whom English
Is other than thelir native language. It supercedes and updates
the New Method Dictionary by West and Endicott (1935-1960). Ex-
planatlions are made within a vocubulary of 1490 words held to be
among the most common in the English language as learned by
foreigners. It excludes scientific and technical terms In common
use in news media and books. It excludes also certain derivations
and compounds when their meanings can be inferred from the root

word and context.

285, West, M., and Bond, 0. A grouped-frequency French word list. Chicago:

University of Chicago, 1939,

The purpose of this book was to re-work the Vander Beke French

Word Book into forms more useful to teachers. This book by West
and Bond has three parts: frequency list In numerlcal order with
inflectional forms under head-words and listed in 100 word groups,
Index--an alphabetical list of head-words, and two appendices:

fifty Latin roots and common French affixes (prefixes and suffixes).

285. Whatmough, J. Language--a modern synthesis. New York: Mentor Books,

1956.

In many respects this book looks 1ike a companion plece to Zipf's
A Psycho-Biology of Language. It has 13 chapters including past
and present languages, words and meanings, the uses, structure,
analysis, and neural basls of language, as well as the mathematics
and statistics of language.

287. Whiteley, W. Some problems of transivity In Swahili. London: Luz:ic

and Company, Ltd. (for the University of London), 1968.
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287. (continued)

Two areas In which existing Swahlli dictionaries are weak are tran-
sivity and verbal extenslons. This book deals with transivity

(of verbs). Transivity deals with the various relationships which
obtaln between a verb and a noun or nouns to which the label
object' Is often accorded. This book deals with the subject in
detall, as an ald to writing more precise meaning Into dictionaries.

288. whiteley, W. Swahlll-=-rise of a natlional language. London, England:

Methuen and Company, Ltd., 1969.

This book Is a broad survey of the Swahili language and 1iterature,
its early history, spread, status in the colonial period, its
current status, and Its prospects, One chapter is devoted to
'standard Swahil11" and a bibliography is Included.

289. Whiteley, W., and Gutkind, A. A linguistic bibliography of East

Africa. . Kampala: East African Swahil! Commlttee and East African
Institute of Soctal Research, Makere College, 1958.

This Is a classified bibliography Indexed in part by country
(Tanzanla, Kenya, and Uganda), and In part by language (Swahili).
It Is very useful in finding local names for flora, fauna, as
well as for more general works on the languages and linguistics
of East Africa,

290. Wilson, P. English-Swahili (classified vocabulary). Nalrobl, Kenya:

East African Literature Bureau (undated).

The vocabulary Is classifled by vocation as: agriculture engin-
eering, fishing, household, medical, and veterinary.

291, Wilson, P, Simplified Swahili. Nalrobl, Tanzania: East African

Literature Burzau, 1970.

This book Is written for the individual who wants to achleve a
quick general knowledge of Swahili. Grammar Is kept moderately
simple and Is Introduced as required and In order of relative
Importance of subject matter. It Is an up-to-date book which
will help Individuals learn spoken Swahili. It Includes transla-
tion exercises and keys to them. At the end of the book there
are Swahl1i=English and English=-Swahili vocabularies,
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292. Winter, Ralph Dana English function words and content words: a quanti-

tatlve investigation. Dissertation Abstracts, 1954 14, 1084-1085,

The author chose two texts of 4000 words each and parsed them
according to the system established by C. C. Fries. Among the
statistical measures employed were: word length In segmental
phonemes, gaps between repetitions of the same word, “average
Interval between successive occurrences of a word!, and ''sum of
the squares of the Intervais between successive occurrences of a
word'. The study shows that quantitative data nenerally supports
the division of function and content words.

293. Wisbey, R. A. (ed.) The computer in literary and linguistlc reseircr.

(papers from a Cambridge symposium) Cambridge, England: Cambr!.ge
University Press, 1971.

This Is a compllation of articles on the subject in seven parts,
each of which has from 3 to 6 articles., Parts are t'tled as
follows: Lexlicography, Textual Archives, and Concordance Making;
Textual Editing and Attribution Studies; Vocabulary Studies and
Language Learning (The most pertinent item Is D, G. Burnett-Hall
and P, Strupple's '"The Use of Word Frequency in Language Course
Writing'"); Stylistic Analysis and Poetry Generation (The most
Important item Is T, R. Tallentire's '"Mathematical Modellng in
Stylistics: Its Extent and General Limitations'); Computer Appli=-
catlons to Oriental Studies; Problems of Input and Output; and
Programming the Computer for Literary and Lingulstic Research.

294. Wright, C. W. An English word count. (Department of Education; Arts

and Sciences Research Serles No. 15, National Bureau of Educational
and Soclal Research, Praetorla, South Africa, 1965) lLondon: Longmans,
Green and Compnay, Ltd., 1965,

This count Is based on written English In South Africa. The
counts were taken from The Bible, newspapers, perlodicals,
literary works, and correspondence, It has three lists
covering 20,000 words: (1) first 1000 words In alphabetical
order with an Indication of the grouping of 100 words 1n which
the word falls, (2) first 10,000 words, and (3) second 10,000
words.,
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295. Yamaglwa, J. (ed.) Japanese language studles in the Showa perlod.

(Univeristy of Michigan Center for Japanese Studies, Bibllographic
Series No. 9) Ann Arbor, Mich.: University of Michigan Press, 196i.

This Is a bibliography of modern Japanese work on the Japanese
language since 1926 (The Showa Perlod). Chapter headings are:
Bibliographies, Essay Series and Journal, Dictionaries, Encyclo-
pedias, and Indices of Vocabulary, Outlines aand Description of
Japanese Language Studies, History of Japanese Language Studles,
Phonology, Grammar, Relationships of Japanese to other Languages
of East Asla, History of the Japanese Language, Dialect Studles,
Writing Systems, List of Publications, and Authors and Editors.

296. Yamagiwa, Joseph K. Lingulstic data: some quantifications. Studies

In_languages and linguistics In honor of Charles C. Fries, Alber\. H.

Marckwardt (ed.), Ann Arbor: 1964, 35-53,

This study provides a statistical examination of the stylistic
varletles In contemporary Japanese.

297. Young, |., and Nakajima, K. Learn Japanese--college text. (Aslan

Language Seriesj Honolulu: East-West Center Press, 1967, 1-4.
This serles vias originally written as Learn Japanese-Pattern
Approach. The diaiect used is of native speakers of a middle
ciass background, college education, residents of the Yamanoto
area of Tokyo and 25-45 years of age. The pattern agproach Is
more than formula-application. It develops a new presentation
based on assoclation and repetition. It reflects conrecting
| Inks between modes of utterances or patterns. A pattern Is a
structure related to other structures. Moving from one structure
to another is done by transformation. The patterns reflect
"live" situations as well as the structure of the language.
The material is based on a contrastive study of English and
Japanese structure. Volume | has 15 lessons. The general for-
mat of lessons Includes: useful expressions, pattern sentences,
dialcgues, iotes, vocabulary, Hiragana practice, and drills,
In many respects, this approach parallels that of Jorden and
Chaplin's Beginning Japanese, but teaches hearing, reading and
writing, as well. Volume 2 Is a continuation of Volume | but
Is more advanced. Volume 3 Is an iIntroduction to Kanjii charac-
ters. It has 15 lessons and seven appendices, including a
glossary. Volume 4 Introduces more Kanjil characters and has
15 lessons and seven appendices, including a glossary.
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298. Zale, E. M. (ed.) (Proceedings of the) Conference on Language and

Language Behavior. New York: Appleton-Century-Crofts, 1968,

The Conference on which this volume reports was held under the
sponsorship of the Center for Research on Language and Language
Behavior at the University of Michigan in 1966, Major tepics
discussed were: flrsc language acquisition in natural setting,
controlled acqi:isition of first ianguage skills, second language
learning, lingu'stic st. cture above ser.:ence level, phonology
and phonetics, and language impairment. Most of the slx subject
areas were covered by four speakers each. The three major ad-
dresses, attended by all conferences were as follows: (1)
"Scylla and Charybdls, or the Perilous Straits of Applied Re-
search: by A, P. Van Teslaar, (2) '"Thought and Language'' by

James .J. Jenkins, Director of Research, Center for Research |n
Human Learning, University of Minnesota, (not included !n the
report, but published otherwise by the Unlversity of Pirtsburgh),
(3) "Word Frequency Studies and the Lognormal Distribution' by
John C. Carroll. Carroll's address is an extendec ed!tion of
the one actually presented to the Conference. The maln theme
has also been published separately In several forms. Aiso of
Interest are the remarks on hlgh and low association passages

In the talk by Sheldon Rosenberg on 'Language Hablts and Re-

call of Connected Discourse'', the discussion of negation In
Japanese In 'What Does a Chlld Mean When He Says No?'' by David
McNelli and Nobuke B. McNelll, ''"The Indices of Coverage: A New
Pimenslon In lexicometrics by W. F. McKey and J. G. savard,
""Audltory Discrimination and the Learning of Languages' (In French)
by Emmanuel Companys, and '"Remarlis on the Predictlve Value of
Differential Analysls In Phonaloay" (In French) by Guy C. Capeile.

299. Zimmermann, Jon E. Word frequency In the modern German shorter narra-

tive. Dlssertatlon Abstracts, 1968, 28, 3362A.

The word count was based on 702 samplss of narratlve prose by 266
different authors; 160,000 words were randomly selected from the
two million running words in the whole corpus. The count reflects
the distribution of words in the 160,000 word sample.
300. Zipf, G. K. Observations on the possible effect of mental age upon
the frequency distribution of words from the viewpoint of dynamic

philology. Journal of Psychology, 1937, 4, 239-244,
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301.

302 .

303.

304.

This Is a response to such critics of Zipf's rank-frequency hypo-

thesis as Empson, Joos, and Thorndlke. The author polnts out

that the rank-frequency relatlon holds even when total vocabulary

slze Is different, as In the language of two children of different
ages that s discussed In the essay.

Zipf, G. K. Homogeneity and heterogenelity In language, In answer ¢o

Edward L. Thorndike. The Psychological Record, 1938, 2, 347-367.

Here Zipf replys to Thorndike's criticism of thls rank-frequency
hypothesis; he then tests his theory by a study of word distri-
bution In several works by James Joyce.

Zipf, G. K. The meaning-frequency relationship of words. The Journal

of General Psychology, 1945, 33, 251-256.

Thls study Investigates the relatlonship betwean the frequency of
occurrence of a word and Its number of meanings.

Zipf. G. K. Human behavior and the principle of least effort. Cambridge,

Mass.: Addison-Wesley Press, Inc., 1949.

In this book the author demonstrates his theory of least effort
and human behavior In two contexts: language and the structure
of personallty and human relations; a case of Intraspecles
balance. Part | Is of Interest to lingulsts since |t deals
with the use of lanyuage and symbol formation.

Zipf. G. K. The psycho-biology of language (an introduction to dynamic

philology). Cambridge, Mass.: MIT Press, 1965 (Originally Houghton-
Mifflin Company, 1935).

In this book, ZIpf explores speech as a natural phenomenon=-a
biological-physiologicai and social process==by the use of sta-
tistical approaches. He finds that the distribution of werds !n
English approximates an harmonic saries. He Includes meaning and
emntion In his studies of language forms and functions. His book
Is divided In six chapters: Introduct 2n, Form and Behavlor of
Words, Form and Behavior of Phonemes, Accent Within the Word,

The Sentence (Positional and Inflectlonal Languages), and The
Stream of Speech and its Relationship to the Totallity of Behavior.
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