
RD 097 907

AUTHOR
TITLE

INSTITUTION

SPONS AGENCY

PUB DATE
NOTE

EDRS PRICE
DESCRIPTORS

IDENTIFIERS

DOCUMENT RESUME

IR 001 280

Yovits, R. C.; Abilock, Judith G.
A Semiotic Framework for Information Science Leading
to the Development of a Quantitative Measure of
Information.
Ohio State Univ., Columbus. Computer and Information
Science Research Center.
National Science Foundation, Washington, D.C. Office
of Science Information Services.
Oct 74
9p.; Paper presented at the Annual Meeting of the
American Society for Information SCience (37th,
Atlanta, Georgia, October 1974)

RF-$0.75 HC-$1.50 PLUS POSTAGE
*Information science; Information Theory;
*Mathematical Models; Matrices; Semiotics; Speeches;
Statistics
Binary Choice Unit

ABSTRACT
If information science is to be considered a

"science" in the true sense of the word, a set of general concepts
and analytical expressions must be developed. Fundamental to this
development is a rigorous and quantifiable measure of information. In
previous papers a general framework, called a generalized information
system, is suggested which permits the development of these concepts
and expressions. Through the use of this generalized model, we have
been able to define information quantitatively and in a rigorous
manner. The formulation depends on the definition that "information
is data of value in decision making and leads to quantitative
relationships between information and the value of a decision state.
The value of the decision state is defined as the summation of the
expected values of all the possible courses of action weighted by the
probability of each course of action. A new measure for the
information contained in a particular decision state is developed.
The information is defined in terms of a two-choice deterministic
situation which we call a "binary choice unit." This measure is
universally applicable for all information that is concerned with the
effectiveness of the data on the recipient. (Author)
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I
information science is co he considered

A "science" in the true sense of the word, a
set of geheral concepts and analytical expres-
sions must be developed. Fundamental to this
development is a rigorous and quantifiable
measure of information. In previous papers a
general framework, called a generalized infer-
Nation system, is suggested which permits the
development of these concepts and expressions.
Through the use of this generalized model, we
have been able to define information quantita-
tively anc is a rigorous manner.

Abstract
BEST COPY AVAILABLE

The formulation depends en the definitioe
that infor.,:=7:in io .af in ,iecision-

Raking and leads to quantitative relationships
between informweion and the value of a decision
state. The value of the decision state is
defined as the summation of the expected values
of all the possible courses of action weighted
by the probability of each course of action.
A new measure for the information contained in
a particular decision state is Jeveloped:

r = m E (PC2.)}2 - 1,
ind

where m is the number of courses of action
available to a decision-maker and nad is the
probability of each course of action." The
information is defined in terms of a two-
choice deterministic situation which we call a

"binary choice unit." This measure is univer-
sally applicable for all information that is
concerned with the effectiveness of the data
upon the recipient.

INTRODUCTION

The authors have been concerned with the
development of a theory and framework for
establishing a cenceptuAl basis gar informa-

tion science. Nuch of this *,:cork is eummarized

in references (1), (9), (10), and (11).

If information science is to be consi-
dered a "science" in the true sense of the
word, a set of general concepts 3rd analytical
expressions regarding the flow of information
must be developed. Fundamental to tl'is devel-

opment is a rigorous and quht:tative measure
of information. In this paper, such a measure
is suggested and examined in the framework of
a very general decision model. This formula-

tion depends on the definition that information

4 data of value in deoission-making and lead*
tea the establishment of quantitative relation-
ships between information and the value of a
decision state.

A decision state is defined as ei'-iepresee
cation of the entire decisions situation. It
gives a complete description of all of the el.
merits which enter into a particular decision-
making situation. It is shown in this paper
tnat the value of the decision state may be
defined as the summation of the.expected vale
of all the possible courses .of action weiehte
by the probability of each course of action.
In symbolic terms,

V (D) E P (a .) .
ixvi

A measure of the amount of information
contained in a particular decision state is
suggested as follows:

I z:r m £ (Va.)}2
icol

where m is the number of possible courses of
action available to the decision- maker and
(at) is the probability of each course of

action. The distribution of the ?(:;l's

reflects the decision - maker's overall incline
Lion towards each of the courses of action.
Information is that quantity wle:ch changes the

probability distribution.

The information measure we sugest is
defined in terms of a two-choice determinist:
situation in which the amount of informatlon

the decision state is one. Information ii

measured in terms of these binary choice unit

or b.c.u.'s. The measure is universally lee!

cable.for all informatioe that: is
ith the effectiveness of Oa n.ossa:2 .17. .

recipient. It is accordingly called erael:tilee

information and is similar to that o: *.e..eyert

level three (6). Properties of this and

related measures are also discussed.

BACKGROUND

The term "information" h.!;
ea- el

of meanings. Shannon and Veaver (() ta;*:

about information in the technical ss-,0.

That is. they are concerned vith the ro.

efficient way to transmit messages. Cleiris
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Morris (5) points out that it is floe generally
Erecoinized that "information theory" is not a
rival to, or a substitute for, a general theory
of signs. Shannon and Weaver's concern is with
the transmission of any message independent of
its content. Y. Bar-Hillel (2) and D. M.
MacKay (4) clarify this situation. MacKay,
regards information as that which changes our
representations, i.e., our signs. Gaining
information is taus changing our expectations,
i.e., our dispositions to respond, caused by a
sign. He distinguishes between selective and
semantic information. Selective taformation
:gives the in necessary to select the
message itself and is not concerned with the
content of the message. Semantic information
is concerned with the content of the message.
Shannon thus deals with selective information
problems. Carnap and Bar-Hillel (3) and
Winograd (8) are perhaps best known for their
work in the area of semantic information.

The aforementioned views of information
are two of the three approaches or levels
identified by Weaver. The third level is
known as the behavioral or effectiveness level
and deals with the effect that information has
an the person using it. Ackoff (1) has dealt
with information problems at this behavioral
level. Our work lies in this area.

DECISION-MAKING

Charles Morris (5) has identified three
general requirements of action involved in the
decision-making process. A decision-maker must
obtain information about the situation in which
he is to act, he must select among courses of
action, and he must execute this alternative by
some specific course of behavior. To effect a
meaningful analysis of information, one must
examine in detail that which makes decision-
making such a challenging activity --
uncertainty. After careful examination of
decision models described in the literature, it
became evident that these existing models do
not provide a comprehensive representation of
the uncertainty that exists in decision-making.
Most, of the models are concerned solely with
decision-makers who have an advanced state of
knowledge about the decision situation in
question. The information science aspects of
decision theory must, however, cover compre-
hensively not only those decision-makers who
are expert but also those decision-makers who
are average or rather poor. It is extremely
important in developing a formal role for
information science that all levels of effec-
tiveness of decision-makers be considered.
For this purpose, a very general decision model
is proposed.

A decision model consists of a number of
decision elements, including a set of courses
of action, a set of possible outcomes, a goal
or set of goals, a function relating outcomes
to goal attainment, and a set of states of
nature.

The decision-maker usually views a com-
plex decision situation in terms of courses of
action and possible outcomes. He maybe
uncertain about what outcomes will occur when

a particular course of action is executed.
This uncertainty associated with the executi,
of the alternatives is what we call exec:nit:4a
unoertainty. A second type of uncertainty
identified is goal uncertainty. The decision
maker may have only a vague notion of the goat
to which he aspires, and he may also be uncer-
tain as to the degree to which each of the ou.
comes will satisfy the various goals. The
third type of uncertainty which the decision.
maker confronts is that concerned with the
states of nature.. He may not be able to iden-
tify all the possible states, but even if he
could, he may still be uncertain as to the
relationship between the set of states and th.
other decision elements. This is termed
environmental uncertainty. A complete model r
a complex decision situation must deal explic-
itly with all of these types of uncertainty.
The conceptual decision model suggested expli
fitly recognizes all of the decision elements

as well as the associated sources of
uncertainty.

3.



CAL RM. EXTATTON
QV THE DECISION MODEL

.:Allecision-maker makes a sequence of
related choices from among a discrete set of
alternatives A {al, a., ...* a

171

}. The

number of elements in this set may not be
constant over time since there may be tracer-
tsitty with regard to these elements. The
execution of a particular course of action
results in, the .occurrence of one of a set of
possibleoutcomest0={,.72,...so....4

0' /.

The number n may also vary over time. Execu-
tional uncertainty, i.e., uncertainty. as to tl

relationship between a particular course of
action.and an outcome a. will be denoted b

the subjective probability estimate thethe

likelihood that the execution of course of
actiona.will result in outcome op. The set

J.
of relevant states of nature will be denoted
by S = (sr ..., sr} where r may ais

particular state of nature sk

Relative Values

Outcomes

Courses of. Action

vary over ttme*aCeoiding to the 'ikeision.r.
maker's current understanding of the decision
situation. The probabilities of occurrence o
the states will be denoted by the subjective
estimates PTS P(e,) Pr ). TheP P .# o

values assigned to the decision outcomes that
reflect the relative value of each outcome
with respect to goal attainment will be
denoted by (v(y).

The decision elements A, 0, and Wo4)1

are dependent upon the state of the external
environment. For example, courses of actin
which seem reasonable under one sec of eondi'
Lions may be wrong under other circumstances.
These dependencies can be incorporated in L't.
model by defining the sets A and to refl.,"

the decision-maker's current understandin..!
the courses of action and the outcomes for
each of the states of nature. Also, a set 0:

{L14..k1 and {1;(1.)) can be identified for4 .

each state of n%*-re. Figure 1 depicts chi-

suggested mathema.ical representation for "
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Figure 1. The decision matrix for
the kth state of nature
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ire_ details can be found in (7) .

The mathematical decisior model consists
.0 this decision matrix together with some
deasion criteria which, when applied to the
deciaion matrix, results in the selection of
probabilities of courses of action. The actual
decision rule that is used is dependent on the
'decision-maker's own 'attitude toward unee.:-

*tainty. For example, if the decision - shaker is

conservative, he may select that course of
Action Which maximizes his minimum possible
tigain. There are many different criteria which
callbe used, but in this analysis we will
assume, that the decision-maker assigns proba-
bilities to the alternatives which are propor-
tional to their relative expected value. The

decision rule that we have recommended is a
very reasonable one, and a number of interest-
ing results follow from this rule. The

expected value, E7, is defined by

r n
Snai) = !..1 Fisk)ok) j!..1 w.jk uk(di). (i)

That is, the expected value of each alternative
is the sum of all the possible values weighted
by their probabilities of occurrence.

This generalized decision model provides
a framework for a formal and comprehensive
representation of uncertainty in decision-
making. As such, it also provides a suitable
framework for examining the role of informa-
tion in decision-makinz that is also formal
and comprehensive.

The effect of information is to change tie,
decision -maker' s representation of the various
types of uncertainty. His decision model at
time t 4. 2 will be a revised version of his
model at time t. The way in which a particul-
decision-maker utilizes information to revise
his representation of the various types of
uncertainty is highly individualistic. The
generalized decision model permits the appli-
cation of a large number of possible learning
rules.

A QUANTITATIVE MEASURE OF TNFORMATION

Although the separate effects of the
various types of uncertainty are clearly
important, they are only of significance in
their combined effect on the decision-uakersa
understanding of the situation. The amount o:
value of the information contained in a data
set can be meaningfully expressed only in ter'
of the total effect of the data on the
decision-maker's model of the decision
situation.

Regardless of what decision rule a
decision-maker is utilizing, it is possible t'
obtain a distribution that reflects the
decision-maker's overall inclination toward
the various courses of action. We assume, as
already suggested. that the decision-maker
chooses a course of action with a probability
proportional to its relative expected value.

Thus, P(ai) is defined by



;

E
'1*.)

Jai

We can now define the val ue of the
J4oision state as the summation of the expected

(2) values of all the possible courses of action
winhted by the probability of each course of
action. In symbolic terms,

where EVa.) is given by equation (1).

The decision matrix representation shown
!in Figure I defines completely the entire
:decision situati.on. It explicitly relates
Bourses of action to: (1) observable outcomes;
(2) values of these various outcomes to the
decision-maker; and (3) the states of nature.
Ais matrez may thus be zlef!ned to be the
*vision state of the decision-maker. This
decision state is a complete description of all
of the elements which enter into any decision-
making situation. The uncertainty in this
decision state can be measured and calculated,
and this will be indicated later. The impact
of information on reducing the uncertainty in
this state function may then serve as a measure
of information. Since the information can also
be related directly to the values of the various
outcomes, it is therefore also possible to cal-
culate directly the value as well as the amount
of the information.

Equation (1) provides the relationship
which yields the Expected Value (E) of any
course of action a.. The uncertainty which

exists for any decision state will be a func-
tion of the mean square variance of the expec-
ted values of the various courses of action.
For example, if all the EV'a are the same, the
decision-maker will be totally uncertain as to
which alternative to choose and the variance
will be zero. If the decision-maker is com-
pletely certain as to his course of action,
then all of the:r."a will be zero but one which
will be finite. For such a situation, the
variance can be shown to be a maximum.

The mean square variance, a2, is defined

m
02 [1*Z0I

2 m) (3)LEV(al.) --

i=2

and the mean, u, is defined as

[12 EV( A (4)

.14=2

where m is the number of possible courses of
action.

le

V(D) get E Pfaff Ena (5)t).

ied

The information contained in a decision
.,tale is related to the meah square variance of

t'"' expected values of the cimrses of action.
1t be precise, the information is related not
to 1. bin rather to 02W, sinco information
hould be measured by relating it to the

;variance measured in units of the mean.
This:

must be the case since a given variance of 1,
will clearly be much less significant when ttc
mean of the Era is large than when the me4,17
small. The quantity a2/42, from equations
and (5), is

02,42 inf). 2.

. It is perhaps more meaningful to view this
relationship in terms of the PraiPs. With t

We of equations (2), (4) , and. (5), one obtai

/ 2
a

2
V m E (Pfal))2 - 1.

This quantity possesses the desired
properties for an information measure. The
more uncertain the decision -maker is, the lea
the amount of information in his decision
state. Thus, we define this fundamental
quantity to be the amount of information in
particular decision state. That is,

m
z simm E (P(ai) }2 1.

i=z

Note that this quantity has a minimum of zero.

when all the Par
i
Pa are equal to This is

complete uncertainty. The quantity has a max
mum of m - 2 in the case of complete certaint
whereoneofthe17.'s is one and the other(a)
are zero.

CCPY AVAILABLE



When there are only two possible coursel-
of action, T will assume values from zero to
one. it will be equal to one under conditic.
of certainty, Le... when the probability of

choosing. one course of action is one .and the

other probability is zero. Accordingly, we

will define the unit of information in terms
_a deterministic two-choice situation. This

'unit is called a binary choice unit, or b.c.

When there are 7 possible courses of

action, then the maximum amount of informati

from Equation (8) is seen to be 2 b.c.u.

This is in agreement with a well-known prin-

ple'that a minimum of .n - i choices from pal:
of alternatives is required when there are -
alternatives to consider. .lhis i4 pointed

in (1). More explicitly, if 2 choices A'

required. and the maximum amount of informati
in each choice is one, then the maximum

of information is - 7. Analogously the

mum amount of information is zero.

In summary, Equations (6) and (8) pr:.,vi

us with a method of obtaining the value of

information in addition to the amount.

We can now define a quantity called the

index of determinism.

D ffi Z (Pia.) }2 L
i=2

Note that this is just :/1. This quantitv

assumes the value zero when all the

Pfa re are equal (the case of total uncer-

tainty) and the value 2 - 4when the situation

Is completely deterministic. For large m!, it
will approach unity. Thus the index of
determinism is a quantity L'arying from zero to
.4n0 which measures the determinism of the
decieion state.

Another desirable property of the
Information measure is "sequential additivity."
The amount of information in a decision state
can be measured all at once or the process can
be broken up into several steps with the con-
sideration of a few alternatives at a time.
Regardless of which method is used, the amount
'of information in the entire decision state is
the 881110.1

A measure of the amount of information in
a data set or message can be arrived at by
computing the difference in the amount of

'rotation in the decision state before and
. Aar receipt of the data. That is, the amount
of information is arrived at by considering the
impact this new data has on the decision-
mAkerss decision state. in symbolic terms,
lem, the amount of information in data set Ap
is

VD) r r
. t41 ts

where It
1

and I
t
are the amounts of informa-

tion in the decision state after and before
receipt of the data set.

(10)

It should be noted that the amount of
information in a data set may be either posi-
tive or negative. In general, positive infor-
mation sharpens or refines the decision-maker's
understanding of the situation in that it
either reduces the number of structural compo-
nents in the model or reduces the -dispersion
in one or more of the various probability
distributions in the model. Negative informa-
tion, on the other hand, either increases the
number of structural components (e.g., the
addition to the model of a previously unknown
alternative or outcome) or increases the dis-
persion in the various distributions. Negative
information, despite a possible connotation of
the term, does represent information that is
of significance to the decision- maker.

PROPERTIES OF THE INFORMATION MEASURE DISCUSSION AND SUMMARY

The suggested information measure
possesses a number of desirable properties. It
is defined in terms of a fundamental unit of
measure which we termed the binary choice unit,
'or b.c.n..

The consideration of additional but
!highly unlikely courses of action has a very
small effect .on the amount of information in
the decision state.

A formal measure for the amount and the
value of information enntained in a data set
or message has been suggested. It quantifies
information in terms of its effect on the



state of the decision-maker, where a decisio:
state is defined so that it represents a
plate description of the decision- maker's
overall level of understanding about a parti-
cular decision situation at a particular
in time. This measure is universally appli-
cable for pragmatic information. This is

Alquivalent to Weaver's level three which 13
Concerned with the effects of the message up,
the recipient.

tn ordor to evaluate this measure of
information, it is convenient to use a gener
iced information system model. The use of
this model then permits the eviluation of the
measure of information in terms of the reduc-
tion of uncertainty. This evaluation could
made in terms of any kind of a decision rule.
We have suggested a reasonable decision rule
that can be used, and we have developed
relationships based on this rule. Virtually
may other decision rule could be used for
evaluating the effects of the various uncer-
taintieL referred to. It would also be
possible to evaluate the decision state of t:
decision-maker in a purely descriptive sense.

In summary, the proposed information
measure is a function of the effect that a s.
of data has on a decision-Inaker's decision
state. .This decision state is defined in VI
a way that it reflects the decision-maker's
understanding of a particular decision situa-
tion at a particular point in time. Hence, .

is a situation dependent and time dependent
measure. Clearly it must be time and situa-
tion dependent since the same data will have
different significance to different decision-
makers at any point in time or to the sane
decision-maker at different times.

FUTURE PLANS

The information measure suggested in di,
previous sections leads to a measure of the
pragmatic information content of a data set
for a particular decision -maker at a p,:r:-*2-,

point in time. The data acquired, processed.
stored, and disseminated by an information
system may be used, however, as a resource b.
?arious decision-makers at points in
time. Hence, in the design and development
information systems, there exists a problem
wtlse level of complexity is an order of mar.
tulle above that of the primary problems ad-
dressed in this study -- the problem of quan
fying the information contained in a data se
in terms of its overall usefulness for a p_o
of' deciii:n-,Takero ovcr a period

prat r
8

One possible approach to this problem vf
assigning a number to a data set to ind!.:.11,
its composite information content would be tO
start by determining the relationship between
the effectiveness of a decision-maker and the
pragmatic information content of the data sea
for this decision-maker. Since what is real
desired is some indication of the, information
content of this data set for this decision-
maker over a period of time, one may deiermi

some index ITTof the average information.
contained in data set ,D over some period of
time. Then, if one were to develop a measate

of the effectiveness of each of the decision -
makers for whom this data set serves as a
resource, it would be possible to formulate an
information profile for the data set. Such an
information profile would indicate the average
information content of a data set as a function
of decision-saker-effectiveness.

If such a profile could be determined for
'ivory data set to be stored in an information
system, then some number derived from this
profile could serve as an index of the composite
value of this data set. This method would be
of major importance for the development of a.
sound procedure for the design of more
effective information systems.
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