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Binary Choice Unit

I1f information science is to be considered a

"science" in the true sense of the word, & set of general concepts
and analytical expressions must be developed. Fundamental to this
development is a rigorous and quantifiable measure of information. In
previous papers a gemeral framework, called a generalized information
system, is suggested which permits the development of these concepts
and expressions. Through the use of this generalized model, we have
been able to define information gquantitatively and in a rigorous
manner. The formulation depends on the definition that "information
is data of value in decision making" and leads to guantitative
relationships between information and the value of a decision state.
The value of the decision state is defined as the summation of the
expected values of all the possible courses of action weighted by the
probability of each course of action. A new measure for the
information contained in a particunlar decision state is developed.
The information is defined in terms of a two-choice deterministic
situation vhich we call a ®"binary choice unit.” This measure is
universally applicable for all information that is concerned with the
effectiveness of the data on the recipient. (Author)
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A SEMIOTIC FRAMEWORK FOR INFORMATION
SCIENCE LEADIG TO THE DEVELOPMENT OF
A QUANTITATIVE MEASURE OF D{FORMATION
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Abstract  prorcopY AVAILABLE
; Lf information science is to te considered
- & "sclence” in the true sense of the word, a

., set of general concepts and unalytical expres-
sions must de developed. Fundamental to this
development is a rigorous and quantifiable
measure of information. In previvus papers a
~general framework, called a generalizad infor-
mation system, is suggested whizh permits the
development of these concepts and expressions.
‘Through the use of this generalized model, we
have been able to define information quantita-
tively and iz a rigorous nanner,

" The fermula:iou,depends en the definitiorn

that tnfermasion is Iara of »xiue in Jdeetsion-
. making and leads to quantitative rela:ionships
between informc-ion and the value of a decision
state. The value of the decision state is
- defined as the summation of the expected values
of all the possible courses of action weighted
by the probability of each course of actioa.

A new measure for the information contained in
~ a particular decietan state is Jeveloped:

-

- 3

I=m ‘{P(ai)}?-

t=1

where m is the number of courses of action
available to a decision-maker and F{z.) is the
probability of each course of action.” The
information is defined in terms of a two-
choice deteministic situation which we call a
. "binary choice unit.”" This measure is univer—
" sally applicable for all information that is
concerned with the effectiveness of the data
upon the recipient.

INTRODUCT ION

The authors have been concerned with the
development of a theory and framework for
. establishing a ccnceptual basis for informa-
-tion sclence. Much of this work is summarized
-~ in references (7), (9), (10), and (11).

: I1f information science is to be consi-

- dered a "science" ia the true sense of the
word, a set of seneral concepts and analvtical
expressions regarding the flow ot information

. must -be developed. Fundamental to this devel-
opment is a rigorous and quintltative measure

. of information. In this paper, such a measure
is suggested and examined in the framework of
a very general decision model. This formula-

- tion depends on the definition that injormation

This research was sponsored in part by the Matloaal Science Fouadatien throurh ?T%Pt“~

{8 data of value in deciston-mzking and leads
to the establishment of quantitative relation.
ships between information and the value of 3
decision state.

A decision state is defised as a represer
tation of the entire decisior situation. It
gives a complete description of all of the el
ments which enter into a particular decision-
making situation. It is shown in this paper
that the value of the decision state may be
defined as the summation of the expectaed valu
of all the possible courses of action weaighte
by the probability of each course of action.
In symbolic terms,

m S
¢ iot t 3

- A measure of the amount of iufomation
contained in a particular decision state is
suggested as follows: :

;.,Iam }: {P(a )}
' il

where m is the number of possible courses of
action available to the decision-maker and
P(ai) is the probability of each course of

The distribution of the ?(:i}'s |

reflects the decision-maker‘'s overall inelin:
tion towards each of the courses of actioa.
Information is that quantity which changes ths
probability distribution.

action.

The information measure we sugecst is
defined in terms of a two-choice deterministl
situation in which the amount of information
the decision state is one. Information is
measured in terms of those binary cneice unit
or t.c.u.'s. The measure is univerc1;1: 19pi
zable for all informaticu that is cearser o2
with the effectiveness of ti2 fwssiz: v . ;ﬁe
recipient. It is accordingly called »r.a: txon
information and is similar to that of "W ,cr
level three (6). Propertics of this and
related measures are also discussed.

BACKGROUMD

The term "informaticn” nos a wi'te vav eCy

of meanings. Shannon and Yeaver (¢) tat
about information in the technical sarsc.
That ls, they are concerned with the o l!.v
efficient way to transmit messages. Caries
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. Morris (5) points out that it is now generally
- * recognized that "information theory" is not a
. xdval to, or a substitute for, a general theory
. of signs. Shannon and Weaver's conceen is with
the transmission of any message {ndependent of
its content. Y. Bar-Hillel (2) and D. M.
~ MacKay (4) clarify this situation. MacKay
- regards information as that which changes our
- Tepresentations, i.e., our signs. Gaining
. information is caus changing our expectations,
. iie.. our dispositions to respond, caused by a
. sign.
semantic information. Selective information
:84ves the information necessary to select the
message itself and is not concerned with the
content of the message. Semantic information
- 48 concerned with the content of the message.
- Shannon thus deals with selective information
~ problems. Camap and Bar-Hillel (3) and
Winograd (8) are perhaps best known for their
work in the area of semantic information.

The aforementioned views of information
are two of the three approaches or lewvels
identified by Weaver. The third level is
known as the behavioral or effectiveness level
and deals with the effect that information has
on the person using it. Ackoff (1) has dealt
with information problems at this behavioral
level. Our work lies in this area.

DECISION-MAKING

Charles Morris (5) has identified three
general requirements of action involved in the
decision-making process. A decision~maker nust
obtain inforwation about the situation in which
he is to act, he must select among courses of
action, and he must execute this alternative by
some specific course of behavior. To effect a
- meaningful analysis of information, one must
examine in detail that which makes decision~
making such a challenging activity --
uncertainty. After careful examination of
decision models described in the literature, it
‘became evident that these existing models do
got provide a comprehensive representation of
the uncertainty cthat exists in decision-making.
Most of the models are concerned solely with
decision-makers who have an advanced state of
- knowledge about the decision situation in
~ question. The information science aspects of
. decision theory must, however, cover compre-
hensively not only those decision-makers who
- are expert but also those decision-makers who
.are average or rather poor. It is extremely
fwportant in developing a formal role for
information science that all levels of effec~
tiveness of decision-makers be considered.

For this purpose, a very general decision model
i~ s-oposed.

ERIC

IToxt Provided by ERI

He distinguishes batween selective and

A decision model consists of a number of
decision elements, including a set of courses
of action, a set of possible ountecomes, a goal .
or set of goals, a function relating outcomes :
to goal attainment, and a set of states of
nature . '

The decision-maker usually views a com~-
plex decision situation in terms of courses of
action and possible outcomes. He may be
uncertain about what outcomes will occur when

a particular course of actfon is executed.

This incertainty associated with the executy,,
of the alternatives is what we call executic,
wnecertainty. A second type of uncertainty
identified is goal wncertainty. The decision
maker may have only a vague notion of the goy
to which he aspires, and he may also be wunce;.
tain as to the degree to which each of the oy
comes will satisfy the various goals. The
third type of uncertainty which the decision-
maker confronts is that concerned with the
states of nature. He may not be able to iden.
tify all the possible states, but even if he
could, he may still be uncertain as to the
relationship between the set of states and th
other decision elements. This is termed
environmental wncertainty. A complete model .r
a complex decision situation must deal explic-
icly with all of these types of uncertaintv.
The conceptual decision model suggested expli
itly recognizes all of the decision elements
as well as the associated sources of
uncertainty.

urt [‘::"g'
A
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MATHEMATICAL REPRESENTATTON
OF PHE DECISION MODEL

. A decision-maker makes a sequence of
related choices from among a discrete set of
. alternatives 4 = {.z,, cees s eees A }o The

1
" number of elements 7 in chis set may no: be
constant over time aince there may be uncer~-
Ttaivty with regard to these elements., The
‘axecution of a particular course of action
results in the occurrence of onte of a set of

possible outcomes O = {oz, coes oj, cees cﬁ}.

The number » may also vary over time. Execu-

tional uncertainty, i.e., uncertainty as to t

. relationship between a particular course of
action a; and an outcome o. will be denoted b

- thassubjective probability estimate w.j, the

1ikelihood that the execution of course of
action ai will result in outcome JJ’ The set

of relevant states of nature will be denoted

vary over time according to the decisfon-

maker's current understanding of the decision
situation. The probabilities of occurvence «
the states will be denoted by the subjective
estimates P(sf),...., P(sk), cees P(sr). The

values assigned to the decision outcomes that
reflect the relative value of euch outcome
with respect to goal attainment will be

‘denoted by {v(qj)}.

The decision elements 4, 0, and {v(0,'}

are dependent upon the state of the external
environment. For example, courses of acticn
which seem reasonable under one set of condi~

~ tions may be wrong under other circumstances.

by S = {sz, ceey Sqp sees sr} where r mayv als

<

particular state of nature 8.

Relative Values

‘suggested mathema'ical representation for

These dependencies can be 1ncotpotatgd in thw
model by defining the sets 4 and  to refl.’
the decision-maker's current understandin: .’
the courses of action and the outcomes for

each of the states of nature. Also, a set v

{?;i } and {J,(u J} can be {dentified for
Figure 1 depicts thl-

o3

éach state of ﬂd Lre.,

Outcomes

|

Courses of Action

Figure 1.

4

The decision matrix for
the kth state of nature
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_!hreﬂdetails can be iound in (7).

« The mathematical decisior model consists
-af this decision matrix together with some
decision criteria which, when applied to the
- decision matrix, results in the selection of
probabilities of courses of action. The actual
.decision rule that is used is dependent on the
‘decision-maker's own attitude toward uncev~
“tainty, For example, if the decision-maker is
‘conservative, he may selact that course of
action which maximizes his minimum possible
gain, There are many different criteria which
‘can be used, but in this analysis we will
. agsume that the decision-maker assigns proba-

"bllities to the alternatives which are propor-

tional to their relative expected valuc.  The
- decision rule that we have racommended is a
very reasonable one, and a number of interest-
4ng results follow- from this rule. The

- expected value, IV, is defined by '

» k
"3 P(s } z W, .

k=1 K i

That i{s, the expected value of each alternative
18 the sum of all the possible values weighted

by their probabilities of occurrence.

W(ﬂi) = Uk(a Jae (1)

' This generalized decision model provides
- a framework for a formal and comprehensive

" representation of uncertainty in decision-
making. As such, it also provides a suitable
framework for examining the rele of informa=~
- tion in decision-making that is also formal

- and comprehensive.

 types of uncertainty.

-model at time t.

cove i i lfiDLE

The effect of information is to change the
decision-maker's representation of the varigus
His decision model at
time ¢ +# 1 will be a revised version of lLis
. The way in which a particul.
decision-maker utilizes information to revise
his representation of the various types of
uncertainty is highly individualistic. The
generalized decision model perrmits the appli-
cation of a large number of possible learning
rules.

A QUANTITATIVE MEASURE OF INFORMATION

‘ Although the separate effects of the
various types of uncertainty are clearly
important, they are only of significance in
their combined effect on the decision-maker's
understanding of the situation. The amount 2!
value of the information contained in.a data

set can be meaningfully expressed only in tert

of the total effect of the data on the

| decision~maker s model of the decision '

situation.

Regardless of what decision rule a
decision-maker is utilizing, it is possible &
obtain a distribution that reflects the :
decision-maker's overall inclination toward
the varfous courses of action. We assume, as
already suggested, that the decision-maker
chooses a course of action with a probabilit¥
proportional to its relative expected valuc.
Thus, P(ail is defined by



N . . . POT

P(a‘l = . (2)’

z E’V(a.}
tal

" where EVCG } is given by equation (1).

} .

. The decision matrix representation shown
,;in Figure 1 defines completely the entire
‘dectsion situat.on. It explicitly relates
courses of action to:
é(Z).valdes of these various sutcomes to the
decision-maker; and (3) the states of nature.
Thie matrix may thus be Jdefired to be the

- ‘dectsion state of the decisiom-maker. This
decision state is a complete description of all
- of the elements which enter into any decision-
- making situation. The uncertainty in this

' decision state can be measured and calculated,
and this will be indicated later. The impact
of information on reducing rhe uncertainty in

this state function mav then seérve as a measure

of information. Since the information can alse
~ be related directly to the values of the various
. outcomes, it is therefore also possible to cal-
culate directly the vgzlue as well as the amvunt
~ of the information.

Equation (1) provides the félationship
- which yields the Expected Value (ZV) of any
course of action 2.,. The uncertainty which

exists for any decision state will be a func~
tion of the mean square variance of thé éxpec-
- ted values of the various courses of action.
'For example, if all the ZV's are the same, the
- decision-maker will be totally uncertain as to
which alternative to choose and the variance
vill be zero. If the decision-maker is com-
pletely certain as to his course of actien,
- then all of the Z¥'s will be zero but one which
will be finite. TFor such a situation, the
variance can be shown to be a maximum.

The mean square'variance, 02, #s defined
s

m
o2 = | I (EV(a,) - uli/m, (3)
i=1
and the mean, u, is defined as
m
w=| 1 Bva|f, (4)
i=1
where m is the number of possible courses of

actfion.

{1) observable outcomes; .

We cdn now define the valuc of the :
Qeaigfon gtate as the summation of the expected
values of all the possible courses of action
weighted by the probability of cach course of
actfon. 1In symbolic termms,

v(Ds) = 8 P(a ) E’?(a.). )

tel

The information contained in a decision
ntate is related to the mean square variance of
‘% expected values of the courses of action.
oy b“ precise, the information is related not
'e 2 but rather te ¢/u’, since informationm
*hould be measured by relatinh it to the

{variance measured in units of the mean. Th[r
must be the case since a given variance of .
will clearly be much less significant whep ¢t
mean of the EV's s large than when the meaae
small, The quantity o2/u2, from equations C
and (5), is

02w L Ly

. It is pe:haps more meaningful to view this
relationship in terms of the Pla, )'s. With ¢

use of equations (2), (4), and (5), one obtag

| m L o
/w2 =m ¢ {Pla,) 2 -1, (
i=] '

This quantity possesses the desired
properties for an information measure. The
more uncertain the decision-maker is, the les
the amount of information in his decision
state. Thus, we define this fundamental
quantity to be the amount of information in o

particular decision state. That is,
‘' m
I=m I {(P(a;)}? - 1. (
i=1

Note that this quantity has a minimum of zer-
when all the P(ai) 's are equal to 512- This is

complete uncertainty. The quantity has a max
mum of m - 1 in the case of complete certain:

where one of the P(a.) 8 is one and the other
are zero.

CnPY PVRIABLE



.. .. When there are only two possible course:
- of action, I will assume values from zero to
one, It will be egual to one under conditic.
-of certainty, {.c¢.., when the probability of
choosing one course of actlen is one .and the
other probability is zere. Accordingly, we
will define the unit of information in temms
a deterministic two=-choice situation. This

 unit is called a binary choice unit, or b.cs:

when there are m possible courses of

- action, then the maximum amount of informatl

" from Equation (8} is seen to be m =« I b.c.u.
This is in agreement with a well~known prin”

" ple that a minimua of = - I choices from pal:
of alternatives is required when there are ”
alternatives to consider.  This is pointed &
in (1). More explicitly, if m - I choices &
required and the maximum amount of informat-
in each choice is one, then the maximum am.
of information is = - 1. Analogously the ©-
mum amount of information is zero.

In summary, Equatiéhs (6) and (8) provi
us with a method of obtaining the value of
{nformation in addition to the amount.

We can now define a quantity called the
index of determinism.

z

m _ _
D = I '_{P(a;) }2 -
t=2 ¢

xéte that this is just I/ This quantit®
assumes the value zero when all the

‘Pﬂéi)'a are equal (the case of total uncer-
tainty) and the value I - %-when the situation

is completely deterministic. For large m, it
will approach unity. Thus the index of
determiniom is a quantity varying from zero to
-one which measures the determinism of the
‘dectaion state.

'} . [PROPERTIES OF THE INFORMATION MEASURE
G

. The suggested information measure
possesses a number of desirable properties. It
is defined in terms of a fundamental unit of
measure vhich we termed the binary choice unit,
or b.cou.,

-~ The consideration of additional bur

bighly unlikely courses of action has a very
small effect .on the amount of information in
the decision state.

L

Q

+ persion in the varicus distributions.

Another desirable property of the <
informatiop measure s "saquential additivity.”
The amount of information in a decision state
can be measured all at once or the process can
be broken up {nto several steps with the con-
sideration of a few alternatives at a time. :
Regardliess of which method is used, the amount

-of information in the entire decision state is

the same.

A measure of the amount of information in

a data set or message can be arrived at by
computing the difference in the amount of

mmation in the decision state before and
« .er receipt of the data. That is, the amount
of information is arrived at by considering the
impact this new data has on the decision~
mrker's decision state. In symbolic terms,
1{D), the amount of informarion in data set D,

I(D) =1, (10)

+1
where It+1 and 1‘t are the amounts df informa~

tion in the decision state after and before
receipt of the data set.

I,

It should be noted that the amount of
information in a data set mav be either posi-
tive or negative. In general, positive infor-
mation sharpens or refines the decision-maker's
understanding of the situation in that it
either reduces the number of structural compo-
nents in the model or reduces the -dispersion
in one or more of the various probability
distributions in the model. Negative informa~
tion, on the other hand, either {increases the
nunmber of structural components (e.g., the
addition to the model of a previously unknown
alternative or outcome) or increases the dis-
Negative
information, despite a possible connotation of
the term, does represent information that is
of significance to the decision-maker.

DISCUSSION AND SUMMARY

A formal measure for the amount and the
value of information contained in a data set
Or message has been suspested. It quantifies
information i{n terms of {ts effect on the

st BGRE R 0LE



.+ - gtate of tha decision-maker, where a dectsta,
' state is defined so that {t feprosends a com
-Plete description of the decision-maker's

overall level of understanding about & parti.

cular decision situation at a particular poy,
in tige. This measure {s universally appli.
cable for pragmatic information, This is
. équivalent to Weaver's level three which {3
concermed with the effects of the message up.
the racipient.

In order to evaluate this measure of
information, it {s convenient to use a gener.
ized infomation svstem model. The use of
this model then permits the evaluation of th
measure of infermation in terms of the reduc-
~ tion of uncertainty. This evaluation could :
made in terms of any kind of a decisfon rule,
We have suggested a reasonable decision rule
that can be used, and we have developed
' relationships based on this rule. Virtually
any other decisicn rule could be used for
evaluating the effects of the various uncer-
taintie: referred to. It would also be ,
possible to evaluate the decision state of ¢
decisfon-maker in a purely descriptive sensa.

In summary, the proposed information
measure is a function of the effect chat a s.
of data has on a decisicn-maker's decision
state. .This decision state is defined in su
a way that it reflects the decision-maker's
understanding of a particular decision situa-
tion at a particular point in.time. Hence, .
is a situation dependent and time dependent
measure. Clearly it must be time and situa=-
tion dependent since the same data will have
different significance to different decision-

. makers at aayv point in time or to the sama

_decision-maker at different times.

FUTURE PLANS

The information measure suggested in th:
previous sections leads to a measure of the
pragmatic information content of a data set
for a particulzr decision-maker at a par:
point in time. The data acquired, processed.
stored, and disseminated by an information
system may be used, however, as a resource b
rarious decision-makers at »ar< g points in
time. Hence, in the design and development
information systems, thaere exists a problenm
whyse level of complexity is an order of mac
tude above that of the primary problems ad-
dressed in this study — the problem of quan
fying the information contained in a data se
in terms of its overall usefulnaess for a .
ef decigizn-marers cver a pericd 2] time.

0-

L

b -
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One possible approach to this problen «f
assigning a4 number to a data set to indica:
its composite information content would be tO
start by determining the relationship betwein
the effectiveness of a decision-maker and the
pragmatic information content of the data sci
for this decision-maker. Since what is real
desired is some indication of the informatiun
content of this data set for this decision-
maker over a period of time, one may determ

some index T(D) of the average infommation .
contained in data set D over some period of
time. Then, if one were to develop a mud»iti€

of the effectiveness of each of the decision-
wakers for whom this data set serves as a
resource, it would be possible to formulate an
information profile for the data set. Such an
information profile would indicate the average
informatica content of a data set as a function
of decision-maker-effectiveness. ’

If such a profile could be determined for

-avery data set to be stored in an information

system, then some number derived from this.

profile could serve as an index of the composite

value of this data set. This method would be

- of major importance for the development of a

sound procedure for the design of more

.foective information systems.
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