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ABSTRACT _

Developed at Brigham Young University, Fault Tree
Analysis (FTA) is a technique for enhancinyg the probability of
success in any system by analyzing the most likely modes of failure
that could occur. It provides a logical, step-by-step description of
possible failure events within a system and their interaction=--the
combinations of potential occurrences which could result in a
predetermined undesired event. The analysis for a fault tree begins
vith a precise statement about an undesired event of critical
importance in a decision making process. This statement stands at the
top of the tree, and the analysis proceeds downward. Contributing
failure events are then interrelated by means of "loyic gates" (e.q.,
AND and OR) to illustrate the cause and effect relationship which
results in the undesired event. (R description of the FTA approach
and its applications is included.) (RB)
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A FAULT TREE APPROACH TO ANALYSIS OF BEHAVIORAL SYSTEMS

AN OVERVIEW

" There are two basic approaches to aanalysis: (1) analysis in terms
of success or accomplishment of system's purpose, or (2) analysis in
terms of failure or non-accomplishment of a system's purpose. A systems
approach may utilize either success or failure analysis,

Analysis in terms of success, however, is much more problematic
than analysis in terms of fallure, Not only is it difficult to achieve
consensus as to those design characteriscics and functions, the channels
and interactions, which lead to system success, but experience has shown
that in complex systems, it is much easier to describe and achieve consen=
sus as to what constitutes failure. When a system is functioning smoothly,
it is not at all easy to speclfy precisely what combinations of events con-
tribute to this happy state, But when breakdowns occur, they are immediately
apparent, although their causes and their "downstream' effects may be more
obscure,

Fault Tree Analysis (FTA) is a technique for enhancing the probabile~
ity of success in any system by analyzing the most likely modes of failure
that could occur. It provides a logical, step by step description of pos-
sible failure events within a system and their interactions--that is, the
combinations of potential occurrences which could result in a predetermined
undesired event (U.E.). The fault Eree was so named because the completed
graphic portrayal of a functional system utilizes a branching process anal-
agous to the outline of a coniferous tree.
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It is not the intent of this paper to present a detailed explana=

tion of the technique of performing a Fault Tree Analysis, Fxplanations of
both qualitative and quantitative analysis, examples of educationcl and
management information applications, and prototype trees may be found in

Stephens (1972).

Description of Fault Trze Analysis

' Following is a brief overview of the steps in Fault Tree Analysis.
It should be noted that the fault tree approach can be used in a more
simplified, abbreviated form, and still be very useful. In fact, decision
makers have found that they could derive useful information from any of

the steps followed in performing a fault tree analysis.

Qualitative Fault Tree Development

A fault tree consists of events, interrelated by logic gates, and
resulting in complex pathways. The analysis begins with the precise state=
ment of an undesired event (UE) of critical importance. It may be the
failure of the entire system, expressed as a failure of the mission; or it
may be a failure identified with some subsystem or component. In any event,
it stands at the top of the tree, and the analysis proc;eds downward., Ine
puts to the UE become contributing failure events in a cause and effect
relationship.

Before discussing the nature of the events, however, {t is neces-
sary to clarify the concept of logic gates. The heart of the fault tree
approach, and that which differentiates it from other forms of analysis,

18 the use of logic gates to show the relationships among events. There
are two principal kinds of logic gates, the AND gate and the OR gate. All

other gates used are derivatives of these two.
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The AND logic gate is used when two or more events must coexist in
order to produce the more general event. The AND gate is symbolized graph-
ically by the symbol . In the fault tree, events related by an AND

gate would be depicted as in Figure 1.

Figure 1

THE AND GATE

This would be read: Fvents B and C must coexist to produce Event A; or, the
output can occur only if the inputs B and C coexist. The mathematical equi-
valent of this is A = (B/\C).

In behavioral systems, this relationship most commonly exists when a
subsystem or component and one or more backup systems or components exist or
are possible within the design of the system. This situation occurs much
les:t frequently in behavioral than in hardware systems, and the implications
of this will be considered later in this paper in regard to the interpretation

of the tree.




The OR logic gate is used when, of two or more possible inputs to an

event, &ny one alone could produce the output. The graphic symbol for the OR

gate 1is « In the fault tree, events related by an OR gate would be de-

picted ds in Figure 2,

Figure 2
THE OR GATE
A
+
B c

This 1s read: Either B or C alone will produce Event A. The mathematical
equivalent of this is A = (BV ().

There are two general kinds of OR gates=-the INCLUSIVE OR and the
EXCLUSIVE OR. In the INCLUSIVE OR situation, either B or C or both could
result in Event A. In the EXCLUSIVE OR situation, either A or B could pro-
duce C, but both A and B could not occur simultaneously.

With either the AND or OR gates, more than two inputs may exist.
Variations of these gates allow for the specification of complex relation«
shipse-there are inhibit gates, priority AND gates which specify the sequence
of events, matrix gates, and others. The analysis thus provides precise de-

scription of conditions as well as modes of relationships, all of which can




be expressed mathematically and quantified,
The other set of basic symbols used in fault tree analysis depicts
the types of inputs or events, Input and output events can be classified

according to their nature, The following are the most commonly used synbols

for fault trees:

Rectangle: Identifies an event that results from a

combination of less general fault events through an associated logic gate.
All events symbolized by rectangles have additional development in the fault

tree,

Circle: Identifies a basic failure event that requires no
further development. This could occur when the definition of an event is
sufficiently explicit to satisfy the purpose of the analysis, It also occurs
when there is a "primary" failure of a component, analogous to a power failure
in a telephone system. The decision as to whether the event is a basic one
or not depends somewhat on the perspective of the analysis. For example, if
the telephone system itself were being analyzed, then events leading to a
power failure would be traced in much more detail. However, if a telephone
is considered one system component within an organizational communication
system, a power failure might be considered a basic event requiring no further
analysis.

Rhombus : Identifies an event which is not developed
further due to (a) lack”of information, (b) very remote likelihood of occurrence,
or (c¢) because time, financial or other constraints preclude further analysis.
(This symbol should not be confused with the diamond used as a decision point

in flow charting.)

House: Identifies an event that is normally expected to

| |
occur in the system as defined. When combined with othey events, however,




it might contribute to a failure event.

Figure 3 shows a rudimentary fault tree, which is read as follows:
"Event A can be produced either by Event B or Fvent C or both, Event B
can be produced only by the coexistence of Fvents D and E. FEvent C can be
produced either by Event F or Event G or both! Event E is a primary or
basic failure event, and Event F is an event that normally occurs in the

system, but which can contribute to Event C. Events D and G require no

further analysis.

Figure 3

ILLUSTRATION OF A FAULT TREE BRANCH
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The 'bottom of the tree' for any branch always will have events de-

picted by the clircle, rhembus, or house. In this exumple, there are two
branches and three levels of analysis.

For each givea event, which in turn tecomes a UE, failure everts con=-

tributing to more general undesired events can be derlved according to sev=-
eral models. One approach is to systematically ask auestions regarding
input, processing, output, and environmental factors; i.e., failures of a
given component or subsystem may be attributable to failures of input from
another part of the system, failures of processing within the component or
subsystem itself, failures of output to another part of the system, or fail-
ures attributable to an abnormal environment. Inputs may be internal or
external to the system, but in general, the more proximate the inputs in
time or space to that failed component, the more powerful tke analysis. If
internal failure events are really due to events external to the system, they
will usually show up at the points of interface between the system and its
environment,

Figure 4 can be used to illustrate how failure analysis can be applied to
a system which operates serially, Events A, B, and C being prerequisite con-
ditions to Event D. In 4a the events are assumed to be operating successfully;
{.e., for success of D, a single thread of eventslia recessary from A to B to C
to D. In 4b the events are graphically analyzed for potential failure; that is,
failure of D can be caused by failure of either A or B or C or any combination
of them,

Figure 5 shows another possible system configuration, using both concure
rent and prerequisite conditions for success, Diagram 5a assumes the system to
be operating successfully. For success ¢f D, the flow of events or information
oust go from A to B, then to C; or C, before D can occur. Diagram 5b shows the

events as analyzed for potential failure. Failure of D can be caused only by




Figure 4

COMPARISON OF ANALYSIS IN SUCCESS SPACR WITH ANALYSIS IN
FAILURE SPACE FOR PREREQUISITE EVENTS IN A SERIES

(a) system design

(b) failure analysis of above system design in
terms of the failure of event D

'D fails due
to failure

'of Aor3B

(c) success analysis of system design in terms
of the success of event D

D succeeds
due to suc-
cess of A &

B &C
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Figure S

COMPARISON Cr ANALYSIS IN SUCCiiSS SPAC: WITH ANALYSIS IN
FAILURF. SPACE FOR CONCURRINL AND PREREQUISITE LVENTS

(a) system design

¢

A ...9[ B D

(b) failure analysis of above system design in
terms of the failure of event D

D fails due
to failure
of AorB
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Figure 5
continved

(¢) success analysis of system design in terms
of the success of event D

D succeeds

due to suc-

cess of A
B&C

+

<SS <

failure of Cy and Cz failing concurrently, Cy can be caused by the failure
of A or B or both; C, can also be caused by the failure of A or B or both.
In failure analysis, any event at the bottom of the tree which passes
only through OR gates to more general fallure evénta at the top of the tree
becomes the same event, in essence, as the top UE. As an example in a be-
havioral system, or subsystem, such a configuration would occur when the
flow of information can proceed only through specified channels, with no
alternatives available in case of breakdowns, malfunctioning, or overloads.
This is particularly serious when the system does not provide an alerting

or monitoring mechanism, causing the problems to multiply before corrective




action can be taken, 1t shiould be appaient from Figures 4 and 5, how:ver,
that even a cursory inspectirn of system configuration will provide infcrm-
ation as to the viability of the system, with consequent implications for
changes in design and/or procedures.

Another point to note is that it appears from Figures 4 and 5 that
analysis for failure is simply the logical reciprocal of aralysis for suce-
cess, To an extent thi:c 1. true, in that experience hLas showa that reduction
of the likelihood of an undesired event frum occurring can be accomplished
through changing or monitoring the sequences of events on the primary strae
tegic paths determined on a fault tree.

Recent work with FTA of complex systems, however, has shown that fail-
ure analysis gives persnectives on a system which go beyond the simple
losical inversion of success analysis to failure analysis and back again.,

In fact, the FTA methodology itself appears to have a heuristic value, both
for those participeting in the analysis and the managers and other decision
makers to whom the results and recommendations are communicated. It generates
questions about the system which do nct occur under the usual einditions of
success analysis. Additionally, the methodology, by facilitating consensus
formation processes of groups, promotes team building activities which, in

turn, lead to greater productivity.

Quantitative Fault Tree Development

Derive one or more strategic paths through quantitative Fault Tree Analysis (FTA)

Starting with the top UL, rank in order of relative contribution
(or importance) of each of the failure events leading into it (i.e., each of
the fnputs), utilizing a consensus formation process such as the Delphi tech-
nique. (For a description of the technique applied to Fault Tree Analysis,

see Stephens, 1972, More general sources are Helmer, 1966, Campbell and
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Hutchin, 1968, and a comprehensive biblingraphy compiled by the Research
Management Group of AFRA.)

For all of the inputs to a single event, determine the percentage con-
tribution made hy each event to the more general failure event above it, util-
izing & conseansue proce.s. Percentages should sum up to 100 for each event.

Repeat the above steps for the inputs to each failure event, working
systemat;cally down through the tree,

Decide on a rating scale suitable for use in evaluating the frequency
(or likelilood) of occurrence of failure events in the fault tree. (E.g., &
scale of low, medium, and high might use ratings of .1, .2, and .4 respec-
tively, indicating that a '"medium' rating is twice as likely to occur as a
"low" rating, and that "high" is twice as likely as 'medium." These are
nominal values only.)

Determine the appropriate frequency rating for each event at the
bottom or lowest level only for each branch of the tree. That rating for
each input to an event is determined independently of the other inputs for
that same event.

Calculate strategic path values for the tree utilizing the judgments
of relative contribution, frequency of occurrence, and logic formulas through
the logic gates. (For formulas, see Stephens, 1972.)

Identify strategic paths of interest by 1nspe§tton.

Probability as a ueasure of the chance occurrence of events is usu-
ally defined mathematically as (a) the area under a curve which is repre~
sentative of the pattern of cccurrence of events; (b) the relative frequency
of occurrence of events in a stochastic process, and (c¢) the ratio of the
numﬁer of ways an event of interest can occur to the sum of the number of ways

it can and cannot occur. Strategic path values do not give probabilities in
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this sense, but they do represent a relitive probubility in the sense that
they reflect measures of the vccurrence of events in terms of how often those
events might occir in the system (froquency) and how important they are if
and when they do occur (relative contrlbuiion), The relationship of the prob-
ability formulas to logie diagrams is accomplished via Poolean algebra,

Although a computer program is available for deriving strategic paths
(as well as for drawing the tree), the computations can be done by hand. On
trees of more than 300-350 inputs, however, this process i{s too time consuming.
Even without completing the quantification, however, much valuable informa-
tion regarding the operation of the system can be gained by simple inspection
of the tree.

It 18 not necessary for most of the team members engaged in quali-
tatively constructing the tree or quantifying it to know more than the rudi-
ments of fault tree principles. The main requisite is a good working knowe
ledge of the system under analysis., Tcam members should represent many dife-
ferent levels and functions within the organization, as the various "levels
of visibility" afforded by different personnel will lead to perspectives
differing in important respects. These perspectives are dealt with directly
in the quantification process. Experience has shown that wide divergences of
opinion can be reconciled without being ignored or subdued. Furthermore,
the technique accommodates and utilizes both 'hard" data and expert opinion.

An advantage of working with a Fault Tree is that the analyst can account
for intermittent or fortuitous events while putting the information within
a context in which reliable judgments can be made regarding the importance of

such events and their contribution to failures of communication. Moreover,

by focusing on the components of the system and its subsystems, rather than
on individuals Or'types of messages, a general picture will emerge as to the

extent to waich the system fosters purposeful, goaleoriented communication,
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or whether it sets up unnececssary barriers,

The degree to which a formnl analysis is made will depend upon a
number of factors--the amount of time available for analysis, the commitment
of the organization tuv maximizing the cormunication system, the inportance
of the analysis tc¢ the organizational goals, and the perception of management

of the general health of the system,

Recommending System Design Changes and/or Monitoring as Needed

The final step in FTA is to make recommendations based upon the stra-
tegic path analysis. These may {nclude reallocating resources, installing
backup systems, providing for monitoring of paths with high failure potential,
redesigning subsystems, providing for improved communication at interfaces,
or taking any other corrective action that secems advisable. Displaying the
fault tree and discussing the strategic paths and their implications with per-
sonnel at various levels of the organization often will bring excellent sugges-
tions for improvement and an increase in cooperative‘effort to work toward

organizational goals.

History and Background of FTA

FTA is an operations research techniijue in which one form has been used
with signal success 18 a major analytical tool of system safety engineering on
aerospace projects. Rudimentary concepts of FTA originally were developed by
Bell Telephone Laboratories as a technique for prricrming a safety evaluation
of the Minutemen Launch Control System. Bell enginecers discovered that the
method used to describe the flow of "correct" logic in data processing equip-
ment could also be used for analyzing the "false" logic resulting from compone
ent failures. (Haasl, 1965) The format was also well suited to the application
of probability theory in order to define numerically the critical fault modes.

Haasl points out that the Minuteman Safety Study was successfully completed
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using the new technique, and provided ccnvineing argunents for the incerpor-
ation of a number of equipment and procedure mocifications,

Additional developuent of the analytical and mathematical techniques of

Fault Tree Analysis {n hardware systems occurred in the Boeing Company, and

since it was first introduced in 1961, attempts have been made to apply the
technique to many different systems inside and outside the company. Some

of these have been a model of the man/machine interface in a manued space
system, and analysis of such problems as highway safety and vandalism in the
schools, For further descriptions of the history and development, see Fricson
(1970) and Stephens (1972),

Driessen (1970) reports the application of FTA (which he calls Cause Tree
Analysis) to industrial accidents, infant falls, and the like. He pleads for
a wider application of the technique both to system safety analysis, and to
psychology and the behavioral sciences,

Although a limited amount of analysis of human factors has been attempted,
as in the Boeing man/machine interface of a manned space system, until 1967
few attempts had been made to apply the i:echnique entirely to behavioral
systems, Thié was partly because trained analysts were wainly engineers cone
cerned with system safety, and partly because no adequate method of defiﬁing
strategic paths (called critical paths {n hardware fault trees) had been demone
strated, The nature of behavioral systems makes hard probability data diffi-
cult {f not impossible to come by and such concepts as "time to repair' used in
FTA hardware formulas have no exact human system counterpart,

Since 1967, however, the author has successfully applied FTA to a number
of educational, managerial, and research problems, (Stephens, 1972, Witkin
with Stephens, 1968), and have taught the technique to others during a twoe

year EPDA project (Witkin and Stephens, 1972),
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An important breakthvough for FTA of non-hardware systems came with
the development (Stephens, 1972) of a new quantification scheme for deriving
strategic paths through the use of subjective probabilitics, The viability
of strategic path analysis for management decisions in educational systems
was demonstrated through the author's analysis of the vocational educational
system of the Seattle public schools, which resulted in a major curriculum
change.

Since that time, both quali.ative and quantitative FTA have been
applied by the author, along with others who have taken FTA training, to
other kinds of problems, including school district reorganization, a com-
munity college self study, and research project management. Additional
applications include the formative evaluz ‘on of a university instructional
television research project (Butler, 1972), and the analysis of communication
breakivwns in the management of an ESEA Title I1Iproject for deaf children.
FTA was also used as the principal management information system for Witkin's
project in Auditory Perceptual Training, a three year research utilization
project. FTA will also form the basis for cost/effectiveness anaiysis of the
various modes of implementing and adapting the project's instructional materials
to various media and classroom environments.

The ?IA method used for generating inputs, tends to focus the thinking
of the group on specifics and to organize all inputs within a systematic
framework. Moreover, experience with very different kinds of fault trees
(e.g., vocational education, research project management, community college
asgsessment) has shown that the technique has other advantages in a multi-
disciplinary team effort,

l. It focuses expert knowledge and judgment from often widely
disparate disciplines and functions on a <ommon problem and furnishes a

common language and perspective.
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2, It can take inte accuunt “och igrecments and divergences on the
inputs and thelir imporuiance.

3. It allows for ccncentration on o dred of iaterest at a time,
but with the assurance ttat all other ar1eas will be systematically dealt

with.

4. By concentrating ou the way tua wystem operates, rather than on

personalities, it intrcduccs a non-threcteniag atmosphere and encourages a
freer exchange of infornation aanon; the membars.

A serendipitous cficcek of FIA on phrcicipating tiembers of an organiza-
tion has been noticed. Without exnception, thuse who have actively pare~
ticipated in working with the analyst o Jderive inputs for the qualitative
and quantitative analycis bitww gaiucd 2 new perspective of the system and
have turned from somewhat passive members to active workers for system
success. In one instance, in a lairye metropoiitan school system, the FTA
was 50 successful in engaging the support of the administration for a nceded
curriculum change, that cne school board allocated over $200,000 additional
to the area, at a time or stvingent budget cutbacks. It might be added that
the change was of a nature which would kave been hotly fought in the past by
the very people who became its propcnents after working on the FTA,

A system approach to analysis must deal with the complexities and inter-
dependencies which are an inherent part of any behavioral system. A character-
{stic of systems is that stress in any part of the system will eventually make
{tself felt in other parts, pernaps far removed from the stress point itself.
It often happens, however, that a problem, such as a breakdown in communication,
1s perceived as having its source in one part of the system when, in fact, its
"real" causes are elsewhere,

FTA is capable of dealing with such secondary effects of stress in the

system, of spotting and analyzing redundant failure events which may have
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significant cumulative impuct, and of defining interccticne aveng eveats
which appear to be unrelated, The guantification process adds power to the
qualitative analysis in accowplishing thic,

To sum up. FiA has :zcn found usetul as the principal analytic method
under the following couditions:

--Whenever undesired events or cuncerns and factors contributing to
those concerns can be idencitied;

e=Whenever differing arcas of ecxpertise must be marshalled;

--Whenever involvement of the members of an organization neceds struce
ture and systematizing;

e=Whenever a defensible approach to resource allocation within a coinplex
system is needed;

--Whenever consensus as to what conititutes success in the system is
difficult to obtain;

esWhenever formative evaluation is necessary;

e-Whenever the primary and secondary effects of future decisions must
be analyzed.

Organizations both private and public often make plans which appear highly
successful in solving social problems, ouly to have disastrous secondary effects
appear, sometimes 25 years later. In conmenting on the need for sophisticated
tools to predict such secondary effects, Wilkinson (1972) wryly states,

. . .on the shaky assumption that ycu can't act in-

telligently to solve a problem unless you know something

about the system of which it is a part, it may eventually

turn out that a systematic stab at social problems will

at least enable those who are burdened with responsibility

to consider such problems intelligently.

It s hoped that more decision makers will consider analysis for failure

as well as analysis for success in\system management.
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