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Chapter .I

INTRODUCTION

Background

In 1965 Project Head Start was initiated with great

fanfare and optimism. It. was thought that since the

6 "disadvantaged" child-arrives at school handicapped,by

an educationally impoverished home environment, he starts

out behind the middle class child-in terms of basic cog-

nitive and'socio-emotional development. This initial gap

is then propagated throughout the child's school career,

'leading ultimately to large deficits in educational attain-

ment and career success. It was hoped that a summer-long

or year-long preschool compensatory program would give

disadvantaged children the "head start" they need to start

off school on, an equal footing-with middle class children

and.progress'from there on at a comparable rate.

The basic assumption justifying Head Start, then, is

that' a limited intervention which alters the child's environ-

ment at some point can permanently influence his potential

for future educational'achievement. If.we accept this pre-

mise, we must still ask cdrtain key questiond. How extensive

an intervention is necessary to effect permanent change? When
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in the child's life should the intervention begin, and how

long rust it persist? Around the time when Head Start was

'conceived; there was considerable optimism that basi.c.

intelligence was malleable even into the early elementary.

years. This belief, coupled with several encouraging

reports on preschool compensatory programs (e.g., Weikart,'

et al., 1964; Gray and Klaus, 19631 Bereiter, et al., 1965),

fed the hope that a relatively inexpensive solution to the

problem of educational disadvantage might be feasible.

Head Start is a program lasting a few hours per day

over the course of a few months which attempts to rectify

the cumulative effects of four or five years of deprivation.

Early evaluations, most notably the Westinghouse-Ohio

national evaluation (1969) showed modest positive results.

MOreover, there was evidence (e.g., Wolff and Stein, 1965;

Holmes and. Holmes, 1966)' that Head Start effects were

disappearing in the early elementary years. Head Start

itself does not appear to be the solution to educational

disadvantage. It may, however be valuable as part of a

more comprehensive approach involving a more extensive

intervention in children's lives.

As a step in thiS direction, the Follow Through program

was started in 1967.
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.
By:1969 there were over 170 school di8trict3 with Follow

Through programs. Follow Through atteMpted.to enrich the

curricula of early,elementary (grades K "to 3) programs,

particularly for children with Head Start experience. By

consolidating and building upon theirpreschool experiences,

the program.hoped to be able to influence permanently

children's chances for success in school.

According to-Smith and Bissell (1970), Head Start

centers were practically autonomous and programs varied

greatly. "Although lists of goals and objectives were

developed by OEO, a laissez -faire attitude predominated."

When Follow ThrOugh was originated, it was felt that care-

fully designed and implemented programs based to some extent

on theories of child learning'offered greater hope of

success. A number of well-defined, curricular'programs or

"models" were developed i)y'spongitors,-who ,were individuals

or organizations with expertise in early childhoOd education.'

By fall 1969, most Follo' Through schools had adopted one of

these Models. Thus, the evas deliberately:"pIanned variation"
i

I

in the models implement0. By comparinhe effects, of
1

these models, information could hopefully be obtained on

what kinds of curricula produce what kinds of
It 4



results. Aahildren,entering selected Follow Through schools

during.the years 1969-72-wer6 to be, tested at entrance and

followed through grade 3.

In'1969 the planned variation approach was adopted

for an, experiment in, Head Start. The Head Start.Planned

Variation (HSPV) study was to'involve 3 cohorts of children

in programs during therschool years 1969 -70, 1970-71, and

1971-72. Several of the models used in Follow Through

were to be implemented at 2 or more sites throughout the

country. There were three restrictions on the way this was

to be done:

1. Sites were to contain pre-existing Head Start programs.

2. Children ina program must live in an area served

by a school 'with a Follow Through'program.

3. The Head Start model must pe the same as the

Follow Through model in tSat area.

Children in Planned Variation)(PV)'programs were to

be tested at the beginning of the program in the fall, and

at the end in the spring. Children in some Head Start

Programs without . a Planned VariatiOn model (KV) were alio

tested, so that a comparison- could be made between model

.

effects and those of typical non-sponsoredjfead Start pro -

grams. In addition, during the final year (1971-72) only,
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a group of "Control" children who were not in any preschool

program was tested in fall and spring, allowing the possi-

bility of estimating the absolute effect of a Head Stari

program.

This report is concerned with the data from the third

year of the HSPV study, the academic year 1971-72. As the

result of improvements in the data collection throughout

the three years of the study, these data are potentially

more informative than those collected on the first "twos:

cohorts. In particular, the battery of tests is more

extensive and hopefully more appropriate for program

evaluation. Additionally, we have the Control children who

were not tonrolled in any preschool program.

We had originally hoped to study the impact of Head

Start on both cognitive and.socio-emotional development.

00 For reasons to be detailed later in this chapter, the non-

(In cognitive measures used in the study proved unsuitable for

ttio use in program evaluation. This is not a reflection on

CI) those at the Stanford Research Institute and the Huron

Coms> Institute who designed the study. Good measures of affec-

tive characteristics for preschool childr6n which can be

ras4 routinely administered within the constraints of the Head

Start setting are simply unavailable. According to Walker

(1972) "until the major theoretical questions and issues
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are answered within a compreheniive theory of socio-

emotional,development, socio- emotional measures for

young children cannot be meaningfully developed. This

report will focus, then, on the short-term cognitive effects

of various types of Head Start programs.

The remainder of this chapter consists of six sections.

The first outlines the major questions addrested in this

report. The second contains biief descriptions of the

HSPV models. The third describes the study design. The

fourth discusses the data collected and explains which

measures we have selected for our evaluation and why..

The fifth section summarizes briefly the rele'vant findings

of other reports in this series. Finally, we present a

brief summary of this chapter and overview of the remainder

of the report. We do not present an overall review of

the literature on the effects of preschool p grams.

The interested reader is referred to Stearns (1971) and

White et. al., (1972).

Major -Questions

Head Start is much more than a training program to

prepare disadvantaged children to perform better in school.

It provides a wide range of services, including health care,
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nutritional benefits, training in social skills,

detection of severe problems, and a focus for parent

involvement with the community. Ideally, in evaluating

the full impact of a, Head Start program,,, we would need to

measure many aspects of an individual .throughout his life.

Even if we could circumvent the measurement problems and

practical difficulties in setting up an experiment designed

to do this, it would take literally a generation to com-

plete, by which time the results might no longer be relevant.

The question's which we cah hope to answer are restriected

to effects which are relatively short-term and limited to

outcomes which can be measured relatively well, i.e. short-

term cognitive effects. Improving the ability of disadvan-
,

taged children to acquire academic skills in school

was one goal of Head Start. Although recent work

by Jencks et al. (1972) suggests that such academic performance

may not be so strongly related to future-financial success

as many thought, it is generally agreed to be a worthwhile

and important goal. It can be argued that short-term pre-

school'program effects do not ensure later school success.

It seems reasonable, however, that a program which sub-

stantially raises cognitive skills for pre'schoolers can

have a'lasting influence if appropriately augmented during

the early school years. The study of Follow Through

currently being conducted by Abt Associates (1973) should



help, us to.understand to what extent ,is is realistic.

In this report our analyses will fOcus on three main

uestions:

8,

To What extent' does aiHead Start experience

accelerate thp rate at which disadtiantaged

schoolers acquire cognitive skills?'

2. Are the Planned Variation models, situp4,1, by virtue

of sponsorship, more effective than ordinary non-.

sponsored Head Start programs ?*.

6
3. Are some PV models particulakly effeCtive at

imparting certain skills? .

These are eeeenti.ally the same questions addressed.,,

by Smith (1973) in his report, pn the 197041:,goltort data

although the'batterof tests employed and the statistical

analyses used are different. We will also bq concerned

with evidence of interaction's between program effectiveness
y1

;and specific child characteristics. "Gillen the limitations

iMposed by the design, the methbdologicall,problems *involved

,in eliciting Such interactions are formfd'able. 'Any concloidions

can only be in the form -of suggestions'rither than strong

assertions.'



Model Degsriptions

*.e

'There were 11 models for which child outcome information

-was collected during,1971-72. These models may be thought'

of as varying'in terns of a number of dimensions along

,which preschool Programs can be ranged. White et al.,

(1972) summarize,the literature on such classification_

schemes.

For our' analysis, one of the most imporiant of,.these

dimensions is the extent to which the acquisition',bf aca-

demic skills isAstressed through formal, highly-structured

Traditional preschools and Head Start centers

.vary', in their stress on such activities.. Many ,reflect a
:- -

developmental approach which tries to create .a milieu in

which the child is encouraged to explOre and leafn from

his environment, rather than respond to demands leading to-

cognitive growth in a pre-specified way. At least thrge of

the eleven models are consciously concerned with the develop-.

ment of specific academic skills useful in the. early school

years. _These are thd Oregon, Kansas, and Pittsburgh models._

While the models do vary along certain important dimensions,
,

relative to the. condition of no preschool program their

similarities far outweigh their differences. According
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to Smith (1973) ,

All of them seek to develop children's
learning abilities. All are convinced
of the importance of individual and small
group instruction and frequent interchange
between children and concerned adults. All
attempt to make learning interesting and
relevant to the child's cultural background.
All believe that the child's success in
learning is inseparable from his self-esteem,
motivation, autonomy, and environmental
support, and all attempt ,to promote success-
ful development in these domains while
fostering academic goals.

We conclude this section with brief descriptions,

taken from Smith (1973), which attempt to give the flavor of

the various programs. For more complete descriptions, see

Maccoby and Zellner (1970) and the Rainbow Series, published

by the Office of Child Development (1972).

The Enabler Model
Office of Child Development

Sponsor Contact: Jenny Klein

The Enabler Mode]. is not really a curricular model. Rather

it is an approach involving the total community which is built on

goals prescribed by each community for itself. The development

and implementation of this model are facilitated by the

assistance of an OCD consultant who takes a very active

role in,all aspects of the program. Thus projects with

the Enabler Model may differ considerably in the approach

and style of their educational tactics, but all share

a commitment to high levels of staff and parent participation ir

policy making, program planning and classroom operation.
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EDC 'en Edticat.on Curriculum
Educational Development Corporation (EDC)

Sponsor Contact: George Hein

EDC has an open classroom approach derived from the

B-ritish primary school model and theories of child develop-

ment. It believes that learning is facilitated by active

participation in the proce s. The classroom provid4s a

setting in which there is range of materials and activities

from which the child can choose. Academic skills are

developed in a self-directed way through classroom experi-

ences. The role of the teacher is one of leading the child

to extend his own work and generally involves working with

an individual child or small group.

The Systematic Use of Behavioral Principles p.rogl:AT
(Engelmann-Becker)
University of Oregon

Sponsor Contact: Wesley Becker

The primary focus of the Engelmann-Becker program

is on promoting skills and concepts essential to reading,

arithmetic and language achievement, with particular

emphasis on remedying language deficiencies. The main

techniques are programmed,materials, structured rapid-

fire drills, and positive reinforcements of rewards and

praise to encourage desired patterns of behavior. Small

study groups of five to ten children are organized by

teachers according to ability levels in order to facilitate

presentation of patterned learning materials and to elicit

'verbal responses from children.
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The Bank Street Colle e of Education Approach
an Street Col ege o Education,,

Sponsor Contacti., Elizabeth GIlkesoll

The Bank Street approach emphasizes both learning and

social-emotional development of*ehildren on the premise

that they are intertwined. The teacher fu.ctions'as at

supportive adult whom the child can trust, and teaches by

relating and expanding upon each child's responge to his

experiences. The classroom is viewed as a stable environ-

ment and workroom for the child in which he is encouraged

to explore, make choices and carry out plans. Academic

skills are presented in the context of classroom experiences.

The Behavior Analysis Approach.
Support and Development Center for Follow-Through, University
Of Kansas

Sponsor Contact: Don Ittishell

The Behavior Analysis approach has three predominant

aspects. First it emphasizes academic and social skills.

Individualized programmed materials are the primary

teaching mode. Second it makes systematic use of poAtive

reinforcement. A token exchange system is used to support

children's learning efforts. Third it employs parents as,

members of the instructional team as well as behavior

modifiers. They receive training and work in the classroom

in shifts throughout the year.

5
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IidlyidL).111yPrescribed Instruction and the Primary Education
Prolitct0111)
Learning Research and Development Center, Univ. of Pittsburgh

Sponsor Contact,: Lauren Resnick

The IPI approach-provides an individualized program

of instruction for each child which teaches him academic

skills and concepts in the areas of language, perceptual

motor mastery, classification, and reasoning. The ?materials

are sequenced to reflect the'natural order in which children

acquire key skills and concepts. Diagnostic tests determine

each child's strengths and weaknesses and are used by the

teacher to prescribe instructional materials appropriate

to his needs. Positive reinforcement, both social and

.concrete, is giveh continually for success in learning.

The Responsive Environments Corporation Model- (Rk)
Responsive Environments Corporation

Sponsor Contact: Lori Caudle

The REC model uses specially designed, self-correcting

multi- sensory learning materials which strengthen school

readiness skills in language and reading. They are designed

to teach basic concepts while allowing children to make

choices, work independently, and set goals for themselves.

Teaching machines in the form of "talking typewriters"

and "talking pages" involve children in learning by seeing,

tracing, typing, imitating and discriminating among sight-s

i and sounds and,by recording and listening to their own

voices.
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The Florida Parent Educator Model
n Vera ty o ori a

Sponsor Contact: Ira'Cordon

The Florida approach is not a specific classroom

instructional model but is designed to work directly in the

home. It focuses on the parent, believing that the parent

is the key agent in a child's development. The major goals

of the program are to develop educational competence in

the child and to develop an atmosphere in the home which

dill foster continued growth. An important role is played

by paraprofessionals called parent educators. The patent

educator spends half-time with the teacher in the class-

room and the other half makinghome visits. The home visit:

involves bringing tasks into the home and.instructing the

mother how to teach them to the child.

The Tucson Early Education Model'
University of Arizona

Sponsor Contact: Ron Eendersori

The Tucson model has a flexible child-oriented

curriculum which focuses simultaneously on four areas.of

development: language competency,- intellectual skills;

motivational skills and societal skills. Emphasis is

placed more on learning to learn skills than on specific

content. The content is irlividually determined by a child's

environment and interests., The classroom is arranged in

interest centers for small groups. The teacher's role is

to work on a one-to-one basis with the child, arrange the

classroom setting and encourage interactions between the

child, his environment and others.
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Responsive Educational Provam
Far West Laboratory for Educational Research and Development

Sponsor Contact: Glen Nimnicht

The Responsive Educational model emphasizes self-

rewarding learning activities and a structured environment

responsive to a child's needs and interests.. The model

encourages the child to-make interrelated discoveries

About his social world and physical environment and

.stresses the importance of the development of a healthy

self-concept.- The classroom is a.controlled environment
.

.in which the child is free to explore various learning

centers, games and activities: Problem solving and concept

formation as well as sensory and perceptual acuity are

stressed and the pace of all leatning activities is 'jet

by the child for himself.

Cognitively Oriented Curriculum
Hi/Scope Educational Foundation

Sponsor Contact: David Weikart

The Cognitively Oriented Curriculum.combines Piagetian

theory and an open"classroom appioach. It uses a cognitively

oriented curriculum and emphasizes the process of learning

rather than particular subject matter. It stresses a

child's active involvement in learning activities. The

teacher takes an active role. Additionally, home training

is seen as part of the progrpm and the teacher suggests

tasks for the mother to present to the child at home.
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During the 1971-72 academic year there were 29 tested

Head Start locations. There were 28 locations 00taining

one of the 11 models. Of these Pylocations, 11 also con-

tained.non sponsored (NPV)classroomp. One place (Des Moines)

contained'only NPV classrooms. In addition there were three

places containing groups of Control children not enrolled

in any preschool program throUghout the year. These were

Huntsville, San Jose, and Sacramento. 'These children

were contacted by direct recruitment or from Head .Start.

waiting lists.

The number4i1g system used' to identify locations is

somewhat complicated. Each location has a four digit code.

Since each Head Start location is located in an area served

by one of the Follow. Through models, the code used to

identify it is the same as that assigned by SRI to the Follow

Through site, with the exception'of the Enablers model,

which is unique to HSPV. The first two digits identify

the model, and the second two identify the site uniquely.

Thus, 0711 refers to. Follow Through site number the-

Oregon model (07). The three control locations were

given codes of 2801 (Huntsville), 2802 (Sacramento), and

2803 (San Jose).

During 1970-71, each model was implemented in at

least one location with both. PV and NPV classrooms. In
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1971-72 only seven of the models has such comparisons.

In most of our analys s we pool all NPV classrooms and

treat them as a repro entative sample of"non-sponsored

programs for pilrposes of comparison with the various PV

models and the Contro Children.

Let us define a site" as a group of children in a

.particular location dergoing a particular. kind, of pre-

school experience. MIS, we have 28 PV sites, 12 NPV

sites, and 3.Control sites, for a total of 43's/tea.

These 43 constitute a convenient set of units of analysiS

for some purposes. If this study did not exist in the con-

.text of other Head Start and Follow Through studi46, we

.might number these 43 sites in some convenient and logical

way. As it is, wehave decided to retain the old SRI

coding system. Thus, we are stuck with the awkwardness of

having, for example, a site 0711 PV and an 0711 NPV. A

complete description of the design is provided by-Tables

I -1 and 1-2.

For convenience throughout this report 'we shall often

refer formally to the NPV children and the Control children

as model- or program groups. They are, of course, not

models or programs in the same sense as the PV models, but

it is awkward in terms of'reporting results to continually

make this distinction. Thus, from an experimental viewpoint

we can thinlf of our 43 Sites distributed across 13 programs

to be compared (11 PV models, NPV, Controls)



Table 1-1

PLANNED VARIATION SITES

Model Site Code
i Tested .

Classes
*Year
Joined

Far West Duluth
,

0204 , 6 ',70
Salt Lake 0209 6 69
Tacoma 0211 6 70

U. of Arizona Lafiyette 0308 6 69
Lakewood 0309 6 69
Lincoln 0316 6 70

Bank Street Tuekegee 0510 '6 69
Wilmingon -0511 6 69
Elmira 0512 6 , 70 1

U. of Oregon Tupelo 0711- 4 69
E. Las Vegas 0714 5 70

U. of'Kansas Portageville 0804 4 69
Mounds 0808. 5 . 70

High/Scope Ft. Walton-Bch. 0902 5 69
Central Ozarks 0904 6 69
Greeley 0906 i 4 70

U. of Florida Jonesboro 1002 3 69
Chattanooga 1007 6 70
Houston 1010 5 70

....,..
_ .

EDC Paterson 1106 7 70
JOhnston Co. 1108 69

U. of Pittsburgh Lock Haven 1203 6 :70
Montevideo 1204 4 71

.

,.

REC Kansas City 2001 6 70'
.

Enablers' Newburgh 2702 6 70
Bellows Falls 270 3 7 70,
Billings--4. 2704 6 70
Colorado Spring .2705

a
6 70



.Table 1-2

NON-PLANNED VARIATION AND CONTROL SITES

NPV HS

'Des Moines.
Tupelo
W. Las Vegas
Portageville
Mounds
Greeley
Jonesboro
Chattanooga
Houston
Paterson
Johnston Co.
Kansas City

Control
f.

Huntsvill.
Saciamt4eo
San Jose'

Code

0305
0711
0714
0804
0808
0906
1002
1607
1010,
1106
1108
2001

2801
2802;
2803

* Tested
Classes

40 -

8
4

4
11
2
4

3

4

4
2

4

5

ONO Will NW

- --

19.

Year
Joiried,

71
69
70
69
70
70
69
70
70
70
69
70

71
71
71



Data Collected

In this section we describe briefly, all the instru-

tents used-in this study. A concise picture of the entire

data collection effort is presented in Table 1-3. Some

information was collected on the full sample (F) of

Children in a tested classroom. Other information was

collected,On a partial sample (P). This partial sample

consisted of a random sample of one-third of the children

in.the clasS unless there were fewer than 18 children:,

in which. case 6 were tested. Some tests were given in

.both the fall and spring, while others were given in the

'spring only.. The test battery for Control children was

somewhat: different from that for Head Start children. 'All'

data?collectiqn was carried out by the-Stanford Research

Institute (SRI) with advice from the Huron Institute. A

more complete deabription of data colleCtion activities

can be found in the SRI final, report (1972).

16 the analyses in this report, We focus exclusively

on eight tests as outcome measures. Sege are the 32-

item Preschool Inventory (PSI), the Peabody Pture



Table 1-3

Data Collection Activities for the 1971 -72 Year
of the Head Start Planned Variation Study

ki=Data for entire class.
P=Data for randomly se-

lected 1/3 of class.

Inetrument

Pre00001 Illyentory_

FALL '71 SPRING '72.

Head Start

F.

Control Head Start Contio

Peabody' Picture,
Vocabulary

Wide Range. 1
Achievement'

-.Z.ITPA Verbal Expression

ETS Enumeration

8-Block Sort Tisk

IDS Self-Concept

Classroom Behavior
Inventory.

Motor-Inhibition -y

F

P

21

F

P P

Gumpgookies

Relevant Redundant Cue

.Cladsroom InforMatlon
_Form F

Parent Information
Form

Teacher Information
Form

P

F

F2

:

'Data collected only at sites: 0204, 0316, 0512, 0711, 0804, 0902,
1002, 1010, 1106, 1203

2Different form for controls

3WRA1' spelling, oral arithmetic, written arithmetic, word reading
subtexts given in spring only.
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.

Vocabulary Test (VPV) , four subtexts of the Wide Range

Achieve ent Test (WRAT), the Verbal Expression,s(btest of

the Illinois Test of Psycholinguistic. Ability (IIIPA), and the
..4

9

Educational Testing Service EnumepelorCTest (ETS) .

We focus on these tests partly as a result of

.problems in the way the data were collected, but more impor-
.

tantly beoause we fele'there.were crippling limitations on

the usefulness and appropriateness ,of the other measures

as evaIuatiire instruments. In the brief descriptions

presented below,. we give specific ieasonif,for excluding

each. measure WhicCi's not used in thia ailalyses. Not

'surprisingly, the tests which are suitable all measure
,1

skills in 'the cognitive domain. We woad Like to be able

to study' effects in the /dffectiVe domain, but we have.

concluded 'with reluctance that the instruments used in this

study need-further refinement before they can be relied on.

Since these instruments are experimental, we felt that it

would be more variable to look'atthe data from the view-
',

point of what we can learn apouethe'tests and how they

-might be useful in future evaluations, ,rather thah what we

can learn about programieffects. These analyses are pre-
,

tented in detail by Walker et al. (1973). The test battery used

during,1971-72 was completely different from "that used.ih.

1970-71. Thus we.cannot replicate previous findings nor
el



make comparisons across cohorts. It is hopes?, however,\that the test battery represents an improvement and will
be.a more sensitive detector of program diffeences. In

particular, several of the tests measure spacific academic

skills as opposed to general intellectual ability or

achievement. Programs May_Oiffer more in their effects on

such skills.

An important consideration in selecting tests'wap the

fact that a study was planned to follow upmany'ofi..the

children in, our study into their first school year in a

Follow Through program.* Thus tests suitable for ili htly

older as well as pre-school bhildren were 'souqht, so hat
cat

the developmental procesS over at least a two-year period

could be studied.

We begin our test desbriptions with the eight outcome

measures selected for use.- All correlations mentioned are

taken from a table in Walker's report (1973) which wqyhave

for convenience reproduced here as Table I-4. These

correlations aro based on the fall test results for the

entire Head Start sample. All other.information quoted

can be found jrn Walkeres report, and we provide no further

documentation.

*This study, will becarried out by Abt ASsociates, beginning
September 1973.
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vel.Cald%Itor(Psfla,___

The PSI is designed to assess general achievement in

skills useful for later school success. In 1971-72 a

32-item version was used, consisting of a subset of the

items in the 64-item version used in 197-71. Our best

estimate for a reliability coefficient is .83. Correla-

tions with all other cognitive tests in the battery are quite

high, the highest being .665 with the PPV. For the Head

Start population there appear tote no ceiling (test too

easy), or floor (test:too hard) effects, and the distribution

of scores is quite symmetrical.' With its generally ex-

cellent psychometric properties and the fact that it taps

very general information processing skills and preschool

achievement, the PSI is potentially the most useful test

in our battery for program evaluation. Its very generality

may, however, make it insensitive to program differences.

Peabody Picture Vocabulary Test (PPV)

The PPV contains a maximum of 150* test items designed

to measure receptive vocabulary. For each item the stimulus

word (noun or verb) is presented orally and the child is

required to indicate which of 4 pictures corresponds to the

*Only 100 given in Fall.
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word. Items increase in difficulty and the child continues

until he makes 6 errors out of 8 consecutive ,items. His

score is then the number of correctly answered items.

Reliability of the PPV is in the .7 to .8 range. Since the

test has effectively no upper limit for young children,

ceiling effects are not a problem, nor are there floor

effects. Correlations with other tests in tha battery are

generally high. The highest are .665 with the PSI and .537

with the WRAT Recognizing Letters. Although the PPV pro--

bably taps general intelligence and language ability, Walker

recommends that the test, be used only as a measure of

passive vocabulary at this time.

Wide Range Achievement Test (WRAT)

Four of the ?MAT subtests administered to the full

sample in both the fall and Spring were used in the

analyses. The WRAT subtests measure specific academic

skills; and it seemed reasonable to treat them as separate

measurei.The PSI provides a good measure of general

achievement. By looking at the various WRAT subtests

individually we can obtain a more detailed profile of

cognitive program effects.



. WRAT Copying. Subtest. (WRTC)

In a one minute time interval the child copies as

many of a series of 18 marks as he can. He is given credit
for the number judged by the tester to be copied correctly.
There are possible tester biases. Although our beet

estimate of internal reliability is about .8, a severe floor
effect, particularly in the fall, renders this figure less
impressive. Highest correlations are .551 with the PSI and
.508 with the ETS. Although it is not'clear exactly what
useful are related to being able to copy abstract

27.

markings accurately and .quickly, the WRTC probably measures
motor coordination and a component of general school readiness.

2. WRAT Recognizing Letters (WRTR)

The child is required to recognize and match letters.

The tester points to a series of letters in a row, and the
child picks out the matching letter from a different series.
There are 10 items. Our reliability estimate is around .8,

but there are a substantial number of children scoring
0 and 10. Highest correlations are .537 with the PPV and
.481 with the PSI. This test seems to measure the ability

to,recognize letters and also, possibly the ability to

match shapes.
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3. WRAT Naming.Letter (WRTN)

The child is asked to name each of a series of 13

letters. Reliability is estimated at around .85. There

is, however, a severe f1Oor effect, particularly in the fall.

Highest correlations are .600 with the WRAT Reading Number

subtest and .414 with the PSI.

4. WRAT Reading Number (WRTD)

The child is asked to read aloud the numbers "3, 5, 6,

17, 41." Reliability is estimated at about .6, but there

is a floor effect in the fall. Also there were almost

no children in either fall or spring capable of identifying

the number "41." Highest correlations are .600 with the

WRTN and .508 with the PSI.

Since these four WRAT subtests measure fairly specific

skills, have reasonable reliability,, and were given in both

fall and spring, we have decided to include them in the

major analyses. The flbor and ceiling effects will, however,

raise problems in some of the analyses.

Illinois Test of Psycholinguistic Ability: Verbal

Expression subtest (ITPA)

The ITPA measures a child's ability to express him-

self verbally. The ITPA is a diagnostic test, and its use

for evaluative purposes is experimental. The child is
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handed four familiar objects (ball, block, envelope,

button) one at a time and asked by the tester to "tell me

all about this." The score is the total number of distinct

descriptors used by the Child. :Reliability is estimated

to be between .6 and .8. Highest correlations are .506

with the PSI and .487 with the PPV. Although a child's

ability to express himself would seem to be an important

skill for later school success, Walker cautions that its

usefulness in evaluation, is questionable "because of the

large variance, overall low mean response rate, and test

administration problems."

Edudhtidrial Testin' Service Enumeration Test (ETS)

The ETS as used in this study consists of 3 subtexts

designed to measure components of the,processes involved

in learning the concept of number. The first subtest

(Counting) requires the child to count dots (for one point)

and say how many there are (for one point) for each of 3 items.

The second subtest (Touching) has 6 items which require the

child to touch each of the dots on ,a page one, time only.

The third subtest (Same Number Matching) consists of 8 items

requiring the child to find the picture out of three with

the same number of objects as the stimulus picture.

A total score (maximum of 20) is found from the three
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subtests. A fourth subtest (Same Order Matching) was

originally included, but eliminated because it had low

reliability and low correlations with the other subtests.

Reliability is estimated at about .75. Highest-

correlations are .584 with the PSI, and .508 with the WRTC.

Although possibly subject to tester effects, the ETS has

good psychometric properties and attempts to measure

aspects of a developmental process which probably bears on

future school success. It is one of the stronger tests in

our battery.

As indicated in Table 1-3, several other tests were

also administered to all or part of the HSPV sample. we

shall briefly'describe these tests and. give our reasons for

not including them in our analyses of program effects.

The Eight-Block Sort Task (8-Block) examines maternal

teaching style and mother-child interaction. The test

consists of two parts, one-of which has a floor effect

40 and the other a ceiling effect. Reliability estimates are

high, but correlations with other tests in the battery are

low. The test was given in the spring at only 10 sites in

9 models. Since replication across sites is important in ,

assessing model effects, we decided not to use the 8-block

in our analyses.
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The Brown. IDS Self-Concept Referents Test (IDS)

attempts to measure a child's self-concept. The distri-

bution .of scores is negatively skewed and displays'ceiling

effects. There is evidence that for Head Start age children

. the test measures. cognitive (especially vocabulary). skills

as well as self-concept, and that children try to select

socially desirable responses rather than those applying to

themselves.- Walker concludes that "because of ...theoretical

problems and the conflictir ,chnical findings..., the

Brown not be used in this Corm 1 f,,tire large-scale evalua-

tions."

The Classrelom Behavior Inventory (CBI) assesses child

behavio.r in three areas: task' orientation, extraversion,

and hostility. For each,of 15 items, a rater (usually the

teacher) rates the child on a seven point scale. Test-

i retest reliabilities are adequate, but ihter-rater relia-

bilities are moderate, and it is clear that different raters

have different scales of reference, making cross classroom

comparisons impossible. Since it appears impossible to

obtain an absolute measure comparable across classrOms,

there seems to be no way to use the CBI as an outcome measure.

The Motor Inhibition Test (MI) attempts to measure the

ability to inhibit movement to conform to task demgnds.

Only one of three parts (Tow Truck Task) was given in 1971-72.
i
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Reliability does not appear adequate, and there are sig-

nificant tester effects. Walker suggests that "the Truck

subtest be dropped from future large-scale evaluations."

Gumpgookies (GG) is designed to measure achievement

motivation. Reliability estimates range from .7 to .9.

The thprt form of the GG used in HSPV is experimental, and,

considering that it was administered only, in the spring, we

felt it would be misleading to use it for evaluative purposes.

TheRelevant Redundant Cue Conce t Ac uisition Test,

or "Zings and Poggles" (Z & P) tests a child's ability

to master a particular abstract concept. Reliability for

Head Start age children is very low, and it seems that there

is much guessing. The test may be good for older children,

but it just too difficult for children this young. Further-

more, it was given only in the spring.

Besides the four WRAP sub gists discussed above,. one

other was given in both fall and spring. The MAT Dot

Counting_(WRTU) subtest requires the.chi14 tocount a

series of 15 dots arranged in a row. The score is the

highest number counted correctly. There are both floor and

ceiling effects (a substantial number of childrqn scoring

0 and 15). Moreover, is subtest consists of essentially

one item.
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Four other WRAT subtests were given in the spring only..

These are Spelling, Oral Arithmetic, Written Arithmetic,

and Word Reading. All except the Oral Arithmetic subtest

were cleaily too difficult for Head Start children. Since

thepstimated reliability of the Oral Arithmetic.was only

.55 and we had no fall scores, we decided not to use it.

We conclude our discussion, of tests with mention of

the HertzirBirck scoring system, which was applied to the

PSI in 1971772. This elaborate scoring system notes not

only whether an item is answered correctly or incorrectly,

but assesses the child's style of response to cognitive

demands. The system is experimental and potentially quite

'informative, but more data is needed before its usefulness

for evaluation can be determined.

Some of the data which we found not useful for our

HSPV evaluation may prove useful in the study of Follow

Through, and in particular in the'study which will follow

our HSPV sample into Follow Through. Accordingly, we have

forwarded this data to Abt Associates. We would also

encourage others to study the various experimental tests

in our battery, so that more refined instruments will be

available for future studies.
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We conclude this section with brief'descriptions o

other sources of information used in our analyses.: A

Complete listing of the-specific items used can be found

in Appendix A.

The Classroom Information Form (CIF) was our primary

source of information on, child background characteristics,

such as age,, sex, and ethnicity. These forms were filled

out by teachers.

The Parent Information Form (PIF) was administered to

parents to elicit information about home environment, parent

and child attitudes, and the extent of parent inyolvement in

Head Start and other activities. Sinds Control children

were not in classrooms, their parents were given a modified

version of the PIF which served also as the primary source of

child background information.

The Teacher Information Form (TIF), filled out by

teachers, requested information on teacher background,

teaching experience, and,attitudes towards the PV model

(if.any) with which they were working.

In addition, several items of information were provided

by sponsois and local Head Start directors. Of these, we

utilize only the ratings (on 0 to 9 scale) of classrooms

in terms of the degree of implementation.
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Other Reports

This report is one of a series being prepared under

Grant # H 1926 from the Office of Child Development. In

this section we discuss briefly relevant results from other

reports in this series.

Smith (1973) analyzed the 1970-71 cohort data. His

outcomes consisted of three measures of cognitive achieve-

ment, one measure of general intelligence, and one measure

of motor control The achievement measures were a 64-item

version of the Caldwell Preschool Inventory (PSI), and the

NYU Booklets 3D and 4A. The PSI is a test of general

achievement in areas deemed necessary for later school
t

success. The NYU books tap more specific cognitive skills.

The Stanford-Binet IQ was used as a measure of intelligence.

The Motor Inhibition test was used to measure a child's

ability to inhibit physical activity in order to perform a

specified task. The interested reader is referred to

Walker's report (1973) for more detail on these tests.

On the basis of his analyses using these measures,

Smith concluded that:

1. The Head Start experience substantially improved

performance on all 5 outcome measures.

2. There were no differences in effects,between the

PV programs Itakeri together) and the-NPV programs

on any of the measures.

3. No model stood out as being overall more or less

effective than the others.
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,A more detailed breakdown of the, inter -model comparison

results appeais in Table 1-5, reproduced from Smith's.

report. Smith found two instances of outstanding model .

effectiveness. ,The High /Scope model was eXtraordinarily

00'

successful at boosting Stanford,-Binet IQ scores. The

Kansas model wad highly effective in raising scores on the

Book 4A. Only a few other effects are cited in this table,

and/ on the whole, it appears that there is not much

differeAe in overall effectiveness of the various models,

in terms of the measures used.

Featherstone (1973) has Attempted to relate program

effectiveness to child characteristics; that is, to detect

model -by -child characteristic interactions., Using the
V

k1969-70, and 1970-71 data and studying the PSI and Starifordl-

Binet only, she finds no consistent, interpretable inter-.

actions 'involving fixed child characteristic, such as

sex, ethni'city, and soeio-economic status. She suggests

that characteristics such as age,.prior preschool experience,

and cognitive style, which describe the child at a particular
0

point in his development, may relate to relative model

effectiveness. She concludes that "the strategy which

works best'for a child today is not necessarily the one

which will be optimum nett month or next year."
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. (Reproduced from .Smith,, 1973)

S'umm'ary' of Planned Variation Model Effectiveness on Five
ev Outcome Measures

Zero (0) indicates model is of average effectiv,eness on
outcome measure.

Minus'( -) indicates model may be of below average effec-
tiveness.

Plus (+) indicates model maybe of above averag0;effec-
timeness.,

(++) indicates model is probably highly
effective.'..

Model
Book 'Book

4A . PSI
Stanford Motor

Binet Inhibition

Far
,

Laboratory
,

0 ** 0 0

Arizona 0,', 0 0 0 0

,

Bank St., 0 , 0 -

Univ. of
Megon

0 + . 0 0

,....7 .

0

Univ. of
Kansas

0 ++ 0 '4

High- . '

Scoe
+ 0 0 ++

Univ. of - .0

.

0

EDO 0 p 0 . 0' 0'

Univ. of
Pittsbuigh

.

+ -

REC*

,....,

,-

Enablers +

t



Lukas and Wohlleb (1973) have considered the process

of program implementation. They explore the basic questions:

1. How well are the models implemented?

2. Whatffactors affect the process of implementation?

It was originally assumed that models were well-

defined carefully specified educational packages which,

given sufficient time, could be replicated completely,

at any chosen site. Lukas and Wohlleb have found that.the

implementation process is much more complex, involving a

large number of people (sponsors, local administrators,

parents, teachers, teacher-aides) with varying, and some-

times conflicting interests, goals, and philosophies.

Moreover, the models themselves are not that well expli-

cated by the sponsors. We cannot be sure exactly what

treatment is being received by children in a given class-

room simply by knowing the model name. Classrooms with

the same model may. vary considerably.

Summary and Look Ahead

In this chapter we have tried to give the reader a

picture of the HSPV experiment. We began with,the back-
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ground of the study, showing how it evolved out of earlier

Head Start programs and evaluations, and discussed its

relation to the Follow Through program. We then set out

the three major questions we hope to answer:

1. To what extent does a Head Start experience ac-

celerate the rate at which disadvantaged pre-

schoolers acquire cognitive skills?

2. Are the Planned Variation models, simply by virtue

of sponsorship, more effective than ordinary non-

sponsored Head Start programs?

3. Are somePV models particularily effective at im-

parting certain skills?

We then provided brief descriptions of the 11 PV models

to be studied. It was noted that an important dimension

in describing these models is the extent to which the ac-

quisition of academic skills is stressed. We noted that

at least three of the models are consciously concerned with

the development of specific academic skills useful in the

early school years. These are the Oregon, Kansas, and Pitts-

burgh . models. We shall refer to these throughbut this

report as the "academic" models. As an important sub-

question of the third of our majOr questions, we shall ask

whether the academic models are overall especially effect-

ive.
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Following the model descriptions, we set out the

basic design for the study. We defined,a, site as a group

of children in a particular location undergoing a partic-

ular kind of praschool experience. -There are 28 PV sites

each with one of our 11 models, 12 ordinary non-sponsored

(NPV) sites, and 3 Control sites, with r, preschool pro-

gram. We also' decided for convenience in presenting re-

sults throughoUt this report to refer to the NPV children

taken together and the Control children as program groups.

We then discussed the data collected. A brief des-

cription of each instrument was given. For each test we

gave our reason Lor including or not including it in our

analyses. We found that only eight tests were suitable

for program evaluation. Theae are the Preschool Inventory

(PSI), Peabody Picture Vocabulary Test (PPV), four subtests

of the Wide Range Achievement Test (WRAP), the Illinois'

Test of Ppycholinguistic Ability Verbal Expression Subtest

(ITPA) and the Educational Testing Service Enumeration Test

(ETS). Unfortunately, these tests all measure skills in

the cognitive domain, frustrating the hope that information

on socio-emotiohal development might also be obtained.

Finally, we presented brief summaries of relevant

findings from other reports in this series. With all this
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as background, we are now ready to look at the data.

The remainder of this report consists of 8 additional

chapters. Chapter II contains a descriptive presentation

of much of the data. We present background character-

istics of children and teachers, and summaries.of the dis-

tributions of fall and spring test scores for modeld and

sites. Chapter III is devoted to general methodological

considerations. We discuss limitations placed on the

analysis by the design and the tests themselves, and our

general approach to the problem of evaluating educational

programs. Chapters IV through VII consist of four differ-

ent analyses of the data,. each with-certain strengths

-and weaknesses. Through this variety of approaches, we

hope to gain answers to the major questions mentioned

above. In Chapter VIII we consider what evidence we have

relating to the question of interactions between individ -.

ual child characteristics and program effects. Finally,

in Chapter IX we summarize the results of the various

analyses and. present our conclusions.
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Chapter II

RsastetkYLEstalalltivagtttRatn:

Introductio4

In this chapter we present summaries of the, data in

order to give a general idea of the sample in terms of back-

ground characteristics and dietributions of test scores.

The reader is forewarned that the chapter is largely a rather

dry compilation of facts, included primarily for the sake

of completeness and future reference.

Note that there is no.onc analysis sample to which we

can always refer. The samples suitable for the different

analyses described in this report may differ,slightly. Not

all the same information has been collected on each child, .

and' the minimal data requirements for the various analyses

differ. We shall always make clear the criteria used in

selecting an analysis sample. In general, the data collection

was well done, and there is little missing data on key

variables.

Child Background Characteristics

Tables II-1 through 11-3 present some important back-J'

ground characteristics.-by model and site for a sample of

3,361 children. This represents all children whose sex is

known, who are either Black, White, Mexican American or

Puerto Ridan, and who have a valid fall or spring test score

on at least one test. A test score was considered valid if
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the tester indicated that-the test was completed. Although

-reasons for failure to complete a test were noted by the

,tester, no incomplete test results were used in our analyses,

regardless of the reason.

.Looking. first at Table II-1, we see that there is an

approximately even split of boys and girls in all models,

The ethnic compositions of the sites vary greatly. The,

Pittsburgh model, for example, contains only Whites; while

the Bank Street model is 83:3% Black. The Mexican Americans

are distributed throughout seven of the models, with

Oregon and REC containing by far, the largest ntiMbet While ,

most children come from homes where English is spoken,

Oregon has 41.9% where this is not the case. The percentage

of children with some prior preschool experience varies

considerably. EDC -(45.3) -and Bank Street 140.9) are high,

and Kansas (7.6) is low. The average number Of years of

mother's education varies from 9.4 for Florida to 11.1 in

both Far West and Pittsburgh. The mean age (on October.1,

1971) varies From 53.4 months for Pittsburgh-to 64.7 for

Oregon. The Control children are a bit younger than the

Head Start children, averaging 49.6 months. Household size

varies little, from an average of 5.0 in Far West to 5.9

in Kansas. Mean family income also shows little variation,

ranging from $3000 per year in Florida to $4,410 in

Pittsburgh.

Tables II-2'and II-3 give the same background infor-

mation broken out by sites. For_all variables, with the
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possible exception of sO and household size, there,is

considerable site-to-site variation within models. There

is only one site with a mean age between 57 and 63 months.

Essentially there are two distinct types of sites, those

in which children were to enter kindergarten following

Head Start, and those in which they were to enter first

grade directly. Smith (1973) suggests that ichildren in

"entering-first" 'sited may undergo systematically different

experiences from those in "entering-kindergarten" sites4

This is an interesting hypothesis. Unfortunately entering

level is severely confounded in our design with age,

region, and model, all of which would have to be controlled

in order to tease out the entering-level effect. Thus we

have not taken any explicit account of entering level in

our analyses. We do, of course, recognize age as a poten-

tially important influence on measured outcomes.

Teacher Background Characteristics

In Table 11-4 we present background information by

model for all teachers. Nearly all the teachers are women

and are either. Black or White. The percentage of Black

teachers ranges from 0 in Pittsburgh and REC to 66.7 in

EDC. The percentage of teachers living in a neighborhood

similar to that of the children they teach ranges from 0

in REC to 88 in High/Scope. The percentage of teachers

certified ranges from 0 in Oregon and Kansas to 50 in REC.

Mean teacher age ranges from 26.8 years in Far West and
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Table 11-4

Teacher Background Characteristics *

.Pro ram
.

Female
.

Black Nei hborhood Certified A.'s,. Yrs. E

Par West 100 5.\ 6 )6.7 . 33.3 26.8 16.0 18

Arizona 100 37.5 . 50.0 37.5. 36.5 15.3 16

Bank St. 100 60.7 46.7 36.7 . 38.0 15.2 30

Oregon 100 22.2 66.7 . 0 37.4 13.6 9

Kansas : ., 100 25.0 81.3 0. 36.7 13.7 16'

High/Scope 100 16.0 88.0 28.0 40.1 14.4 25

Florida 100 50.0 22.2 44.4 34.8 16.2 18-

BAC 100 66.7 77.8 33.3 34.9 14.9 '9

Pitts-
burgh

100 0 44.4 33.3 34.9 16.0 9

REC 50 0 0 50.0 26.8 16.5 4

Enablers 85.7 19.0 12.0 28.6 41.5 14.8 21'

NPV 96.2 25.0 38.5 45.3 37.7 15.2 52

Total 96.9 29.3 55.5 33.3 36.7 15.1 227

*This table is based on all teacherp, including/some HSPV
classes in whidh no testing was done.
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REC to 41.5.in the Enablers. Mean years of education varies

from 13.6 in Oregon.to 165'in+REC.

Outcome Measures

,Tables Ii -5 through 11.28 present summary statistics

for the distributions of fall and spring test scores for

models and sites. For each model or' site and each test, we

present the mean, median, lower quartile, upper quartile,

standard deviation, and sample size. The Sample used for

each test consists of all children with valid-fall and

spring scores on that test.

It is evident that there are substantial differences

among models and among sites within models on background

characteristics and fall test scores. Our ability to make

fair comparisons among programs will depend on our ability

to take account of and adjust for these pre-program differ-

ences.. Since experimental equalization has apparently

failed, we must rely on statistical techniques. We shall

discuss how and to what extent this is feasible in the

following chapter.

Many researchers feel comfortable in describing gains

or effects in terms of standard deviations. As a rough-fule-

of thumb, one-half a standard deviation is sometimes taken

a criterion for educational significance. For convenient

reference, we list in Table 11-29 the standard deviations

based on the entire fall sample of children in Head Start

programs.
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Table Ii-29

Means and Standard Deviations for ntire Head

Test

Start Sample

Mean

in Fall 1971

Standard Deviation n

PSI 14.59 6.16 2972

PPV 31.53 13.26 2996

WRTC 1.92 2.67 2980

WRTR 6.55 3.21 2980

WRTN 1.20. 2.63 2980

WRTD .61 1.10 2980

ITPA 11.28 5.16 1204

ETS 11.65 4.84 1129

*This sample i-,(Audes all children on whom age information
was available.
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Chapter III

GeneK1 Methodological Issues

Introduction

In Chapter I we gave an overall picture of the HSPV

study. In Chapter II we took a first look at the data

collected. Before going or to the analyses carried out,

we thought the perspective provided by a general discussion

of methodological issues would be valuable. We begin with

a discussion of the major difficulties resulting from the

study design. We then discuss the bag of statistical

tricks usually used in attempts to overcome such diffi-

culties. We at first ignore the thorny problem of measure-

ment error, and later discuss its effects on the various,

statistical techniques. Finally, we discuss the general

'research strategy we have adopted.

Design Prolgems

Undoubtedly the most serious design problem in this

study is the lack of randomization. If a group of experi-

mental units is divided randomly into two or more groups,

then providing the groups are sufficiently large, there is

only a small probability that they differ significantly on

any given variable, measured or unmeasured. Of course,
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we can never\be sure that the groups are equivalent..with

respect to all variables, but randomization is our best

protection that there are no relevant group differences.

If allocation to treatment groups is random we can be

fairly confident that comparisons among group outcomes

are unbiased even if no explicit account of pre-treatment

variables is taken. We may still wish to use pre-treatment

information to increase the precision of our comparisons,

but with random allocation this information is more

luxury than a necessity.

In the HSPV study we would ideally have liked the

group of children assigned to each model to be a represen-

tative sample of potential Head Start children. Since we

cannot transfer children around the country at will, the

smallest unit in which children can be assigned to models

is the site. Thus, for purposes of model comparisons,

randomization would have to be employed in the assignment

of sites to models. Since there may well be systematic

differences among the pools of children at different sites,

it would be necessary to have several sites assigned to

each model. With only 2 or 3 sites per model, substantial

differences in the children assigned to various models

would be likely even if randomization were employed.

Since we have so few sites and assignment was not
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random, we cannot assume that the children assigned to

various treatments are sufficiently alike to allow direct

comparisons. A quick glance through the tables in the

previous chapter reveals that, in terms of at least some

variables undoubtedly associated with academic performance,

there are some obvious and pronounced differences., There

is clearly variation among models and among sites within

models in ethnicity, age, mother's education, prior pre*-

schnol experience, and, most important, fall test scores.

It will be necessary to in some fashion take account of

these differences in our analyses. We will never know for

certain, of course, whether our adjustments suffice to

provide fair comparisons of program effects, but we.hope

to make a convincing case for their adequacy.

!Me unbalanced nature of the design in terms of back-

ground characteristics causes partiCular problems for the

measurement of interaction effects. If we wish to relate

program effectiveness to various background variables,

we would like to have the distribution of these variables

similar in the various programs, and representative of the

full range of variation in the Head Start population. As

an extreme example, suppose we are trying to relate model

effects to ethnicity. Since the Pittsburgh model has only

White children assigned to it, we have no data to address
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the question of how its effect varies for different ethnic

groups.

Of particular concern in connection with the lack of

random allocation is whether the Control children differ

in any systematic way from the Head Start children. We

wish to use the Control results to estimate what would happen

to a potential Head Start child if not enrolled in a pre-

school program. Since the selection mechanism is of ne-

cessity different from that for Head Start, there may be

important differences. For example, we note with some

concern the fact that the Control children tend to be

younger than the Head Start children. In fact, there are

a substantial number of very young (less than 4 years old)

children in the Control sample. These may well be waiting-
.

list children deemed not yet old enough for Head Start. The

fact that their mothers are applying so early may indicate

that there is something special about such children. We

really don't know, but w cannot be sure that Control

children are sufficiently similar to Head Start children to

be used toimeasure absolute effects of Head Start. Our

attitude in general will be to compare Controls with Head

Start children, but ,to be circumspect in interpreting the

resultp.

is



approach s impossible to justify unless we have strong

evid4ice that the groups are a kiori equivalent.

The simplest approach which takes some account Of

pre-treatment differeAces is-to compare average gain

scores. A gain score is simply the difference between

post-test.and pre-test scors. ByA9inggain scores we

implicitly assume a mathematical model which states that
4

on the average, if treatment effects were equal, the post-

score would equal the pre-score plus some constant. This

is a very restrictive model. It says, fdr example, that

given the same program, if children with a fall score''of

10 on the PSI obtain 17qn the - average in the spring, then,

children with a score of 20 will on the average obtain 27.

It is rare that a test is calibrated so as to make such an

assumption reasonable.

Gain scores also, of course, take no account of back

ground variables other than the pre-test. Analyses using

gain scores as outcomes and adjusting for other variables

are possible. It seems, however, more natural to use

approaches which are more flexible in the way pre-tests and

other variables are used together.to adjust post-test scores.

Three such approaches are how considered. In describing

them we sl .11 refer to all variables used for adjustment of

the post-test scorec as "cOvariates."
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A simple way of comparing programs is to cross-

classify subjectS on the'basis of the covariates and

directly compare. the errage score's for subjects in the

Same class in the two treatment groups. Suppose, for
r

example, that we stratify children by ethnicity, age, and

pre-test score.' Then Whites between 50 and 55 months of

age with fall scores between 16 and 15 in the two programs

could be direCtly compared. Such comparisons will be

unbiased with respect to the covariates use the crOss-

classification. The-approach is simple and the results

easily undeistandable, but it generates a mass of information

which may be difficult to use.

Suppose we can meaningfully specify a reference popu-

lation (in terms of covariate distribution) which is of

interest (often the entire sample is used for this purpose).
4

Then by appropriately weighting the subgroup means for the

two treatments, we can estimate the average outcome score

which would result from applying each treatment, to the

reference population. This technique:is known as direct

standardization. For example.psuppose we sub-divide

according to sex and pre-score, and obtain the hypothetical

results illustrat6d, in Figure III-1. Note that the overall
\

1

\ post -score mean for Model A is 19.3 and for B is 18.2,
\:)\

even though the mean for each sub-class is at least as high

ft

it
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for B as for A. Now suppose we apply the observed sub-
/

group means to a standardized population' with 25% in each

of te four sub-classes. The standardized mean for Model

A is now 19.0 and for B 19.5. These numbers present a

fairer comparison, in that effects resulting from imbalances'

in sex and prior pre-scorcs have been removed.

The major diffiCulty with sub-ciassification approaches,

including direct standardization, is that in,order to

exercise greater control over biases, we must sub-divide

the sample more ,finely. This leads too fewer Obsgrvations

per sub-group and less precise estimation.

Possibly the, most popular approach at the present time

is' ithe'analysi6 of covariance (ANCOyA). It is based on the
,

assumption that the expected value of an'individual's post-
f

test score is .a linear function of a set of veapirable'

variables. These may'be continuous variables, dummy variables*

representing membership in variousclassificatory groupings.,

or variables representing intera,..:cions among directly

measured variables or tran*Ormations of them. Thus the

expected outcome can in principle be expressed as a function

of dummy variables corresponding to the programs we wish to

*A du y variable is, one which assumes a conventional value
(usual y 1) for all individuals with some specified property
and another value (usually 0) for those without the property.
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Illustration of Direct Standardization*

Model A

Male Female

15.0

(10)

18.0

(15)
/

23,6

(15)

20.0

(16)

19.3

Model B

Male Female

15.0

(20)

..,

19.0

(10)

24.0

(5)

20.0

(15)

10 X 15 15 X 18
rr .

21 X 23.+.11 X.20)
50 50

andardized Mean 19.0 (- 25 X 15 + .25 X 18 19.5

18.2

e-score' S 12

>12

20 10
(76 X 15 + -0- X 19

5
.57 X 24 + 1

-0 - X 20)
0 2

c= .25 X 15 + .25 X 19

25 X 23 + .25 X 20) + .25 X 24 + .25 X 20)

Reference Population

Male Female

.25 .25

.25 .25

or.each sub-class,.the top number represents the corresponding mean
nd the number inTarentheses the sample size.
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compare as well as a variety of covariates. We can

then estimate the relative effects of the treatments

after "adjustment" for covariate differences, estimate

the proportion of total post-test variance explained by

program differences over and above that explained by the

covariates, and test the significance of adjusted program

differences. If the ANOVA model is approximately correct,

it is a powerful and flexible instrument for group compari-

sons. We shall discusd the theory underlying ANCOVA'in more

detail in Chapter VI.

'A common approach which avoids the necessity to specify

a particular mathematical form for the relationship between

outcomes and covariates-is matching. In its simplest form

matching involves finding pairs of subjects in different

treatment groups with effectively identical covariate

values. Any difference between post-test scores of the

members of such pairs cannot be attributed to differences

on the covariates. Eaah.pair provides an unbiased comparison'

between two treatments and by averaging we obtain an estimate of

prOgram difference. Since in practice we
(

can almost never

find exact,ma ches, the efficiency of the matchipg procedure

depends on our ability to find "good" matches. This can

be a serious problem. The most up-to-date.theory on this

subject is by Rubin (1973).
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If the assumptions of ANCOVA are approximately correct,

it uses the data much more efficiently than matching.

Matching, on the other hand, has the athiantage of robust-

ness. That is, it requires almost no assumptions on the form

of the relationship between covariates and post-test scores

to'be valid. Combinations of matching and ANCOVA tech-

niques are also possible. The interested reader is referred

to Rubin (1973) and Smith (1973) .

Effects of Measurement Error on Standard- Analyses

Up to this point in discussing standard approaches

to the problem of accounting for initial differences

between treatment groups, wr 3ve not considered the fact

that what we measure may be only an approximation to a

true variable of interest. Classical measurement theory

(see Lord and Novick, 1968) defines the reliability of a

variable as the percentage of its variance (over some

specified copulation) attributable to variation in the true

score. This notion is meaningful if we assume that the

observed score is the sum of true and error components,
.

where the error has mean 0 and is uncorrelated with the

true score.

Inf general, we ativmuch more concerned About the
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reliability of c -riates than of the outcome measure.

Under the classical measurement model, at least/the random

noise introduced by errors in the post-test score tends

to make our inferences less precise, but does not intro-

duce systematic biases. Error in the covariates, on the

other hand, causesserious problems. In the standardization

approach, for example, we try to create relatively homogenous

subclasses. If our classification is on the basis of

variables measured with error, the subclasses may be less

homogeneous than we believe. Substantial misclassification

may, result in serious biases.

Effects of measurement errors on ANCOVA can be equally

devastating. Suppose that an ANCOVA model using the

(unavailable) true covariate scores would accurately describe

the situation. In the econometric literature1 the equations

relating expected outcomes to true covariates are known

as,structural mations. If we use our observable variables

to fit a linear model, the resulting parameter estimates

turn out to be biased estimates of the structural parameters.

A biased treatment comparison will result, with the nature

of the bias depending upOn the nature of the measurement

error.

In the one covariate situation, Lord (1960) and Porter

(1971) assume the classical measurement model and suggest
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techniques for obtaining fair comparisons. Other recent

, work (De Gracie and Fuller, 1972; Stroud, 1972) has addressed the

question of "correcting" linear models under various

assumptions about the errors. All these approaches are

mathematically complex, and it is not clear at this point

which, if any, are really suitable for educational quasi-

experiments.

Instead of assuming the existence of a true moclel

involving structural equations, we can decide to deal

only with observables, and to build the best model we can.

Under this approach the only,way to insure, against possible

biases is to find covariates with high reliability, as

well as a strong relation to outcomes. This approach has

the advantage of simplicity. A sophisticated statistical

correction which can be implemented only crudely may,well

be more misleading than.no correction at all.

In matching, If there are errors in the covariates,

we will be matching on the basis of possibly incorrect

values. A true match would occur if the members of a

matched pair hall identical true scores. Under the classi-

cal measurement model, an individual's true score on a

variable /Xs on the average somewhere between his obserlied

score and the mean for the populacion from which he is

selected. Thus, two individuals may have the same observed
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score on a variable but true scores which diffe9. If this

variable has an effect on outcome scores, this (unobserved)

difference may affect the observed post-tePt difference.

General Analysis Approach

In this section we discuss the general principles

guiding our analysis plan. If we were dealing with a

carefully designed randomized experiment, the analysis

strategy would derive naturally from the design. Unfor-

tunately, as explained above, we do not have such a situation.

Campbell and Erlebacher (1970) have argued that the problems

caused by lack of randomization combined with imperfect

covariate reliability are virtually insurmountable.

They seem to agree with Lord (1967) that "no logical or

statistical procedure can be counted on to make proper
4

allowances for uncontrolled pre-existing differences

between groups." CertaiAly there is no substitute for a

randomized experiment, but we feel that the "randomization

or bust" reaction is overstated. By applying several

alternative analysis strategies to Our data, we feel it

will be possible to obtain a fair assessment of the relative

impacts of various preschool experiences. Each of our

\ analyses will have its own strengths and weaknesses in terms
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of the ability to detect real "effects." Each depends

for its validity on a set of assumptions. These assump-

tions correspond to certain mathematical models which

,describe aspects of children's learning processes. We

shall try to make the assumptions and corresponding models

as explicit as possible, so that the reader can judge for

himself the validity of the various analyses. At the

very least, it should be possible to make conditional

---ihferebaeicat th4-form "it-assumption A is true7-hypothesis-

B is supported by the data." Moreover, the pattern of

results from the whole set of analyses will hopefully give

us more insight than would be possible with a single

analysis strategy. In particular, for any one analysis,

it is quite possible that a mathematical artifact will

pass for real effect. It is far less likely that an

effect which shows up in several analyses based on different

mathematical models is an artifact.
-N*

Use of multiple analyses, then is one of the principles

guiding our analysis plan. Another principle is conservatism.

Like Smith (1973), we intend to be cautious and conservative

in declaring differences among models. We would rather risk

missing a marginally significant difference than declare

a difference significant when it really is not. There are

two main reasons for this policy. First, on'the basis of
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both otIr own intuition and Smith's results, our expectation

is that relative to the no-preschool condition, Head Start

programs are quite homogeneous. Second, because of the

implementation problems alluded to in Chapter I, we can

never:be sure that apparent effects are really the result

of programs. In comparing models, we assume a strong common com-

ponent tl the experiences of children in a given model.

In reality, a model is a complex combination of the

sponsor's original conception and many factors which

affect its implementation in a particular sitecor class.

In many ways it is preferable to consider the model-site

combination as the treatment. Thus we shall look for

effects which are consistent not only across analyses,

but also across sites within models. Unfortunately, one

or our models (REC) was implemented in 1971-72 at only

one site (Kansas City). Although the data from this site

will be analyzed and results presented, we-shall not draw

any conclusions about the REC model's relative effectiveness.

A third principle underlying our analyses is an

emphasis on estimation of effects rather than formal

testing of hypotheses. We feel that the resulting infor-

mation is more useful. Given the large sample sizes with

which we are dealing, statistical significance may be

achieved by an effect which is educationally insignificant.'
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It is of course important to know whether an apparent

effect could be the result of chance variation. In the

setting of a complex quasi-experiment with multiple

analyses, however, this is no easy matter. We can,

in effect, use our data to test many hypotheses, using tests

that are often not independent. Thus, even if the mathe-

matical model underlying a testing procedure is correct,

the formal significance level is illusory. There really

is no true significance level. Significance levels should

therefore be used as suggestive indicators rather than

formal certifications of real effects.

In the next four chapters we attempt to implement

the analysis plan discussed in this section. In Chapter IV

we describe a "ranking analysis" which is intuitive and

valid under minimal ass4mptions, though possibly conser-

vative in detecting effects. In Chapter V we present a

esidual analysis" which attempts topartition the

observed gains for different models into a part attri-

/butable to natural maturation and a residual attributable

to program effects. Chapter VI describes a conventional

analysis of covariance. Chapter VII discusses a "resistant

'analysis".less sensitive to certain departures from the

assumptions on whi.ph ANCOVA is based. The analyses

described in ChaptersIV, V and VII have not to our knowledge

been used before in educational evaluation. We hope others

may find these approaChes useful additions to the standard

"bag of tricks" described above.
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Chapter IV

RANKING ANALYSIS

Theory of Ranking Analysis

The ranking analysis is simple, intuitively appealing,

and valid under minimal assumptions. It does not, however,

provide a precise numerical measure of program effective-

ness and may be conservative in detecting model differences.

The other techniques described in this report provide more

precise measurements at the cost of more stringent assumptions.

The ranking analysis is based on the idea that if

two individuals,are exposed to equally effective grog

the relative order of the individuals in terms of_their

true scores on a measure should remain the'saine from pre-'

to post - test.--.. Suppose; that each individual'hatftrue.

score T which is an.increaSing function of time. Suppose

further that we can measure the true scores of two individuals

(say individual 1 and individual 2) in different programs

at two points in time (t1 and t2). The relative order of

these two individuals may remain the sane (see Figure IV -la)

or be.reversed (see Figure IV -lb).'

In order to judge whether individual 1 has gaihed

relative to 2 in situation (a), we would need some notion of
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the kind of growth patterns we would expect under the "null

hypothesis" of no program differences. Without this know

ledge we can make no inferences from (a).

in situation (b), on the other hand, it is clear that,

'1 has gained relative to 2, since he started below but

ended above. Not that this argument is plausible regard-

less of any differences in the individuals'. background

characteristics. Individual 1 may be below 2 at time ti

for any number of reasons (e.g. younger, mother's education

less, less prior preschodl experience). It seems reasonable

that whatever factors cause him to be behind at t1 will

continue to operate so as, to keep him behind at t2, unless

he is exposed to a more effeCtive program. If programs are

equally effective, the developmental process may be m...ch as

to change the difference between scores over timebut it

seems unlikely that the growth curves will cross..

Basically, then, we assume that situations like (b)

are evidence for differential program effects. Of course,

there may be meaningful effects with (a), but we must rely

on other analyses to detect them.

Let us now extend the above argument to the case of

several models* andSeveral individuals per model. Suppose we rank

*Recall that we consider the NPV sites pooled together as a
model.
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order the entire sample for both the pre-test and post-

test. Let the individual with the-highest score have rank

1, the second highest rank 2, and so on. IfNa particular

modl is effective (ineffective), then the ranks of the

individuals in that model should tend to decrease (increase)

frOm pre-test to post-teit. Looking at the average rank

on pre- and post-tests would be a simple way of assessing

program effectiveness.

There is only one possible flaw in this argument.

Suppose there are strong interactions between the relative

effectiveness of the programs and some characteristic of

individuals. Then the individual differences may be con-

founded with program effectiveness. For examplce, suppose

program A is highly effective for boys but not for girls,

and B is highly effective for girls but not boys. Then

the observed relative effectiveness of the two prograMs

will depend on the proportions of boys and girls in the

two programs.

Even assuming there are no interactions between

program effects and child characteristics, there is still

another serious problem in implementing the above approach.

We know that the reliabilities of our measures range from

about .6 to .85, Thus, the observed rankings of individuals

would be determined in part by random error variation.
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To explore mathematical models to describe this situation

would be a useful exercise, ,and might lead to statistical

procedures which could be used to test the significance

of observed rank Changes. At present, however, no such

procedure is available,,and we have therefore taken a some-

what different tack in dealing with the problem of less

than perfect reliability.

Often the reliability.of certain group means is high,

.even when the reliability for individuals is quite low.

By using the classroom, or sitepas our unit of analysis

instead of the individual, we may obtain higher reliability

at the cost of fewer degrees of freedom. Since there is no

sampling theory,t0 provide significance tests, having a

large number of degrees,df freedom is not especially useful.

We felt that our primary goal must be to achieve virtually

perfect reliability. Site means met this requirement

reasonably well.

The reliability of site means depends op the reliability

of the test for individuals, the number of individuals per

site' and the percentage of total individual variance which

lies between sites. Thus measures Will vary in terms of

the reliability of site means, and the closer the relia-

bility is to 1.0, the more confidence we will have in the

analysis. For more detail on the way site mean reliabilities
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were estimated, the reader is referred to Appendix B.

Using site means still leaves us with the problem

that if model effectiveness is related to child character-

istice.site variation in terms of such characteristics

may come to be confounded with program effects. To get

a partial handle on this problem, we performed the ranking

analysis not only for the whole sample, but also for

varicAs sub-samples. We performed separate parallel

:Analyses for Blacks only, Whites only,Mexican-Americans

only,.males, females, ohildren with prior preschool

experience and children with no prior preschool experience.

If model effectiveness were strongly related to background

characteristics, we would expect substantial differences

in the results of these various analyses. By and large,

the results were quite consistent, increasing our con-

fidence in the validity of the ranking procedure applied

to the whole sample.

In declaring a model particularly effective (or in-

effective) on the basis of this analysis, we will take into

account both the amount of the improvement in site ranks

from fall to spring and the consistency across sites within

a model. Note that since we are banking on virtually

perfect site-mean reliability, we do not, in theory,expect

any "random" component to the changes in rank. However,



since reliabilities are not actually perfect and there may

be some interaction effects, We must expect a little

variation not attributable to programs. Moreover, sites

starting out low have more opportunity to improve their

position "by chance," and sites starting out high have

more opportunity to lose ground. Also, since the distri-

bution of site mean scores is probably most concentrated

near the center of the distribution, we would expect more

change for sites hearer the center. It is difficult to

weigh these factors. Our judgments are subjective, and the

reader is encouraged to draw his own conclusions from

Tables IV-1 through IV-9.

We conclude this section with a succinct reiteration

of the two assumptions on which the validity of the

ranking analysis depends.

Assumption 1: Developmental growth curves (in terms

of true scores) for two site means will not cross during

the period of program exposure unless the programs at the

two sites differ in effectiveness.

Assumption 2: Site means have high enough reliability

that the ranking of observed means is virtually identical

to that of true score means.
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TABLE IV -1-

RESULTS OF PSI RANKING ANALYSIS

1 as Highest Site Mean
40 Is Loweit Site Mean

r8 -.90

PV NPV

SITE FALL SPRING PALL SPRING

2.0.4 14 -7

2.09 20 17

2.13 24 18

`3,05 , 17 21
3.08 6 5

3.09 27- 29

.3.16,- 18 16

5.10 -1 14'
:5.11 40. 40

-.5.12 39 38

-7.11 9 6 13
7.14 12 '3 4 8

8.04 22 12 36 35
-8.08 . 23 34 21 23

9.02 32 37

9.04 2 2

9.06 25 24 '19 20

.10.02 15 19 11 11
10.07 16 22 5 9
10.11 37 31 30 .32,

.11.06 33 36 35 39
'11A8' 10. 10 13 15

-12,03 34. 25
-.12.04 .7 v 4

II

20.01 26 27 38 28

27.02 31 30
27.03 1 29 26

-.27.04 3 1

27.05 28 33,

19.8 20.5
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TABLE IV-2

RESULTS OF PPV RANKING ANALYSIS

1 = Highest Site.Mean
40 In Lowest Site Mean

100.

r8-,.88888 ..

PV NPV

SITE FALL SPRING FALL SPRING

12.04 5 , 3

2.09 7 12 ,

2.13. 15 10

3.05 19 16
3.08 10 13
3.09 23.5 27
3.16 9 6

5.10 16 24
5.11 37 36
5.12 34 34

7.11 20 21 17 19
--

7.14 8 7 40 17

*8.04 14 14 31 33
8.08 29 31 23.5 30

9.02 35 38

9.04 2 2

9.06 22 20 18 11

10.02 3 5 6 8

10.07 25 29 12 9

10.10 39 32 33 37

11.06 38 39 32 40
11.08 13 15 11 18

12.03 30 22

12.04 4 4

20.01 27 23 36 28-
27.02 26 35
27.03 21 25.

27.04 3. 1

27.05 28 26

23.3 22.2



TABLE IV-3

RESULTS OF WRTC RANKING ANALYSIS
1 7

1 Higheit Site Mean
40 Lowest Site Mean- res.8

PV NPV

SITE FALL SPRING FALL SPRING

2.04 20 16
2.09 15 20.
2.13 25 26

3.05
3.08 9 9 18 23.

3,09 27 21

3.16 24 25 ,/

5.10 3 5

5.11
5.12

40
36

39
37

7.11 10 12 14 18 -

7.14 1 2 4 1

.8.04 31 7 2 §
33

8.08 22 15 23 17

9.02 39 38

......

9.04' 5 .3

9.06 21 28 26 29

10.02 11 19 17 6

10.07 8 8 13 13

1/0.10 16 24 19 36

11.06 30 22 34 34
11.08 6 10 7 14

12.03 37 3
12.04 12- )

20.01 33 31 38 4o

27.02 28 / 27

27.03 V 35 35
27.04 2 4

27.05 32 30 -
20.1 22.0
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TABLE IV-4

RESULTS OF WRTR RANKING ANALYSIS

1 ms Highest Site Mean
40 m Lowest Site Men.

102.

r8. 60

t}

PV NPV

SITE FALL SPRING FALL SPRING

2.04 18 13 .

2.09 10 26 0

2.13 17 18

3.05 21
3.08 12 5
3.09 39 29 ,

3.16 23 22

5.10 6 11

5.11 36 34

5.12 32 36

7.11 16 21 11 g8
7.14 1 2 40 16

8.04 19 3 34 39
8.08 31 19.5 25 19.5

9.02 37 38
9.04 4 7

9.06 24 27 28 24

10.02 8 9 9 12
10.07 3 25 35 10
10.10 33 33 27 37

11.06 26 14 13 1 23
11.08 7 8 5

I
6

12.03 30 15
12.04 14 1

20.01 20 17 38 40

27.02 15 32
27.03 29 35
27.04 2 4

27.05 22 30

23.8 23.8
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TABLE IV-5

RESULTS Or WRTN RANKING ANALYSIS

1 as Highest Site Mean
40 Is Lowest Site Mean .

103.

r$". 79

.ffirrac

PV NPV

SITE FALL SPRING SPRING

2.04
2,09
2.13

345
3.08 12
3.09 16 19
3.16 17 10

10 17
3 16

11 18

5.10 1 5
5.11 37 39
5.12 24 31

7.11 20 8 33 24
7.14 8 11 26 26

14

8.04 31 9
8.08 14 21

2 9
30

37
3,5

9.02. 40
9.04 3
9.06 32

10.02 7
10.07 27
10.10 28

40
3

33 15

12
25 18
29 38

27

11.06 21 22
11.08 19 2

12.03 23 23
12.04 9 15

20.01 25 20

36
13

35

27.02 i 34 30
27.03 ! 22 28
27.04 5 7
27.05 39 36

6
13
38

32

34

23.6 24.2



TABLE IV-6

RESULTS OF WRTD RANKING ANALYSIS

1 0 Highest Site Mean
40 Lowest Site Mean

104.

PV NPV
-...--...

. SITE FALL SPRING

-1
FALL SPRING

2.04 13 , 37 e
..

2'1.09 7 19,5
213 11 18

305 14
.

19.5
3;08 9 11
3.09 17 22

,

3.16 19 15

'5.10 13

5.11 30 38

5.12 40 37 -

7.11 22 2 23 25

7.14 6 1 10 10

8.04 21 35 39

8.08 24 9 34 23

9.02
9.04
9.06 32 30 18 26

10.02 5 16 12 14
10.07 15 12

10.10 28 32 39 34

11.06 27 27 33 31

1.08 8 20

12.03 24
12.04 16 4

20.01 36 29 c 25 33

27.02 26 28
27.03 29 36

.

27.04- 1 3
0

27.05 37 35

1
A.

23.2 22.7



TABLE IV-7

'RESULTS OF_ ITPA RANKING ANALYSIS

3. el Highest Site Mein
40 Loweet,Site keetn

SITE FALL

PV

SPRING

2.04 32
2.09 . 21
2-.13 2

,3.05
3.08 1
3.09 26
3.16 27

5.10 35
'5.11 24
5.12 37

7.11 13
7.3.4 11

. 6
22

FALL

105.

r 1.1..113

NPV

SPRING.

1
25
36

10
110

39

36 . 214

11 4

9 8
. 2
32

8.04 16 20
'4.08 .34

30.E
31 37
17 26

9.02 22
9:04 5
9.06 39

29 .

30.5

'1.0.02 3
10.07 25
10.10 29

7
16
23

.11.06 18 14
`11.08 10 8

12.03
12.04

40

6
30
23

33
7

38 18.
28 19

20.01

27.02
27.03
27.04
27.05

12
1.111

27 20

12

3

33
15

17
. 5

13

15
14
9

19

38
34

4

35;--+ 441..
1 11111 I 11 1111111 I I I 1



TABLE IV-8

RESULTS !;or t*TS, RANKING ANALYSIS

1 NI Highest Site Heart.'
40. ix Lowest Site Mean p ran. 66

PV NP V
N.11.111110.1.1.11

-SITE FALL SPRING FALL SPRING

2,04
2.09
2.3.3

15
19
24

14
27
15

3:f
3.08
3.09
3.16

7
38
36

17'
21

20

-i
5,10
5.11
5.12

23
27
35.

9
39
38

7.11
7.14

10
3

6 a 9,
12

22
16

8,04
8.08

17
39

8
28

25
37

34
24

9.02 .

9.04
9.06

29
5

28

36
11
31 22 23

10.02
10.07

,10.10

6

31

10,
18
32

2
18
32

12
3

35

11.06
11.08

16 29
.

13
8

nml.Qb..u..o....o..I..I...wrlirw

19
'13

12.03
12.04

30
14

25
5

20.01 11 26 33 30-

27.02
27.03
27.04
27.05

I 21
1

26-7

37
2

3



Table IV-9

Results of Ranking Analysis for

Control Children

1 Highest Site Mean

43 = LowebtSite Mean

F = Fall

= Spring

107.

Si. ' PSI : PPV-- 1 WRTC WRTR. ' WRTN WRTD

F S. , S S F S

2801 37 42 A 36 24

9--

37 42 43 40 40 43 43

2802 28 38 27 30 31

1

.41 37

i

42 7 30 25.5 38

2803 24 29 11 15 17
.

24 27, -25 5
.

31 25.5 33
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Results of Ranking Analysis by Test

In this section we present a brief summary of the

results of the ranking analysis for each test. An overall

summary of the ranking analysis with more interpretation

of the results will he provided in the following section.

In order to estimate the relative effects.of various

models on a given test, we calculated the'fall and spring

ranks for all Head Start sites. These are displayed in

Tables IV-1 through IV-8. Recall that the site with the

highest mean is given rank 1 and the loWest rank 40..

Thus a decrease in rank is evidence that a site has improved'

its position relative to the other Head Start sites.

As a rough measure of how much change ,has occurred

overall, we have computed for each test the Spearman rank

correlation (rd between the fall and pring rankings.

The rank correlation measures the degree of similarity

between two rankings of the same set of 'objects. Thus

a value of ts,near 1 would indicate that the relative

position of the sites ha$ changed little from fall to

spring, implying that model effects are quite homogeneous.

While we do.not wish the Control results to influence

our inter-model comparisons, we are interested in how the

Control children perform relative to the Head Start children.

We therefore calculated the ranks out of 43 total sites that



109.

would-have been occupied by the 3 Control sites had they

been included with the 40 Head Start sites iL the analysis.

These results appear in Table IV-9.

Since there are 40 Head Start sites, the expected

rank for a randomly selectpd situ would be 20.5. If the

NPV sites as a group do not dif2er from the PV sites, we

would expect their average rank to be around 20,5 in both

fall and spring.' By looking at the average ranks for the

NPV sites, we can get an idea whether they differ from the

PV site's in initial level or effectiveness.

Preschool. Inventory. We estimate the reliability of site

means for the PSI to be between .98 and .99. The fall-

spring rank correlation is .90. The mean rank for the

NPV sites is 19.8 in the fall and 20.5 in the spring.

Looking now at the individual models, we find.that

Oregon and Pittsburgh show rank decreases (i.e., improvement)

in both of their sites, and Far.West in all 3 of its sites.

Thus there is evidence that these 3 models are particularly

effective in improving PSI scores. No model seems con-

sistently ineffective, though Bank Street is something of

A puzzle. In the fall, one Bank Street site (Tuskegee)

has the highest mean of all 40 sites, while the other sites

(Wilmington and Elmira) have the lowest means. The rank

for Tuskegee slips from 1 to 14 in the spring, while
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Wilmington and Elmira remain near the bottom. Althoud4 the

,dank Street performance is rather poor, the fact that

two sites start out so low leads us to suspect that some

peculiarities of these sites may be more responsible

thaw the model.

All 3 Control sites experience substantial increases

in rank from fall to spring. This implies that Head Start

programs were generally more effective than the Control

"program" in raising PSI scores.

Peabody Picture Vocabulary Test. We estimate the site mean

reliability of. the PPViio be between .97 and .99. The

rank correlation between fall and spring is .88. Mean

ranks for the NPV sites are 23.3 in the fall and 22.2 in

the Spring. No m el stands out as particularly effective

or ineffective in raising PPV scores. Of the Control.

sites, one degrea es in rank slightly, and .the other two

increase slightly On the whole, the..Control sites appear

no less:effective than thellead Start sites.

WRAP Co Mark:. As explained previously, the WRTC

suffers from floo effects, so that the classical measurement

model underlying ur reliability estimates is probably

inappropriate. T its comment applies to the other WRAT

11

3

`subtests as well. Thus, although we-calculate the site



meanreliability as .98, we are not sure that this figure

is really meaningful. The fall-spring rank correlation is

.85. The mean ranks for the NPV sites are 2(%.1 in the fall

and 22.0 in the spring. The Kansas model stands out strongly,

as both sites improve their positions dramatically. There

is also a suggestion that the Pittsburgh model may be

particularly effective, and the Florida model ineffective.

All 3 control sites have much worse positions in the spring

than in the fall.

IshlunolinareetisiolA Our best estimate of site mean

reliability is around .96. The rank correlation between

fall and spring is only.60.' The mean rank for NnV sites

is 23.8 in both fall and spring. The'AritOna, Kansas and

4\
Pittsburgh mpdels seem particularly effectivend the

'

Enabler model particularly ineffective. Thereisa suggestion

that High/Scope and. Oregon are ineffective. Of the 3

Control sites, one,decreases slightly and two 4,ncrease

slightly in rank from fall to springi,

WRAT'Naming Letters. Site mean reliability is estimated at.

.96. The fall-spring rank correlation is .79. The mean

ranks for NPV sites are 23.6 in the fall and 24.2 in the

spring. Far West and Bank Street seem relatively AneffeC-

tive. The Control sites do very poorly.
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WRAP Reading The estimated site mehn reliability

is.only.92.- The fall-spring rank correlation is .75.

Mean ranks for the NPV sites are 23.2 in the fall and 22.7

'in the spring. The Oregon, Kansas, and Pittsburgh models

perform very well. Far West and Florida do poorly. The

Control sites also perform poorly.

ITPA Verbal We estimate the site mean

reliability to be between .95 and .98. The fall-spring

rank correlation is only .43, indicating either that our

reliability estimate is inflated, or that there is con-'

siderable variation in program effectivenesb among sites

(and possibly models). Mean'ranktir the NPV sites are

21.3 in the fall and 18.3,in the spring. The Pittsburgh

model appears most effective. There is a suggestion that

Oregon and EDC are also effective, and that the Enabler

model is ineffective: The ITPA was not administered to

the Control children.

ETS. The estimated site mean reliability is .98.' The

fall-spring rank correlation is .66. Mean ranks for the

NPV sites are 19.2 in the fall and 10.9 in the spring.

Oregon, Kansas, and Pittsburgh seem particularly effective,

High/Scope seems ineffective. The ETS was not administered

to the Control children.
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Sumroarnf' Rarkisg Analysis Results

In Chapter I we stated the three major questions on

which our analyses will focus. In this section we present

what evidence the ranking analysis provides bearing on

these questions.

/1. To what extent does a Head Start 'experience

accelerate the rate at which disadvantaged pre

schoolers acquire cognitive skills?

Our evidence here comes from the perform&nce of the

Control sites relative' td the Head, Start' sites as a whole

(PV and NPV). Of, the six tests for which we' have data on

both groups, the Control bhildren clearly lose ground

relative to the Head Start children on four (PSI, WRTC,

WRTN, WRTD). On the PPV, Had Start' and Control children

perform comparably. The PPV measures very general skills

which are perhaps not easily taug t in a pre-school program.

On the WRTR, two Control sites (Hunt ville and Sacramento)

drop from near the bottom to the bottom two rungs. The

third site (San Jose) has a rank of 27 in the fall and 25_

in the spring. Tables 11-15 and 11-16 indicate, however,

that because of the ceiling effect, there is little

variability in spring site means. Many childreh are at the

maximum score of 10. Thus the exact ranks have little

meaning, since a difference of a few tenths of a point may



correspOnd to a large difference in rank. This also proba//bly

explains why the rank correlation for the WRTR is only .60.

The upshot of all this is that we do not have very good

evidence on whether Head Start is effective in teaching

the ability to recognize letters.

2. Are the Planned Variation models, simply by virtue

of sponsiorship, more effective than ordinary non-

sponsored Head Start programs?

The evidence here is that overall PV and NPV,Isites are

very comparable. The NPV sites as a group perform just

about the way we might expect a randomly selected subset

of 12 out of the 40 Head Start sites to do. In fact,

according to the theory behind the Wilcoxon test (see e.g.,

Snedecor and Cochran, 1972), under this null hypothesis

the mean NPV rank for a given test would have an approxi-

mately normal distribution with mean 20.5 and standard

deviation 2.8. Since fall and spring rankings are not
_

independent we cannot formally test the significance of

mean rank changes. It is worth noting, however, that

the NPV means for all tests, both fall and spring, lie

comfortably within 2 standard deviations of 20.5.

3. Are PV models particularly effective at

imparting certain skills?
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Table /V-10 presents a summary based on the inform -

Lion in Tables rv-1 through 1V-9. There are a fair number

of apparently strong positive or negative model "effects."

In terms of tests, most of these effects (18 out of 22)

occur in .4 of the 8 tests (PM WRTR, WRTD, ETS). These

tests maybe more sensitive to program differences.

In terms of models, it is interesting that of the 15"

positive effects, 12 are for the "academic" models (Oregon,

Kansas, Pittsburgh), which also show no negative effects.

Moreover all 8 ++'s a e for these models. Thus, we have

at least tentative evidence suggesting that the academic

models may be generally more effective in transmitting

acaderhic skills. Thifd may be the result of a test battery

moreisensitive to model differences, but we withhold final,

judgment until we have the results of our other analyses.

Beeides the three academic models, the overall performance

of the Arizona model is also somewhat encouraging.

Arizona does not do really poorly on any test, and does

well on.the WRTR and ETS. No model does consistently

poorly across the board.
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Table IV-10

SUMMARY OF RELATIVE MODEL EFFECTIVENESS
BASED 0N" RAKING AMALYSIS*

f+ Indicates model appears to be highly effective.
+ Indicates evidence for above average effectiveness.

Indicates evidence for' below, average effectiveness,,
Indicates model appears to be highly ineffective.

Model . PSI PPV WRTC WRTR WRTN WRTD ITPA ETS
t

Far West + -- --

/4izona

lank Street

+

-

+

Oregon + ++ +

Kansas ++ ++ ++ ++

High/Scope , -

Florida

EDC

Pittsburgh + ++ ++ ++ +

Enablers -

* REC not included because with only one site we felt it
unfair to draw any conclusions.
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RESIDUAL ANALYSIS

117.

Introduction
lo

The ranking analysis makes rather minimal aesumptions

on the nature of children's growth processes and how they

Are affected by the HSPV programs. It results in useful,

inferences about relative model effectiveness; but does

not provide a precise numerical measure of program effec-

tiveness. The "residual analysis" described in this chapter

makes more stringent assumptions on the nature of growth

processes and tries to provide a precise measure of the

absolute effect of a Head Start program.

The basic idea is to estimate for each child the spring

test score he would have obtained had he not been in a pre-

school program. Comparing this projected spring score with

his actual fall and spring scores, we can estimate how much

of his growth is the result of "natdral" maturation and

'how much is a residual effect attributable to the prram

in which the child was enrolled.

Smith (1973) used this approach to estimate overall

Head Start effects. We have refined his method and provided

more theoretical underpinning. The basic theory of thgt

residual analysis is presented heuristically in the follow-



118.

ing section. The statistically sophisticated.readeris

referred to the more mathematical discussion in Appendix D.

Theory of Redidual Analysis

The major assumption underlying the residual analysis

is that. variation displayed by fall test scores in our

sample reflects developmental trends over time.- More spe-

cifically, suppose we could look at a iub-!sample with

identical values of all background characteristics

except age. Suppose we observe the mean

score for such individuals in our sample,as a function of

age. Then we are assuming that the resulting curve is.

Very similar to the natural developmental growth curve

for such children as they grow older.

In general this will be true lnless our sample has

selection biases which imply a relationship between age

and ability. Suppose, for example, that the younger children

in our sample tend to be particularly.clever as a result

of the way the sample was selected. Then'children who are,

say, 52 months old at fall testing will on the average do

better at spring testing (say 6 months later)'than those

children in our sample who are 58 months old in the fall

do in the fall.
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As an introductiOn to the full-blown'residual analysis,
we first present a more intuitive'.graphical analysis which-

will provide a rough idea of theNwerall effectted Head.

Start. Suppose we graph the mean outcome score for :a

particular group of Head:Start children as a Zurictidn:of

age for both fall fnd spring. Figure V-1, for.example,

presents the results on the PSI for all children-with no

priorjlre-school experience. We have divided the sample

Lao 3.month age groupimis and plotted the mean ,for each

group.

If Head Start had no effect for these children, we

would expect the fall and spring curves to be sAMilar. Of

course' some age groups may turn out to be a bit cleverer

than ,others,and there will be sampling fluctuations so

that the curves will not be identical, even if Hce.d Start

-Kombno effect. Suppose, how ever, we find that the spring

curve is consistently above the fall curve. Then unless

there is a selection effect in the sample implying a

consistent negative relationship between ago and-ability,

ue have evidence that Head. Start' has raised the level of

the growth curve. The difference between the curves pro=

vides. a rough estimate of the value added-by-Head Start

over and above that expected on the basisofilatural

maturation.
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For example, according to Figure V-1,' children with no

prior preschool between 51 and 53 months of age in the

fall averaged approximately 11.3 on the PSI. Suppose for

simplicity that there were 7 months between fall and spring

testing for all children.* Then we would expect these

children to obtain an average score in the spring of about

14.5 without Head Start. Their average spring score was

in fact about 16.5. The difference of 2 points represents

a residual effect, possibly attributable to Head Start, over

and above the expected natural growth.

The results of the various graphical analyses we

carried out are diffiquit to summarize verbally. The

interested reader is referred to Appendix C, where the

resulting graphs are presented.

If in fact certain age groups are cleverer than others,

such differences in ability may be at least partially

associated with various background characteristics. Thus,

selection biases can be reduced by carrying out the

graphical analysis on various sub-classes of the total

sample. For example, one sub-class might be Black males

with prior pre - School experience. The difficulty, of course,

is that the more refined we make our subclassifications

the smaller the sample sizes become and the more complex

*The actual time varied from 6 to 9 months.
I
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the interpretation. Thus, the growth curves would be

3stimated very imprecisely. One way to avoid this

dilemm a is to define a mathematical model to describe

the developmental pr9cess which, if correct, makes more

efficient use of the data. This brings us to the full

residual analysis.

Our first task is to build a mathematical model to

enable us to predict the expected value of the test score

of a child not in any pre-school program on basis of

his age and other background characteristics. We do this

by the technique of regression analysis. The details are

described in the next section.

Suppose, now, that we have such a model Then for any

child in our sample we can compute d , the increase in

score he would be expected to achisve between fall and

spring testing on the basis of natural maturation. This

is dope by up-dating his age the appropriate number of

months, leaving other background variables unchanged,

and calculating the effect this would have according to our

model.

For example, let Y and Y' represent fall and spring

test scores respectively. Let AGEl'be the age at fall

testing, and MOMED be the number of years of mother's

education. Suppose our regression model is given by
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Y' 4 .1 X AGE + .1 1: MOMED.+ e (5.1)

where a represents random error. In this case is simply

.2 times the number of months between fall and spring testing.

Having calculated 4 , we can calculate an estimate of

the child's expected spring scope in two reasonable ways.

One is to simply add LI to the observed fall score (Method 1).

For example, suppose we haVe the model described by equa

tion (5.1), that there are 7 months between tests, and that

for a given child AGE1 is,50, MOMED is 10, and his fall

score is 17. Then:

Meth6d 1 Expected Spring.Score = Y 17 + .2 X 7 - 18.4

The second way (Method 2) to estimate the expected

score uses the regression model directly. We simply

substitute the appropriate values of backgroun4. variables

(including the age at spring testing) in our regression

equation. We obtain an estimate of the expected score which we

shall call Note that if.we do the same thing using the

age at fall testing, we obtain a predicted fall score

which is what we would expect the individual to have achieved

in the fall on the basis of his background characteristics.

Because the regression model is linear, the Method 2

expected spring score is mathematically equivalent to adding L-



to the predicted f 11 score rather than the actual

fall score.

Thus

In our example

= 4 +. .2 X50 + .1 X 10 = 15

qium 4 + .2 X 57 + .1 X 10.= 16.4

Method 2 Expected Spring Score= Y'

= 4 + .2 X 57 + .1 X 10

= (4 + X 50 + .1 + 10),+ .2 X 7

= +

124.

Finally, the residual attributable to the child's

program for each method is the difference between the

observed and expected spring scores. Thus, for Method 1

we have

S

1

and for Method 2

(Y + A ).

r
2
= Y' -, = Y' - (14- A )

Thus in our example, suppose the spring score is 19. Then

we have
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r
1
m 19 - (17 + 1.4) + .6

r
2 19 16.4 =2.6

Note that if the regression model were exact (perfect

,.prediction, no error variance) and the, testperfectly

reliable, then the two methods would.be equivalent and

would perfectly estimate the "true" effect. In a real

situation the tradeoff between the two methods hinges on

whether the observed or predicted fall test is a better

estimate of the true fall test score. Roughly speaking,

higher test reliability favors Method 1 (using the observed

fall score), while more accurate regression equations favor

Method 2 (using the predicted fall score). The existence

of this tradeoff suggests that a weighted combination of

the estimates provided by the two methods may be optimal.

We shall have more to say about the appropriate weighting

in the next section. A more theoretical discussion of

the issue is presented in Appendix D.

We can compare various Head Start programs by estimating

the mean residuals for their program groups and comparing

them. Since the residuals reflect the increase in score

beyond that expected on the basis of natural maturation,

they provide an absolute measure of program effect. Thus

the "effect" for the Control "program" can also be calculated
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and used as a check on our methods. If the Control chipren

really are similar to Head Start children in the fall,

we would expect theLr residuals to average close to zero.

That is, we would expect their 'spring scores to reflect

only maturation. If the Control residuals are substantial,

there are at least three possible explanations. There may

be some sort of test sensitization or practice effect;

some of the Control children might actually be involved

in a preschool program; or there may be a selection bias

in the fall sample causing us to underestimate the slope

of the growth curve. If the slope is underestimated, we

underestimate the projected spring scores and overestimate

the residuals. The upshot of this discussion is that small

residuals for the Controls is evidence that our technique

is working as it should. Lar4e residuals are troubling,

since they may mean either that the analysis is in some way

incorrect or that our Control children fail in some way to

be legitimate controls.

In concluding this section, let us summarize the two

major assumptions on which the residual analysis is based.

Assumption 1: The relationship between fall test

score and age in our sample accurately reflects the develop-

mental process occurring over time.

Assum2tion 2: A linear regression model adequately

represents the relationship between fall test score and
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background characteristics (including age)s

In the following section we describe the way in which

the'regression models used in the residual analysis were

deVeloped.

.regression Models

In this section weidescribe the derivation'of the

regression equations necessary to implement the analysis

approach described in the previous section. These equations

are also of some interest in their on right as descriptive

statements about the developmental process for young children.

We attempted to build the best possible model to describe

the relationship between expected outcome scores-and our

measured background characteristi60 in the absence of

program effects. To do this, we tried to explain as much'

variance as possible in the pre..test scores with the measured

background characteristics. BI performing regression

analyses using fall scores for the entire Head Start

sample as the dependent variable, we eliminated program
/

effects. Moreover, the sample size was large enough to ensure

accurate estimation.

We began with some exp oratory regression analysis

involving as independent v riables a wide variety of back-



128.

ground variables, including age (AGE 1), sex (SEX),

Mother's education (MOMED), ethnicity (ETHBL, ETHWHITE),

family income (FAMINC), first language (FLANG), prior

preschool experience (PS, PSMNTHS), household size

(HHSIZE), and sex of the head of household (SEXHH). From

here on we will often for convenience, refer to the abbre-

viations for variables defined in Appendix A, where the

exact coding for all variables can also be found.

For all tests it was found that restricting attention

to AGE1, SEX, MOMED, FLANG, and the ethnicity and prior

preschool variables lost very little in terms of R2, the

proportion of fall score variance which could be explained.

We were concerned that the effects of first language and

prior preschool might be particularly complex. We therefore

decided to divide the total sample into the following 4

exclusive groups, and to fit a separate regression model for

each group:

Group 1: FLANG

Group 2: PSNHS

Groilp 3: NOPS

Group 4: PSHS

: First language not English

Non-Head Startprior preschool experience

: No prior preschool experience

1 Prior Head Start experience

There are a few children with prior preschool ex-
*

perience whose first language was not English, but since
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the sample was rather small to begin with, we did not

separate them out. A dummy variable indicating previous

preschool experience was, however, included in the

regression for Group 1.

In all 4 groups we eliminated from the analysis the

very few children who were not Black, White, or Spanish

American (Mexican American or Puerto Rican). Since Group I

was comprised almost entirely of Spanish Americans, we felt

the results would be more meaningful if the others were

eliminated. The analyses for Groups 2 and 3 contain dummy

variables for both Black (ETHBL) and White (ETHWHITE).

Group 4 had nearly all Blacks and Whites, and the analysis

included a dummy variable for Black only.

Note that for children with some prior preschool

experience, their "natural" developmental process may

have been altered in a variety of ways. Thus, although our
40,

approach is probably most suitable for Group 3 (which in-

cidentally comprises about 20 of the sample), we have

decided to carry through the analysis for the other groups

as well, but to be somewhat careful in interpreting the

results.

In addition to the basic variables themselves, all

2-way interactions among them were also considered. Several

analyses were run for each of the 4 groups in an attempt to
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obtain a large R
2
with as few variables as possible. The

final set of equations selected are presented in'Tables

V-1 through V-8. Each row of these tables represents one
4

4

equation. Variables are specified by the column headings.

The entries in any column are the regression coefficients

as ociated with the.tpecified variable. -For the PSI for

children with no prior pre-sChool experience, for example,

the regression equation reads:

Expected P$1 score = 6.518 + .0544 X AGE + .8883 X SEX +

1.549 X MOMED + .0341 X AGE). X MOMED - 1.977 X ETHWHITE

- .1931 X ETHBL X MOMED + .2596 X ETHWHITE X MOMED.

Before discussing these equations in more detail, we

present two digressions which may aid the reader in inter-

preting them. First we consider the interpretation of thef

coefficient of an interaction variable, and then the sig-

nificance of R2, the proportion of variance explained by

our independent variables.

Interpretation of Interaction Coefficients

Consider any two independent variables, such as AGE1

and SEX. The interaction variable is simply the product

of tpe two, e.g. AGE). X SEX. The coefficient for such a
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variable may be interpreted as the effect that a unit

increase in either of the variables has a the,effect
1

of the other variable. For example, the coefficient of

AGE1 XSEX* in the PSI Group 1 equation is .3764. Thus

we can say that, all else being equal, the rate of increase

of PSI with age is .3764.points per month higher for girls

than for boys. We can equivalently say that the advantage

of being a girl rather than a boy increases by .3764

points per additional month of age (or more accurately here

the disadvantage descreases).

If an interaction coefficient is statistically sig--

nificant, it means that the combination of the two variables

has an effect over and above what can be adequately-described

by simple additive effec#,:s. In our example, the advantage

which accrues to an older girl is greater than the sum

of the effects of being a girl and being older.

Significance of Explained Variance (R2)

For the residual=analysis to be valid, it is not

necessary that R2 be very large. Roughly speaking, the

larger R2 the smaller will be the variance of the resulting

ASEX is coded 1 for girls and 0 for boys.
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residuals, however, and the more precise the analysis will

be. In many contexts in which regression analysis is

used, R
2
serves as a measure of the strength of the

independent variables as predictors of the depehdent var-

iable.

, -

In the present context, the value of R2 is deter-
,

mined by three factors, in addition, of course, to random

fluctuations.

First there is the importance, or strength, of'effects

on the dependent variable attributable to the independent

variables, as measured by the regression coefficients.

Second, there is the variability in our sample. To take

an extreme example, if there were ,no Blacks in our sample,

the ETHBL dummy variable could explain no outcome variance

regardless of the true effect of being Black.

If the distribution of the independent variables is

similar to that in the population to which we wish to

generalize our regression results, the R2 for that popu-

lation will be similar. If the distribution is different,

R
2
may'be quite different, even if the effects are the

swab,. The values of the regression coefficients do not

depend on the distribution of the independent variables in

our sample, although our'ability to'estimate these coeffi-

'cients accurately might.

The third factor on which R2 depends is the reliability of
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the 'outcome measure*. A test score Y can be thought of as

containing a true component T corresponding to a stable

characteristic of interest, end a random error component e.

Part of the/variance of the true part T can be related to

measured independent variables via regression analysis.

The higher
/
the reliability of Y, the larger the proportion

of its variance-attributable to Ti hence the more potentially/
/ 4

explainOle variance. Thus, the reliability sets an upper
/

bound pn the proportion of variance explainable.

The upshot of this discussion is that although

maximizing R is desirable-for maximum precision, the value

of A2 is determined by a complex interaction of factors,

making its interpretation difficult. The interpretation

of the coefficients determining our regres8-ian model, on

the other hand, is straightforward, and for large sample

sizes the estimation of these coefficients should be accurate.

Let us look now at the regression models. It is

difficult to summarize all the implications of these

equations in any simple way. To measure the net effect of

a variable in a particular equation, it is necessary to consider

also all interaction variables with non-zero coefficients

which involve this variable. -Suppose, for example, we are

*We assume here that the independent variable- have perfect
reliability. Unreliability in the independent variables
introduces further complications, See Chapt. VI.
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interested in the effect of age on PSI score for Group .1

children. Then a one month increase'in age corresponds

to an average PSI increase of

A L-4.3764 x SEX + .0363 .x MOMED

Thus the effect of age in this case depends on the values

of SEX and MOMED. For a boy with MOMED = 12,

A * .3764 x 0 +`.0363 x 12 = .436.

For a girl with HOMED' = 10

= .3764 x 1 + .0363 x 10 = .739.

At first sight'it may appear that the equations for

the four groups on the same test differ wildly. Closer

inspection of the net effects of.each of the variables re-

veals that over the range of values found jj.n our sample

the equations are quite similar."

With 8 tests and 4 groups, we might not expect to find

consistent patterns in the effect of a given/variable across

the various equations. Surprisingly, certain patterns do

emerge. These are summarized in Table V-9.

It seems that SEX and interactions involving it tend

not to show consistent patterns, while the effeets of age,

ethnicity, and mother's education are quite consistent.

In concluding this section, let us state that we believe



Variable

WE 1

SEX

Table V-9

Effects of Back round Variables on Fall Scores

Net Effect

143.

AGE1'x SEX

PGE1 x WARM

SEX x HAM

AGE1 x ETHEL

EVEL x MOVED

ETHWHITE x NOM

ETImL x SEX

FIEW ATE x S6C

Nearly always +

No consistent pattern except in grp. 1 where -

_Generally +, except sometimes for young
black children and girls in grp:

Nearly always +

Nearly always +

Generally + except for Group 1

Generally -

Generally -.

Generally +

No consistent pattern

No consistent pattern
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the regression models described in Tables V-1 though V-8

to be reasonably accurate, concise mathematical descriptions

of the relationship between test scores and various background

characteristics in the absence of re-school intervention for

Head Start-age children. In carrying out the residual

analyses in the following section, we shall use these equations

in this way. We recognize that to be formally correct,

we should in some way take into account sampling errors in

the estimation of the regression coefficients. This would,

however, make the analysis almost impossibly complex and

add little to our confidence in the results.

Implementation of Residual Analysis

In this section' we, present brief descriptions of the

various ways in which the residual analysis was implemented

and the basic tables of results. At the outset, let us

remark that the residual analysis-was carried out for only

6 of the 8 tests. Since the WRAP Recognizing Letters and

Naming Letters subtests generally had such low values of R2,

we felt the regression models were of'questionable validity,

particularly in.light of.the floor and ceiling effects. The

WRAT Reading Numbers'seemed of borderline acceptability, c.

but we decided to include it.
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For the six tests, we calculated for each child in

the sample with the necessary data a Method 1.and Method

2-residual. As explained abbve, to compute the Method 1.

residual it was first necessary to calculate I the

expected, increment. This was found by incrementing the;

child's Age by the actual number of months between,his tall

and spring tests and calculating the effect this would

have according to the appropriate equation. Adding A to

the fall test score, we obtained the predicted spring

score in the absence of a pre-school program. Finally,

the residual was found by sUbtracting the predicted score

from the actual Spring score. To find Method 2 residuals

we obtained the predicted spring score by simply substi.::

tuting the child's age at spring test time in the appro-

priate equation.

In Tables V-10 through V-15, we present the results
Ak

of the Method 1 analysis by model. For each model, we

present the mean fall score 7, the mean spring scor4 7',

the mean expected increment 3 , the mean residual
1

and the sample size. Thus, we partition the mean gain

7' - 7 into two parts: the increase we would expect on

the basis of natural maturation, and the residual increase

over and above this which may be attributable to the effect

of the model.
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Method 2 results are predented in Tables V-16 through

1.7-21.' Here we present the mean, predicted fall score'

based on the regression equations, the mean spring scores,

the mean expected increment, mean residual F2 and sample

size. Spring score and expected- increment means would be

identical for the two methods except for the fact that the

analyses are based on slightly differentsamples. *Also,

because of the nature of least-squares regression analysis,

the obierved and predicted fall score means for the entire

sample would be identical. For particular programs,

however, they might differ, since a program group may on

the average do better or worse in the fall than we would

expect on the basis of background characteristics.

We will find an apparent model effect more credible

if it is consistent across all the sites in the model. To

check this, we have computed the mean residual by both

methods .for each site. These results appear in Tables

V-22 through V-27.

Having performed these analyses it occurred to us

that there might be some optimal way of combining the two

methods to obtain a better estimate of the mean residual

for each model. It seemed logical to consider weighted

averages of the Method 1 and Method 2 residuals. If r1

represents the residual from Method i and r2 from Method



2, we can consider all combinations r of the form

r w r
1
+ (1-w) r2

147.

For any value of w we can compute the combined residuals

and use these as outcome measures in a one-way analysis

of, variance with programs as factors. It seems reasonable

to try different values of w and select that value w ,

which minimizes the within-group mean square. A more

detailed.rationale is presented in Appendix The re-

sulting ANOVA also provides a measure of,the statistical

'significance of model differencei. The results of the
.

-.."Combined" residual analysis are presented in Table V-2S.

We-were particularly interested in comparisons among the

mean's for the PV children as a whole, the NPV children,

and the Control children. The results of various t-tests

based on. the ANOVA are presented in Table V-29.

We were' somewhat concerned by the fact that the theory

underlying the residual analysis might be less' appropriate

for children with some prior preschool experience. Since

the models vary somewhat in their proportions of children

in the four groups for whi6h separate regressions were run,

biased corparik ;ons may result. As a check, we computed

model' means and one-way ANOVA'S for the' four groUps separately.

Thesb results are presented in Tables V-30 through V-e35.



TABLE V-10

RESULTS OF RESIDUAL ANALYSIS

Program

'

Fall

Far West 14.69

Arizona 15.95

Bank Street 14.11

Oregon 17.06

Kansas 14.10

High/Scope 16.05

Florida 13.96

EDC 1 .88

Pittsburgh 13.37

REC 12.45

Enablers 14.59

%
Control 12.22

NPV 14.92

TOTAL PV 14.83

'TOTAL 14.74

KETHOD 1

.10

Spring

.V'

20.79

20.56

16.91

23.26

18.86

19.81

18.52

19.55

19.55

17.76

19.62

15.12

19.23

19.54

19.26

Expected
Increment

148.

Residual Sample
Size

171
n'

(

3.22

3.24

3.08

3.36

2.77

3.13

2.82

2.68

3.40

2.78

3.09

2.51

'3.01

3.07

3.03

2.67

1.37

-.28

2.84

1.99

.63

1.74

1.99

2.77

2.53

1.94

.39

1,.31

1.66

1.50

(1

126

184

225

141

169

138

161

99

67

181

105

609,0.

1588

2302



N\, TABLE V-11 149.

Program

RESULTS OF RESIDUAL ANALYSIS

Residual Sample
Size
n

Fall

V

METHOD 1

Expected
Increment

Spring

Far West 37.76 48.40 6.18 4.46 156

Arizona 35.14 45.53 5.87 4.52 190

Bank Street 27.73 37.46 3.94 5.80 241

Oregon 35.47 46.06 4.69 5.91 131

Kansas 31.17 41.69 4.7n 5.74 94

High/Scope 35.55 44.14 5.63 2.96 161

Florida 30.28 41.15 4.63 6.24 141

EbC 29.57 -39.75 3.60 6.58 160

'Pittsburgh 32.13 45.92 7.40 6.39 109.

.REC 29.28 43.07 4.08 9.72 69

Enablers 34.80 43.29 5.18 3.32 195

Control 28.50 39.26 4.70 6.07 106

NPV 29.64 41.50 4.76 7.10 592

TOTAL PV 32.70 43.02 1 5.04 5.27 1647

TOTAL 31.74 42.47 1 4.96 5.77 2345



TABLE V-12

RESULTS OF RESIDUAL ANALYSIS

METHOD 1..
-"me--

150.

Program Fall

Y

Spring

Y.'

Expected
Increment

Z.

Residual

Fl

Sample
Size

n

Far West 1.93 4.85 1.39 1.53 123

Ariz,:na 1.84 5.33 1.28 2.21 194

Bank Street 1.90 4.28 , 1.04 1.34 243

Oregon 3.66 8.04 1.24 3.14 138

Kansas 1:23 6.47 .88 4.36 101

High/Scope 2.08 5.58 1.19 2.31 178

Florida 2.43 5.23 1.01 1.80 103

EDC
I

2.43 5.91 .78 2.69 .169

Zi/ttsburgh 1.18 4.17 1.',9 1.42 101

REC .81 3.48 1.19 1.49 77

Enablers 2.02 5.21 1.21 1.98 193

Control 1.39 2.74 1.09 .27 85

NPV 1.85 4.95 1.11 1.99 606

TOTAL PV 2.03 5.33 1.15 2.16 1620

TOTAL 1.96 5.14 . 1.14 . 2.05,, 2311

. -



TABLE V-13

RESULTS OF RESIDUAL ANALYSIS

METHOD 1
WRTD

151.

Program Fall

7

Spring

71

Expected
Increment

E

Residual

Fl

Sample
Size

n

Far West .87 2.09 .40 .82 126

Arizona .76 2.24 .35 1.12 195

Hank Street .65 1.41 .30 .47 243

Oregon .78 3.69 .26 2.65 143

Kansas .55 2.64 .25 1.84 101

High/Scope .64 1.68 .33 .71 183

Florida .84 1.67 .26 .57 103

EDC .73 2.18 ,,22 1.24. 169

Pi.: t.v:. +irgh .46 2.07 .48 1.14 101

REC .23 1.31 .28 .80 77

Enablers .67 1.74 .34 .74 193

Control .40 .85 .25 .19 85

NPV .53 1.72 .29 .90 607

TOTAL PV .6/ 2.03 .32 1.05 1634

TOTAL .63 1.91 .31 .98 . 2326



PrOgram

TABLE V-14

RESULTS OP RESIDUAL ANALYSIS

METHOD 1
IRA

Fall

Y

Far West

Arizona

Bank Street

Oregon

Kansas

NighiScope

Florida

EDC

Pittsburgh

REC

Enablers

Control

NPV

TOTAL PV

TOTAL

11.83

14.65

9.28

12.89

10.36

10.97

11.27

12.35

8.82

12.81

12.20

10.93

11.57

152.

Spring

V'

Expected-
Increment
.

Residual

171

Sample
Size

15.49 2.40 1.26 72

17.31 2.16 .49 72

13.31 1.38 2.66 99

16.96 1.43 2.64 54

14.19 1.63 2.20 36

14.21 2.19 1.04 73

16.04 1.74 3.03 48

16.92 1.52 3.06 63

15.57 2.93 3.82 51

14.44 1.58 .046 32

14.13 1.91 .031 112

15.70 1.65 3.12 248

15.18 1.89 1.71 712

15.32 1.83 2.08 960



TABLE V-15

RESULTS OF RESIDUAL' ANALYSIS

METHOD 1
iTg

Program Fall

Y

Spring

Y'

Far West 8.83 13.26

Arizona 8.15 13.90

Bank Street: 7.67 11.67

Oregon 11.72 16.32

Kansas 7.06 13.29

High/Scope 9.88 12.23

Florida 12.61

EDC 11.47 13.88

PittsbUrgh 8.28 13.18

REC 10.47 11.40

Enablers 11.47 13.22

Control

.NPV 9.42 12.61

TOTAL PV 9.46 13.17

TOTAL 9.45 13.02

153.

Expected Residual Sample
Increment Size

2.34 2.09 58

2.13 3.63 73

1.73 2.27 87

1.75 2.85 50

1.84 4.39 35

2.28 .07 66

1.85 1.59 43

1.55 .85 84

2.58 2.32 40

2.03 -1.10 30

2.25 -.50 68

1.82 1.37 253

2.02 1.68 594

1.97 1.60 847



TABLE V-16

RESULTS OF RESIDUAL ANALYSIS

METHOD 2
PSI

154.

Program Predicted
Fall

7.

Y

Spring

7'

Expected I

Increment
E

Residual

r2

Sample
Size

n

Far West 14.85 20.59 3.22 2.53 135

Arizona 15.14 20.08 3.24 1.69 197

Bank Street. 13.76 16.55 3.08 -.29 242

Oregon 16.24 23.13 3.30 3.58 148

Kansas 12.53 18.72 2.76 3.43 99

High/Scope 14.76 19.46 3.14 1.56 184

Florida 14.07 17.80 2.83 .90 154

EDC 14.96 19.28. 2.71 1.62 170

Pittsburgh 13.83 19.34 3.41 2.11 10-1

REC 12.59 16.99 2.83 1.57 78

Enablers 14.64 19.33 3.10 1.59 191

Control 12.07 13.94 2.51 -.65 124

NPV 14.52 19.08 3.02 1.45 636

TOTAL PV 14.45 19.17 3.07 1.66 1700

TOTAL 14.38 18.89 3.03 1.49 2460



TABLE V-17

RESULTS OF RESIDUAL ANALYSIS

METHOD 2
PPV

155.

Program Predicted
Fall

A

Y

Spring Expected
Increment,

Residual

r2

Sample
Size

Far Wesit 34.58 48.33 6.32 7.42 131

Arizona 33.48 45.05 5.83 5..74 189

Bank Street 28.77 37.32 4.05 4.50 248

Oregon 31.37 45,98 4.46 10.15 133

Kansas 28.90 41.45 4.78 7.77 98

High/Scope 33.67 43.60 5.58 4.35 178

Florida 30.63 39.58 4.45 4.51 146

EDC 30.85 39.45 3.61 4.98 1.66

Pittsburgh 32.71 45.26 7.55 5.01 99

REC 28.67 42.38 4.06 9.65 74

'Enablers 32.75 43649 5.02 5.72 184

Control 27.99 37.97 4.75 5.23 117

NPV 31.30 41.81 4.76 5.75 604

TOTAL PV 31.57 42.51 4.99 5.95 1646

TOTAL 31.33 42.11 4.92 5.87 2367

tti



Program

TABLE V-18
156.

RESULTS OF RESIDUAL ANALYSIS

Predicted
Fall

Y
A

METHOD 2
-"War-

Far West

Ariiona

Bank Street

Oregon

Kansas

High/Scope

Florida

EDC

Pittsburgh

REC

Enablers

Control

NPV

TOTAL. PV

TOTAL

1.92

1.91

1.69

2.94

1.27

2.02

1.91

2.26

1.03

1.35

2.06

.88

2.02

1.91

1.90

Spring

71

4.75

5.22

4.15

8.02

6.34

5.39

4.99

5.86

4.13

3.42

5.10

2.47

4.90

5.22

5.03

Expected
Increment

1.39

1.30

1.03

1.21

.87

1.18

1.00

.79

1.57

1.21

1.21

Residual Sample
Size

n

1.44 130

2.01 205

1.43 254

3.87 145

4.20 103

2.19 190

2.08 147

2.81 174

1.52 102

.86 81

1.84 202

.56 97

1.79 660

2.17 1733

2.01 2490



TABLE V-19

RESULTS OF RESIDUAL ANALYSIS

METHOD 2

Program Predicted Spring
Fall

7'
Y

Far West .70 2.07

Arizona .68 2.18

Bank Street. .54 1.39

Oregon .69 3.65

Kansas .44 2.62

High/ScoPo .71 1.68

Florida .57 1.61

EDC .63 2416

Pittsburgh .52 2.05

REC .48 132

Enablers .70 1.68

Control .42 .74

NPV .62 1.75

TOTAL PV 0.61 1.99

TOTAL .61 1.88

Expected
Increment

157.

Residual

r2

.40

.36

.30

.26

.26

.33

.27

.22

.48

.29

.34

Sample
Size

. 97 129

1.14 204

.56 254

2.70 145

1.93 103

.64 190

.77 147

1.31 174

1.06 102

.55 81

.26

. 64 .202

. 07 97

. 84 660.29

0.32

.31

1.05 1731

. 96 2488



TABLE V-20

RESULTS OF RESIDUAL ANALYSIS

METHOD-2

Program
(7

Predicted
Fall

A
Y

Spring

V"

Far West 11.57 16.37

Arizona 11.86 16.48

Bank Street 10.76 13.08

Oregon 12.58 17.04

Kansas 10.55 14.19

High/Scope 11.56 13.96

Florida 11.40 14.72

EDC 12.05 16.68

Pittsburgh 10.23 15.55

REC 10.14 13.47

Enablers 11.68 14.03

Control

NPV 11.48 15.44

TOTAL PV 11.39 14.95

TOTAL 11.42 15.09

Expected
Increment

1

158.

Residual Sample
Size

2.39 2.42

2.22 2.41

1.40 .93

1.50 2.96

1.63 2.02

2.17 .23

1.78 1.54

1.51 3.12

3.01 2.31

1.64 1.69

1.89 .46

11.041.01 41M,Imd1.0.10.

1.65 2.32

1.90 1.65

1.83 1.84

59

73

98

55

36

76

57

65

44

36

104

273

703

976



TABLE V-21

RESULTS OF RESIDUAL ANALYSIS

METHOD 2
ETS

Program Predicted Spring Expected
Fall Increment

7: 7'

rar West 8.97 12.88 2.46

Arizona 9.39 13.23 2.28

Bank Street 8.51 11.53 1.81

Oregon 10.37 16.26 1.77

Kansas 7.92 12.98 1.73

High/Scope 9.39 12.12 2.20

Florida 8.92 12.14 1.77

EDC 9.69 13.57 1.76

Pittsburgh 7.86 11.86 2.59

REC 8.06 10.94 2.01

Enablers 9.63 12.61 2.21

Control 1116
OOM

NPV 9.21 . 12.31 1.89

TOTAL PV 9.08 12.77 2.05

TOTAL 9.12 12.65 2.00

159.

Sample
Size,

n

1.46

1.56

1.21

4.11

3.33

.53

1.44

2.12

1.41

.86

148

102

184

152

169

102

1.52 2328



TABLE V.22

RESULTS OP RESIDUAL ANALYSIS

BY SITE

PSI

160.

' PV NPV
----.---.

METHOD 1
---,---.

SITE METHOD 1 METHOD 2 METHOD 2

02.02 °

02.04 2.66 4.83
02.09 2.91 2.00
02.13

2.,..93 1.91
03.0N .46 1.69
03.08 1.09 2.20 ,

03.09 1.59 .17
03.1C 1.49 2.44
0-5-.01 . .

05.10 -2.32 .11

05.11 .43 -.96
05.12 1.77 -.07

2.29 3. 1 .7. 1.80
07.14 3.43 3.45 -2.02 1.12
07.19
Z1762 )

08.04 5.02 5.48 2.75 .97
08,08 -1.51 1.06 1.18 1.33
#$0 .

09t04 .75 2.95

09.06 1.31 1.17 1.81 2.10
09.10

I o

16.02 1.15, .15 2.35 2.95
10.07 .70

'1.02
1.31 .14 2.61

10.10 3.42 ,

. .

.,

11.06 1.15 1.35 -.04 .38
11.08 2.54 1.81 g

.0 3.13
12.04 1.85 4.67
10.61 1.53 4.18 2

27.61 '

27.02 1.66 1.57
27.03 3.89 .89
27.04 2.95 3.09 .

27.05 .47 .46

2.01 .S6
28.03 .97 .16

28.02 t Al .20



TABLE V-23 161.

RESULTS OF RESIDUAL ANALYSIS

BY SITE

PPV

PV NOV

SITE METHOD 1 METHOD 2 1METHOD 1 METHOD 2

02.02 .

02.04 5.86 10.36 ,

02.09 1.28 6.00
02.13 6,19 7,16
03.05 , 5.83 6.21
03.08 ,_4.74 4.13
,;./3.09 4.59,, 4.71
03.16 4.26 7.89
DI-761 ,,,..,

05.10 4.76 3.69
05.11 7.87 6.27
05.12 4.90 3.72 ,
07.11 6.89 7.66 6'.46 7.49
07.14 5.00 12.26 17,28 7.35
07.19
08.0
08.04

2:113
9.18 5.39 3.84

08.08,, 6.30 3.57 1.78
09.02 3.70 1.95
09.04 .73 4.44
09.06
09.10

7.18
.

9.06 ,

8.26 9.59

10.01
10.02 2.46 6.38 1.58

,

3.46
10.07 5.19 2.65 8.31 9.93
10.10 9.99 5.07 4.72 1.74
11.0
11.06 6.03 3.54 .96 2.97
11.08
"1-2:11-------777------73.58

6.97 10.47 4.77 8.81

12.04 3.42 8.61

26-.01 9.72 9.65 11.49 5,75

27.0r----`
27.02 2.01 3.89
27.03 4.92 4.85
27.04 1.42 4.80
27,05 7.60 9.08
28.6-1 0.74 2.31
28.03 i:§3 6.29
28.02

...
, 7.44

....



TABLE V...24

RESULTS OF RESIDUAL ANALYSIS
.4

BY SITE

VIRTC

162.

PV
40.N

NPV

ITE METHOD 1 METHOD 2 METHOD 1 METHOD 2

02.02 .

02.04 2.00 1.76
02.09 1.58 2.16
02.13 1.31 .86
G3.06- 1.81 2.03
03.08 2.83 2.73
03.09 2.57 2.03
03.1.6 1.34 1.29
05.01
05.10 2.58 3.29 _ _ ,..

05.11 .76 .12

05.12 .35 .41

0 . 1 2.76 2. 4 2.39
07.14 3.53 4.46 5.48 5.29
07.19
0:.b2
08.04 5.04 4.25 1.02 .68
08..08 3.64 4.15 3.25 2.93
09.0 .64 .1
09.04 4.31 4.52
09.06 .64 :54 .71 .03
09.10
1.0

10.02 1.97 2.11 , 4.67 4.26
10.07 2.68 1:85

V .3.36 2,38
10.10 1.49 2.30 -.73

4

11.06 3.08 2.99 1.17 .94
1! 08 2.41 2.66 V 2.14
i. ,5 1.1)4 ---7772

12.04 2.37 3.54
1.11 1.49 .08 -.43

27.01
27.02 2.01 1.99
27.03 .65 .17 '

27.04 3.22 3.81
21.0S 1.37 59
rg-Nr"-ST-----tr
28.03 .86 1.25
28.02 -.20 .38 -



TABLE V-25

RESULTS OF RESIDUAL ANALYSIS

BY SITE

WRTD

143.

PV ,
,

.

NPV

SITE
___.-

METHOD 1 .AETHOD 2
.,..

METHOD 1 METHOD 2

.
.

02.02
02.04 1.12

.

1.46 ,'-'k

,

.'
02.09 . .65 199 .

02.13 .8" -8&
15.7.1.5.--.-.-..:...-....-....-.....

.97. - 1:0863.08 , 1.31 1'.25
03.09 .86 .97
03.16 1.14

1 20
,---m ,05.01

05.10 .77 1.04:-.
.

05.11 .25 ' .24-
05.12 .30 1-26

.90.4 .69.
-67717--------ril--2.69
07.14 2.47 , :2.71

.

1.32 - 1.20
07.19
08.02
08.04 1.86 1.84 .33 .17
08.08 1,81 2.02 1.09 ,83
0-9.02 .27 03
09.04 1.14 1.21
09.06
09.10

.

,57
,

.45 -.46 .46

10.01 ,

.

16.02 .74 1.09 1.25, ,I .;27,

10.07 .16 .61 . '1.39 1.81
,.

10.10 .53 . .68 .70 .44
11:05

.

11.06 .97 .97 .78 .73
11.08 . 1.43 1,57 1.57 1.69
12.03 .96 .82
12.04 1.58 1.66
20:01 .o .55 .50 .36

x'1.01
27.02 .92 .73
27.03 .26 .13.

27.04 1.02 '1.16

27.05 ,.51 .32

26711 .24 -.06
.

28.03 -.32 .02
'128.02 .10

I.



TABLE V426

RESULTS OF RESIDUAL ANALYSIS

BY SITE

ITPA

I

164.

PV

SITE METHOD 1 METHOD 2 METHOD 1 METHOD 2

02.02
02.04 . 2.83, 3.77
02.09" 5.06 3.85

02.13 -2,11 t,

03.05
,.....l............4116 .~1.".

4..49 1.6803.08 -2.07 6.42'
.

03.09 3.22 1.38-
.

03.16 .67 -,24
05.01
05.10 6.57 2.55

. .

05.11 '.:..11 .55
05.32 1.04 -.44 .

0 1 ./8 4.20 4.49 5.91
07.14 2.52 2.00 -2,19 -2.17
07.19
08.02 ,

08.04 2.22 2.16 '1.91 .57
08.08 .2,19 1.86 1.18 1.25
0.02 1.83 1.84 .

09.04 -1.05
I

_.95
09.06
09.10

3.52 -.06 7.02 '3.48
10.01

.

10.02 .93 1,45 3.10 2.89
10.07 4.8,6' 1.10 2.08 1.36
10.10 3.72 1 Q7
11.05
11.06 4.06 4.91 5.40 4.54
11.0P 2.40 1.93 Ii
12.03 4.5. 3.12
12.04 2.57 20

1.1i 425....._____LAA924t24-40ti--
ITAI
27.02 -.87 .45
27.03 . -2.31 1.08

s,

27.04 2.06 -.05 .

27.05 .19 .76
21761------
28.03 -

28.02 .

,
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TABLE V 27

'RESULTS OF RESIDUAL ANALYSIS

BY SITE

ETS

165.

PV NPV

2SITE METHOD
--

METHOD 2 METHOD 1 17171;THOD

02.02
02.04 2.40 2.99
02.09 .34 .54
02.13 3.06 1,42
0.6.5 1.39 .79
03.08 1.67 1.20
03.09 5.37 1.84
03.16 3.47 1.66
0-5.01
05.10 5.28 2.33
05.11 -.35 .12
05.12 .99 .89
07.11 3.33 4.04 .00 -.30
07.14 2.56 4.19 .91 .73
07.19
08.02 ,

08.04 3.88 4.33 1.58 .78
08.08 4.93 2.20 3.71 .56

,

b9.02 .27 -.or
09.04 -.19 1.02
09.06 .28 .43 / 1.06 .59
09.10
1.0.01
10.02 .43 1.30 -.05 2.08
10.07 4.56 .95 5.31 3.19
10.10 1.39 1.98 1.14 fin
11.05
11.06 .12 2.39 1.15 2.77
11.08 1.35 1.93 1.14 2.30
12.03 1.91 .58
12L04 3.27 3.50
-2-0.017 -1.10 .86 2-36 1.54

27.02 2.41
27.03 -1.40 .06
27.04 -1.25 .55
27.05 .78 -.10
28.01
28.03 -

28.02



TABLE V-28 166.

RESULTS OF COMBINED RESIDUAL ANALYSIS.

Program PSI PPV WRTC WRTD. ITPA

Far Wditt 2.72 5.79 1.52 .90 1.83

Arizona 1.61 5.23 2.16 1.16 1.81

Bank Street -.23 5.34 1.39 .50 1.80

Oregon 3.08 7.52 3.35 2.67 3.10

Kansas 2.60 6.55 4.35 1.88 2.11

High Scope 1.11 3.57 2.33 .71 .68

Florida 1.54 5.77 1.93 .67 2.52

EDC 1.89 6.18 2.73 1.27 3.11

PittsbUrgh 2.57 5.80 1.46 1.11 3.10

REC 2.48 9.99 1.33, .70 1.37

Enablers 1.86 4.27 1.94 .71 .42

Control .23 6.01 .43 .17

NPV 1.40 6.39 1.93 .86 '2.79.

Total PV 1.72 5.69 2.19 1.06 1.82

Total 1.57 5.89 2.06 .98 2.08

Within Mean-square 14.68 64.36 10.04 1.47 25.64

F 9.91 4.01 10.91 37.57 2.42

Significance Level (.001. .001 <.001 <.001 .005

W* .6 .6 .7 .6 .5

n 2301 2200 2311 2309 901

ETS

1.91

2.92

1.82.

3.21

3.79

.22

1.78 lb

1.65

2.52

.01

-.19

1.37

1.75.

1.63

10.18

7.32

<.001

.5

844



TABLE V-29

TESTS FOR SWNIFICANT DIFFERENCES AMONG

.PV NPV, AND CONTOt RESIDUAL MEANS*

PV-ControlPV-NPV

t Significance'

PSI 1.75 Above .05

PPV 1.77 Above .05

WRTC' 1.72 Above .05

WRTD i 3.45 4.001

ITPAH3.34 '.001

ETS 2.11 (.005

167.

NPV-control,

t Significance, t Significance

5.66 (.001

-.40 Above /.05

4.26 (.001

6.13 (.001

0

2.79 (.01

.43 Above .05

3.63 (.001

4.60 <on

* The number of degrees of freedom for each test is so large

that we refer to normal distribution tables for the significance

level.



TABLE V-31

GiggiaggigagAglaT FOUR

PBX

FIRST LANGUAGE
PROGRAM NOT ENGLISH

Far West
Arizona
Bank Stroc
Oregon
Kansas
High/Scope

2.11
.73

.1. .11

3.49
IMO WM 411.10

1.57
Florida 2.85
EDC
Pittsburgh,
REC 4.81
Enablers 1.44
Control .91.

NPV -.14

TOTAL 1.92

N 161

168.

/

NON HS NO PRIOR
PRIOR PS PS PRIOR HS_

.93 2.83
-.81 2.22 .65

-3.54 1.36 *** -.74 **
-.55 3.66 *** .86

3.02 ** -2.77
-1.66 1.27 1.34

.02 1.60 .20
2.91 1.55 2.18 **

3.05 */ 1.49
2.17.

2.85 1.79 .57
-.58 .50

.33 1.87 .68

.17 1.90 .64

133 1577 430

* Indicates significance p-.05
**Indicates significance p .01
***Indicates significance p .001.

Si9nificanc(! jt; f.ri contrJ:o;.1!ith hPV

1



TABLE V-. 31
169.

COMBINED RESIDUAL RESULTS FOR FOUR
GROUPS ON WHICH REGRESSIONS ARE BASED

PPV,

FIRST LANGUAGE NON HS NO
/.
PRIOR

PROGRAM NOT ENGLISH PRIOR PS PS PRIOR HS,

Far WeSt 8.17 -2.21 6.03 3.88
Arizona 4.65 1.07 5.64 5.05
Bank Street 1.38 6.32 4.88
Oregon 8.71 -13.09 7.45 5.05
Kansas OM, WO MO ONO 6.82 3.73
High/Scope 14.50 -.68 3.14 * * * 4.01
Florida 16.16 1.46 5.47 2.06,
EDC -3.30 15.78 * * 5.40 5.08
Pittsburgh 2.97 6.39 * 4.84
REC 17.10 5.56 8.90 *

Enablers 6.30 1.11 4.81 -.16
Control 3.45 3.40 7.40 .11.0 ONO OE.

NPV 13.30 .68 6.13 5.88

TOTAL 10.77 1.91 5.89 5.36

N 150 133 1518 399

* IncEcates significance p .05
* *Indicates significance p .01

***Ind:.cates significance p .001

1 or YiJ z NPV



TABLE V-12

COMBINED RESIDUAL RESULTS FOR FOUR
S BA ED

WRTC"

FIRST LANGUAGE NON HS
PROGM.M NOT ENGLISH PRIOR PS

Far West
Arizona
Bank Street
Oregon
Kansas
High/Scope
Florida
EDC
Pittsburgh,
REC
Enablers
Control

NPV

TOTAL

N

2.60
2.26

,101 IMO

3.77

.93
2.29

-2.51

2.49
1.88
3.88

4.82

3.53

173

170.

NO PRIOR
PS PRIOR HS

.19
1.19
.48

, 1.52
2.02
1.25

2.04
2.69
1.66

-1.38 4.53 *** 2.85
4.53 *** 2.29

-.50 2.54 ** 3.90
2.21 1.82 2.43
6.01 * 3.21 *** 2.18
1.03 1.64 .29
.97 1.14

3.05 * 1.78 1.79
-.56 ,35 * * I MO

.53 1.68 1.71

..99 1.99 2.02

123 1576 439

* Indicates significance p .05
**Indicates significance p .01
***Indicates significance n .001

Significance 1. f. for conty., )17



PROGRAM

'TABLE V,..33

COMBINED RESIDUAL RESULTS FOR FOUR
. GRESS IONS ARE BASED

122g-
FIRST LANGUAGE
NOT ENGLISH

NON HS
PRIOR PS

NO
/.
PRIOR

PS

171.

Far West 2.33 .35 .90
Arizona .57 .74 1.17 **
Bank Street. .51 .41 **
Oregon 2.78 *** .42 .2.77 ***
Kansas 1.93 ***
High/Scope .41 .35 .70
Florida .02 ** .08 .83
EDC .54 1.71 1.02
Pittsburgh .44 1.21 * *

REC 1.76 .36 .52
Enablers .56 .78 .74
Control .85 .11 .12 * * *

NPV. 1.29 .84 .77

TOTAL 1.60 .58 .92

N 173 123 1576

* Indicates significance p .05
**Indicates significance p .01

***Indicates significance n .001

Si9nificahue i!; for cotArt wiL:) UPV

PRIOR 11S

1.01
1.25
.63

-2.20
1.32
1.54
.05

1.52
1.08
--r-
-.08

:94

1).06

437

* *

*
* * *



PROGRAM

TABLEN-34

COMBINED RESIDUAL RESULTS FOR FOUR
0006-01/dif REGREbSIORS AR BASED

ITPA

FIRST LANGUAGE
NOT ENGLISH

NON HS
PRIOR PS

NO
/
PRIOR

PS

172.

rnxon NS

Far West
Arizona
Bank Street
Oregon
Kansas

----
-2.52
----
2.43 *

- - --

-2.28
3.10
3.02
, ... WO

----

1.96
1.64
1.49 *

4.21
2.10

......

3.58
2.25
2.13
2.76
2.17

High/Scope 2.48 .98 .73 ** -3.24
Florida 3.94 ---- .73 ** -3.24
EDC ---- 3.32 3.57 2.63
Pittsburgh ---- -2.56 3.87 5.72
REC .39 1.17 1.80
Enablers -4.21 .72 .69 *** -.72
Control ---- ---- ---- ----

NPV -1.41 4.65 3.05 3.50
I

TOTAL .57 .84 2.17 2.70

N 68 47 611 175

-
;

* IndLcates significance p-.05
* *Indicates significance p .01
***Indfcates significance p .001

SigrificancQ iE 'Or cc-iltrct Lt :d1V



TABLE V-3 5

COMBINED RESIDUAL RESULTS FOR FOUR
GROUPS ON WHICH REGRESSIONS ARE BASED

Eid

173.

FIRST LANGUAGE NON HS , VO PRIOR
PROGRAM NOT ENGLISH PRIOR PS PS PRIOR HS

Far West
Arizona
Bank Street
Oregon
Kansas
High/Scope
Florida
EDC
Pittsburgh,
REC
Enablers
Control

NPV

TOTAL

N

IMO 41

-2.03
im mi MI

3.11

-1.58
3.53

-3.35
411

1.13
-.80
ONO

.49

137

67

* *

1.76
2.43

-2.67

4.0

.48

.68
3.64
.00

-.95
011

1.00

..76

43

1.79
3.53
1.94
3.05
3.85
.30

1.44
1.77
2.42
-.29
..03

1.55

1.67

565

***

***
*

*

* *

3.15
1.73
2.03
3.89
3.40
1.48
3.09
1.74
.75

Om we owl

-1.53

1.13

1.79

169

* Indicates significance p.05
**Indicates significance 1) .01
***Indicates significance p .001

Significance for contr. jA!:



174.

Table 36

Total Sans le Size for Residual Analysis

Test Valid Pall Sprig Method 1 Method 2 Carbined

PSI 3175 2753 2302 2464 2301

PPV 3217 2660 2343 2367 2200

WRIC 3204 2792 ' 2311 2490 2311

VirlD 3204 2792 ' 2326 2488 2309

ITPA 1210 1077 960 976 901

EIS 1135 2606 847 ,2328 844
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One final remark concerns the eartiples on which the

various analyses were based. The data.requirements for'

Methods 1 and 2 differ slightly* and those for the Com-

bined analysis are the most stringent. We would be some-

what concerned if the data collection did not allow com-

putation of residuals for very many children. The sample

sizes summarized in Table V-36 would seem to reveal no

cause for concern.

Results by Test

In this section we present a summary of the results

of the residual analysis for each test. These summaries

are based primarily on the combined residuals.

Preschool Inventory

The average expected increment for all PV children

was 3.07, for NPV children 3.01, and for Control children

2.51. The average residuals were 1.72 for PV, 1.40 for

NPV and .23 for Control. Thus-the gr:owth rate for Head Start

(PV and NPV) children over the period between tests in-

creased,by roughly 50%, while the rate for Control

children increased negliijibly. Putting it another

*The main difference is that Aethod 1 requires fall scores,
while.Method 2.'does not. 4
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way, we would have expected Head Start children to gain

about .5 of a standard deviation (see Table XI-25) without

any preschool; with Head Start they gained about .75 of

a standard deviation. The difference between PV and NPV

was not signifiCant at the .05 level. The overall F-test

for program differences was highly significant. The mean

residuals for Oregon (3 .08), Far West (2.12),' Kansas (2.60),

and Pittsburgh (2.57), and REd (2.48) were high. Bank

Street (-.23) and the Controls (.23) were low. Most of

these effects seem fairly consistent across sites, but

Kansas is rather puzzling. The Portageville site showed

the highest mean residuals for the two methods (5.02,

5.48), while Mounds did very poorly (-1.51, 1.06).. On

the whole, children without prior pre-school experience

had larger residuals than those with prior prel?chool.

Peabody Picture Vocabulary Test

The average expected ivrement for all PV children

was 5.04, for NPV children 4.76, and for Controls 4.70.

The average resid\eals were 5.69 for PV, 6.39 for NPV,

and 6.1)1 for Control Thus the growth rate for all three

groups more than d6iIbled. In terms of standard deviations,

the expected growth was about .35 and the actual growth

about .8 for all three groups. The differences among the

three groups Were riot significant at the .05 level.

f
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The overall F-test for program differences was significant

Ap4L.001). The mean residuals for REC (9.99) and Oregor

`,(7.52)were high, and those'ol High /Scope (3.57) and the

Enablels,,(4.27) low. =There appear, however, to be large

variations among sites within models'. The 150 children

whose first 1T/Iguage was not English and who were in a

Head Start prograpi. had an ,average residual of 11.58,

while the T.in the COntrol group averaged only 3.45.

Marks.

The average expected increment for all PV, children

was 1.15, for NPV children 1.11, and for Control children

1.09.The. average residuals were 2.19, 1.93, and .43'
,

1

resp 94vely. Thus, while the growth sates for, -PV and IIPV

chil ren.nearly tripled we must remember that,sinCe the

mean fall'score was only 2:03 on a test with a maximum of

18, the spring mean of 5.33 wasstill rather lot?. In terms

of standard deviations, the expected gain was about .4

and the actual gain apout,.78. The PV and NPV means did

not differ significantly, but bot!fwere significantly (p(.001)

above the-Control mean.- The overall P7test for program

difference washighly significant. The mean residual for

Kansas (4.35) and Oregon (3.35) stood out on the high side,

while the Controls (.43) were by far. the lowest. These

results were consistent across all sites within these mndels,

although other models (most notably Bank Street
.,
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and High/Scope) showed large site to site variation's.

,WRAT Reading Numbers

The average expected increment for all PV children .

was .32, fo7: NPV children .29 and for Control children .25:

The average residuals were 1.06, .b6, and .17 respectively.

Thus the growth rates for PV and NPV quadrupled Of

course the prOjected growth rate was rather small. In

terms of standard deviations,,the expected gain was about

.3 and the actual gain over 1.0. The PV'mean wassignifi-

cantly, (p < .001) higher than the NPV mean, but this was

probably attributable to two outstanding PV models (Oregon

and Kansas). Both PV and NPvweresignificantly (p 4.001)

above the CoAtrols. The overall F-test for program differ-

encesences washighly significant. Oregon (2.67) and. Kansas (1.88)

.\clearly stood out on the high side. The Controls (.17)

and Bank Street (.50) werelow. Results seem quite consis-
1 a

,tent across sites.

ITPA Verbal Expression.

The average expected increment for all PV children was

1.89; and fo'r ir children 1.65.. Controls were not given

the ITPA. Th average residuals were 1.82 for PV 'nd 2.79

for 'PV. Thus the grOwth rate for .Head Start-children more

thaW.dolibledj I,n terms of standard deviations, the expected



gain was about .35 and the actual gain about .7 for PV and

.85 for NPV. The difference between PV and NPVwassig-

nificant (p (.001) and somewhat perplexing: The overall

F --test for program diffeiences was significant (pla.005).

pc J3.11i,:°regon(3.10), and Pittsburgh -(3.10) had the

highest mean residuals, while Enablers (.42) and High/

Scope (.68) were lowest,. The.resultdseem fairly consistent

across sites.

ETS'Enumeration.

The average expected increment for all PV,children

was 2.02 and for NPV children 1.82. Controls were not

given the ETS. The average residuals were 1.75 for PV

and 1.37 for NPV. Thus the growth rate increased by. about

75%. LIn terms of standard deviations, the expected gain

was about .4 and the actual gain about .7. The difference

between PV and NPVwasbarely significant at the .05 level.

The overall F-test for model differences wassignificant

(P<.001). Kansas (3.79), Okegon (3.21), Arizona (2.92),,

and Pittsburgh (2.52) t'irehigh. Enablers (-.19), REC

(.01),'and High/Scope (.22) werelow. Effects seem fairly

consistent across sites.

1
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Summary of Residual Analysis Results

-;As we did for the ranXing analysis, we shall summarize

in this section the evidence provided by the residual

analysis bearing on our three major questions:

1. To what extent 'does a Head Start experience

accelerate the rate at which disadvantaged

pre-schoolers acquire cognitive skills?

Our evidence here is clear and direct. Children in

Head Start programs apparently gained substantially more

on each tbst than they would have without the programs.

For all tests except the PPV, the Control children showed

small average residual gains. Since there is bound to be

some test sensitization or slight imperfection in our

regression models, these results are quite consistent with

what we might expect, and further evidence tha.% the increase

in growth rates for Head Start children are genuine program

effects.and not mathematical artifaCts. We do not, however,

understand why the Control children "en the PPV showed an

increase comparable to that of the Head Start children.

From this and the ranking analysis it seems clear that the

Controls performed about as well as the Head Start children

on the PPV. The question is whether Head Start programs

really have no effect, so that,the residuals are some
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kind of artifact, or whether for.some reason both-Head Start

and Control children do better than we would expect on the

basis of natural maturation. We shall explore'this

perplexing issue somewhat further in Appendix P. A

particularly interesting finding about the PPV was.the

tremendous ihcrease in scores for children from Spanish

sppaking families. Head Start may. be functioning for these
,

chilaren.as an effective early exposure to the English

language. This effect seems to hold only for receptive and

not active Vocabularry as the residuals'of Spanish speaking

children'on the ITPA'wererather low.

2. Are the Planned Variation'models simply by

virtue of sponsorship, more effective than

or4inary, non-sponsored Hpad Start programs?

On three of the six tests (PSI, PPV, WRTC) the

difference between PV and NPV mean residuals fails'to reach

significance atgthe .05 level. The difference for the ETS

is barely significant at the .05 level. For the WRTD the

PV mean is significantly (p< .001) higher, and for the ITPA

the NPV mean is significantly (p < .001) higher. The

difference for the WRTD can be primarily attributed to

the stand-out performance of two models (Oregon and

Kansas). The ITPA difference seems attributable primarily
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to two models (High/Scope and Enablers) which, stood out

negatively. Our impression is that, on the whole, the

petformance of PV and NPV programs is quite comparable.

3. Are some PV models particularly effective at

imparting certain skills?

Table V-37 presents a summary based on the discussion

in the previous section. Of the 22 "effects" noted, 16

occur in 3 of the 6 tests (PSI, MA, ETS). The only test

with fewer than 3 effects is the PPV, which has none. As

in the ranking analysis, it appears that the PPV is not

particularly sensitive.to program differences. In terms of

models, it is interesting to note that of the 15 positive

effects, ll'are for the "academic" models (Oregon, Kansas,

and Pittsburgh). Moreovei, ++'s are for these models.

Thus, as in the ranking analysis, the evidence, suggests

that the academic models may be generally more effective

in transmitting academic skills.
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Table V-37

gumo4of Relative Model Effectiveness

Based on Residual Analysis*

++ Indicates model appears to be highly effective.
+ Indicates evidence for above average effectiveness.
- Indicates evidence for below average effectiveness.

-- ,Indicates model appears to be highly ineffective.

Model PSI PPV WRTC WRTD.. I PA ETS

Far West

Arizona

Bank Street -

Oregon + + ++ + ++

Kansas ++ +
.

++

High/Scope - - -

Florida

EDC e + +

Pittsburgh + + +

Enablers - -

*REC not included because with onlyfione site we felt it
unfair to draw any conclusions.



Chapter VI

,ANALYSIS OF COVARIANCE

Theory of the Analysis of Covariance

In this section we discuss the theor

184.

underlying what

is currently perhaps the most popular technique for com-

paring the effects of educational programs in quasi-

experimental situations, the analysis of covariance (ANCOVA).

We begin with the more general problem of constructing

linear models to describe the relationship between post-test

scores and variables which can be measured prior to program

exposure, including the pre-test score. Let us, for con-
.

venience, refer to all such preprogram variables as co-

,variates. Suppose for each program we could fit a regression

model which would allow perfect prediction of a child's

post-test score on the basis of the available covariates.

Then,'in theory at least, we could compare the effects of

'different programs on children with any specified set of

background characteristics. ,In practice, we can predict

with only limited accuracy. Moreover, there would be a

virtually infinite number of possible comparisons, one

for each possible combination of child background char-

acteristics. To summarize all this information in a

meaningful way would be quite difficult.
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Suppbse, however, it turns out that a simpler mathe-

matical model is adequate. Suppose that the post-test

'score Y' for any child can be predicted by some function

(s.Ny F) of his covariate values (say V) plus an additional

effect attributable to the particular program experienced.

Thus, for individual i in progiam j we would have

ij
= aj + F(V

ij
) + eij (6.1)

where Ctj presents a program effect and eij random error

uncorrelated with the covariates. If F is a linear function

of the covariates, it can be separated into a part involving

the pre-test Y and a remainder, say M, involving the other

covariates. Thus we have

Yij ' = a + Mij + eij (6.2)

If this model is appropriate, it provides straightforward

treatment comparisons. We simply fit the model and compare

thevaluesoftheeffects.a3 estimated for the various programs.

Each aj may be considered as the expected value for

individuals in program j after "adjustment" for the pre-
,

test and other covari'tee.

Note that the assumption that the function F (i.e. the

set of regression coefficients for the covariates) is the

same for all program gkoups is absolutely essential in
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allowing straightforward program comparisons. To clarify

this point,,suppose for the moment we have only one covar-

iate, the pre-testIand are comparing two programs. Then

over the range of possible pre-test scores, there are

essentially three possibilities, as illustrated in Figure

VI-1. In situation (a) we cannot say which program is.

better. For children with low pre-tests program 2 is better.

For those with high pre-tests 1 is better. In (b) we

can say that 2 is generally better, but we have no simple

measure of its superiority, since the difference between

the program effects varies with pre-test score. Only in

situation (c) can we say simply that program 2 is on the

average a2 - al points better.

With more than one covariate the situation becomes

more complex. The assumption that F is the same for all

program groups becomes more difficult to check.

If the ANCOVA model is basically correct, the precision

of group comparisons based on it depends on how much of

the within-group variance can Le explained by the covariates.

As explained in Chapter V, the reliability p of the post-

test is an upper bound on the proportion of variance

explainable. Thus, our goal is to build models with R2 as

close to p as possible.

A rather thorny issue which is the focus of much

current concern involves effects on the.ANCOVA of unrelia-



Figure VI-1

Possible Relationships between Pre- and Post-

Tests for Two Programs

Post-Test

Program 2

Program 1

Post-Test

Program

Program '1

Post-Testt

Program 2

Program 1

Pre-Test-9

Pre - Test.

Pre-Test -.

- a_

(a)

(b)

(c)
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bility in the covariates. If the model described by

equation (6.2) is correct, there is no theoretical problem.

Some researchers feel, however, that a linear model stated

in terms of "true scores" rather than observed scores is

more appropriate. Suppose that

Y. = T +'uij

Yij' = Tij' + uij'

where Tij and Tij' are the, true scores corresponding to Yij

and Yij' respectively, and uij and uij' are random errors

of meaourement with mean 0 and uncorrelated with the true

scores. For simplicity, suppose the pre-test is the only

covariate. Then we can consider a mathematical model of the

form

Tij' = a + bTij

which implies

ij hYij bu"

(6.3)

6.4)

In this model, the error term is correlated with the pre-

test, a violation of the'usual assumptions on the basis

of which linear models are fit. 1f1vie try to estimate the a

and b using the usual least-squares procedure, we obtain

biased estimates.

I 111111111
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As we mentioned in Chapter III, several suggestions

for "correcting" the ANCOVA for unreliability of the co-

variates have recently appeared (e.g. Lord, 1960; Porter,

1971). These Corrections seem to us rather shaky for use

at the present time in educational evaluations. For

one thing, they depend heavily on the rather stringent

tlassical assumptions about errors of measurement. Second,

-they make the somewhat arbitrary assumption that a linear

model holds in terms of true scores but notobserved.

scores. Third, they require a fairly precise knowledge of

the covariate reliabilities, and finally, from a practical

standpoint they are difficult to implement, particularly in,

the multiple covariate situation. It seems to us more

fruitful to try to explain as much variance as possible

using a limited numbeit'of reasonably reliable covariates,

In concludin4 this section, let us summarize the main

assumptions on which the use of ANCOVA is based.

Assumptiol: A linear model adequately represents

the relationship between post-test and covariates for

each program 'group.

Asaumr4.ion 2: The coefficients of the covariates in

the different program groups are approximately equal.

Assumption 3: The covariates have high enough relia-

bility to avoid seriously biased results.
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Implementation of the Anal sis of Covariance

Several exploratory regressi5n, analyses were carried

out with the,spring test score (post-test) as the dependent

variable and a variety of covariates, including.the;pre-

test score and fall scores for other tests. For practical

reasons, we limited these preliminary investigations to

three tests (PSI, PPV, WRTC).

Although we felt that interpretation would be easier,

if we could avoid interaction variables, it became clear

that interactions involliing child ethnicity could not be

ignored. Since we wished to avoid the inftiluction of

many.two-way and even higher order interactions, we felt it

would be simpler to divide the sample intoBiacks, Whites,

and'Spanish Americans (Mexidan Americans and Puerto Ridans)

and to build separate regression models. Within these

ethnid groups; separate regression models were fitted for

each of the thirteen pigram groups, (11 PV models, NPV,

Controls) with a sufficient number of children*. One

of the most promising sets of models is displayed as an

example in Tables VI-1 through VI-9.

./W
*One model (Pittsburgh)'contained no Blacks, and 5 (Far
West, Arizona, Kansa, EDC, Pittsburgh) had not enough
Spanish-Americans to carry out the analysis.
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\
Looking over the various equations, we noticed that

a few variables tended to predominate in importance. These

were the pre -test score, fall scores for some other tests,

ani age. Using only these variables, we fit the equations

displayed in Table. VI-10 through VI-18. Note that generally,

there is only a small loss in R2 compared with the more

complex models described above. Moreover, except possibly

for age, the coefficients seemed fairly constant across

the different models within any ethnic group. We decided

to perform ANCOVA's for each of the 8 tests for Blacks,and

Whites. .We felt there were not enough models with a sub-

stantial number of Spanish Americans to justify running

the ANCOVA for them. We also decided to eliminate age, as

a covariate. We ended up using as covariates the pre -test

score'and fall scores for the PSI and PPV. We considered:.

the possibility of carrying out a formal statistical test

of the assumption that the regression coefficients for

different groups were the.same. An attempt to do this would,

however, have involved us in computational problems

beyond the capabilities of;the computer programs available

to us.

The ANCOVA was carried out using a standard multiple

regression program.. For Whites there were 13 treatment

groups (11 models, NPV, Controls) and for Blacks, 12



REGRESSION MODELS RELATING POST7TET

. PRE-TEST OTHER FALL TEST SCORES, AND AGE,-,

Whites

Model
PSI
Fall'

PPV
,

Fall' Ae n.

.

2-

Far West 6.47 .541' .074 .061. 137 .554
. (-

Arizona 6.71 .463 '.114 .04e 125 .543

Bank Street' 3.97 .574 .123 .034 41 ';787

k4,

.---

Oregon _,..

Kansas -15.3 .359 .145 .463 l'',41 4574

High/Scope 2.20 .516 .0/7, .114'., 10/ '4.643

Florida -15.2 .716 -.146'; .448 39 '.552

EDC 19.2 .638 .080 .154 39 .628

Pittsburgh 7.66 .513 .146 '402 114 ''.65*6

REC

Enablers 3.56 .499 .144 .062 103
;

.768

Control -3.77 .644 2145 .099: 54- .747

NPV 2.68 .494 .128 .090 205. ,523:

41,,



r

H

P

Table '7 -11

REGRESSION MELS:AELAING PSI POST -TEST TO

PRE..-TEST OTHER FALL TEST SCORES AND `AGE

Blacks

-202.

PSI IPV
odel-...--- c Pall Pall A

ar. West

rizona . 1.86 %746,- .008 .096. 74 .673

Bank Street .963 .463 .125 .095 215 -.724-

regon i 13.2 ,.423 .145 -.038 74 .551
--,-

.

gnsas.. v -9.21 .547 .119 -.287 61 -.416

igh/Scope -.815 .071 .294 .146 . 54 .411

lorida9 5.64 .518 .141 .016 103 .508

DC -3.16 .417 .064 .226 129 .553.:

ittaburgh

EC

nablers. 3.86. .414 .139.- .048 74 .411

'ontrol -3.62 .629 .205 .088 51 7.37

PV 1.55 .543 .104. .097 383 .599

-E



.Table V1-12

REGRESSION,MODELS-RELATING PSI POST-TEST TO

PRE-TEST .-OTHER FALL TEST SCORES,' AND AGE

Spanish Americans

'203.

Model
PS1
Fall-

PPV
--Fall

Far West

Arizona

Bank Street

Oregon -1.32 .417 .047 .246 76 .675

Kande!

High/Scope 17.97 .482 .139 -.196 33 .335,

Florida -.324 .386 .203 .130 30 .454

EDC

Pittsburgh
,

REC 15.6- .561 ..130 -.169 44 307

Enablers -4.07 .423 .087 .239 47 .640

Control --2.60 .670 ..117' .108 21 .829

NPV -2.65 .518 .101 .189 111 .623

I I I



Table y1-13

...REGRESSION MODELS RELATING PPV POST-TEST TO

PRE-TEST OTHER FALL TEST SCORES, AND AGE

Whites

204. "

Model
1cPSI

a Fall
PPV
Fall A. 2 .

Far West 29.9 .409 - .419 -.025 131 .550
Arizona . 28.8 .322

V .480 -.072 121 .484
Bank Street 19.9 .335 .476 .043 41 .588
Oregon

Kansas 134 .086 .564 .202 42 .574
High/Scope 13.1 .310 .582 .093 103 .677
Florida -.845 -.191 .788 .304 39 .703
EDC 32.4 .272 .428 -.082 39 .537

\

Pittsburgh 26.4 .214 .490 .016 115 .611
REC

Enablers 20.9 .406 :66 .009 100 .665

Control 1.97 .550 .503 .299 48 .718

NPv 18.1 .320 .476 .104 204 .561



Table V1-14

REGRESSION MODELS RELATING PPV POST-TEST TO

PRE -TEST OTHER.FALL'TEST.SCORES AND AGE

BlaCks

Model .

PSI
Fall

PPV
Fall

Far West

Arizona 5.84 .824 .627 .066 74 .582

Bank Street 12.1 '.307 .594 .067 221 ..631

Oregon 37.2 .694 .316 -.237 61. .675

Kansas 15.3 .249 .478 .111 61 .438

High/Spope -1.2,2 -.231 .962 .250 53 .691

Florida 10.2 .292 .452 .191 93 .439

EDC .139 .216 .646 .272 126 .616

Pittsburgh

REC

Enablers .738 .327 .576 .267 73 .481

Control 5.05 .290 .600 .214 52 ..574

NPV 10.4 .397 .509 .133 365 .546



it

Table

REGRESSION MODELS RELAT940 PPV POST-TEST TO

PRE-TEST, OTHER FALL T.ST SCORES/ AND AGE

Spanish ))ineriouns

Model c
psi
Fall

PPV
'Pall A.e n R2

Far West

Arizona .
.

. _

Bank,Street' .

Oiego.n -12.3 .097 i .561, .570 74 .616

. .

Kansas
/

High/ScOpe 40.6 ..462i -.627 -.368. .369

,Florida 32.7 1281 .411 ,756, 29 .610

Ebc i

Pittdbilrgh .

REC 50.0 .16 .696 7,531' 41 .599

Enablers 5.13 .30 .533 .272 41 .697

Contkol 22.5
..-.

-.210 . .814 -.137
.

19' .694

NPV. .7.82 .$33 .421 .243 111 .380



egOO:

110a.8

gh/S
+4,

oiida

tt$141

abler

Tittle t146

EtstLEstobEtsikiNG wRTC POST-TEi3T 11'0

PRE -TEST SCORES - .MI0 AGE

Whites

c
PK:,
F$11 .

ITV:
Fet11. A.e

WRTC..,
P611: n .. R2

-.92 .147 .015: .046- .544,-'. 13A ,2-62:,-.

-2463 ,201 '.011 -.050 .462 129 ..-47'9.H

f

reet '..5431 .116 ,02 .0r11 .121: 43 -.545
.i,

-1.64 .060- .073' .22p .291 A2 .20

ope -17.7 ..019 -.036 .334 ..418 110 .641

-19.8 .151 . -.174 .418 .020 4n. .60 3-

.499 .411 -.106 .028 .112 38 .500

rgh -4.22 .094 .060 08.6
,

.603 1.18

'..

.479

-2.'27 .168 .010 ,043 ..817 106 A72,

.f.2.9.3
.147 .061 .024 .205 AO .668_

..,9.34 _.223._ ___,4038____-____.14_7___....5_80. 213 .505 I



REGRESSION MODELS RELATING WRTC POST-TEST TO

PRE-TEST OTHER FALL TEST SCORES AND AGE

Blacks

200.

el
PSI
Fall

'PPV
'Fan A.e

WRTC
Fall n .

West

izona

nk Street

-3.21

-5.06

.042

.134

.038

.010

.088

.100

.623

.633

77

228

.316'

.691
.

gon

fleas

16.3

-3.54

.011

-.048

.116

.124

-.239

.117

.599

.644

71

66

.326,

.357

h/Scope 4.41 .183 .031 -.115 1.13 5'2. .546

orida -6.66 .238 .016 .094 .570 99 .519

ttShurgh

.922 .027 .026 .048
.

.427,
. .

134 :.216

G

ablers' 2.75 ,010 .079 -.049 .937 78 .519

ntrol .324 .031 -.005 ..004 .710 41 .619

-4.86 .036 .053 .084 .887 396 .530



Table VI-18

REGRESSION MODELS RELATING WRTC POST-TEST TO

PRE-TEST, OTHER PALL .TEST SCORES, AND AGE

Spanish Americans

PSI '13141,7: WRTC-
Fall Fall Fall

Y.' West

Izona

nk Street

egon

nsas

gh/Scope

19.2. .126 -.076 -.182 .629 77

orida

9.30

.926

,.2 7.148 -.091 .865 34

-.035 .197 .014 .264 27

.

ttsburgh

ablers

2.30.

:626

-11.9

.214

.031

.057 -.063 .773

.053 .023 .814

45

53

-.251 .081 .285 .816 18

-24.2 .205 -.022 .460 .345 117

.359

.463

.417

. 326

. 383

.570

.636



210.

treatment groups (10 models, NPV, Controls): In each case,

we could include as independent variables along with the

covarittes, dummy variables for all but one of the treat-

ment, gioups. The coefficient of a dummy variable estimates

the differende in program effects (aj's) between the corres-

ponding treatment group and the "base" group for which.no.

dummy was included. In out-first runs, we used the Control

children as the base group for our comparisons t The results

of these analyses appear in Tables VI-19 through VI-24.

Since wo were also interested in the significance of

comparisons between PV and NPV, we ran another ANCOVA with

the Controls deleted and the NPV children as our base.

The results appear in Tables VI-25 though VI-:12.

Results of the Analysis of Cevariandbby Test

In this section we present brief summaries of the

-ANCOVA results for each of the 8 tests in ourbattery. In

L. this section, when we refer to an "effect" of a program,

we mean the.estimated-difference_hotWeen its effect and

that of the Controls. When we say simply that an effect

is significant, we mean at least at the .05 level.

*This could not be done for the ITPA and ETS sf.nce the
Controls were not given these tests.

-c



Program

Table VI-19

BraliWW121129EIICE
(EFFECTS RELATIVE VO CONTROLS)*

PSI

White Black

Effect Effect

Far West

Arizona

Bank Street

Oregon

Kansas

High/Scope

Florida

EDC

Pittsburgh

REC

Enablers

NPV

Control

4.63

4.29

2.790

5.94

5.10.

2.94

5.28

4.79

2.27

4.14

4.09

8.38

7.67

4.11

5.77

7.21

5.80

4.07

7.33

8.58

2.29

7.15

-7.84

O

,

4.24 4.60

3.41 5.03

1.80 3.09

5.86, 8.52

2.78 3.95

2,25 2.09.

3.29 5.15

3.84. 6.22

2.97 3.16

1.97 2.91

3.37 6.04

.

Constant
Fall PSI Coeff.
Fall PPV Coeff.
Fall Coeff.
F
2,R

n

3.29
.543
.125

152.39
,676

1039

*-t > 1.9;6 is equivSlent to p < .65
t > 2.58,is equivalent to p < .01
t > 3.27 is equivalent to p < .001

3.23
.550
.127

152.99
.613

1268



V
Pro ram ec

Par West 4.07

Arizona 2.69

Bank Street .52

Oregon 1.t2

Kansas 2.25

High/Scope .983

Florida 1.79

'EDC 2.05

Pitl:sburgh 4.42

REC .679

Enablers 1.63

NPV 2.37

Control

Table V/-20

RESULTS OF ANALYSIS OF COVARIANCE

(EFFECTS RELATIVE TO CONTROLS)*

PPV

White Black

==fraot
3.62

2.37

.37

.87

1.61

.84

1.25

;013

3.89

.34 ,

1.39

2.24

212.

4

4I

5.51 2.98

.2.44 1.68

.270 .24

3.72 2.64

-1.90 1.37

-.840 -.58

2.02 1.58

1.27. /1.04

3.89 2.08

-.309 -.23

,1.69 1.54

6onstant , 20.9. °

Fall PSI Coeff. .311
Fall PPV Coeff. .509
Fall Coeff.
F
2

111.00
R .609
n 1011

* t > 1.96 is equivalent to p < .05
t > 2.58 is equivalent to p < .01
t > 3.27 is equivalent to p < .001

15.2
,.408
.558

120.60
.564 ,

1225



\ Program

Far West

Arizona

Bank Street

Oregon

Kansas

High/Scope

Florida

EDC'

Pit;:sburgh

REC

Enablers

NPV

.ContrOl

(EFFECTS RELATIVE TO CiWTROLS)*

WRTC

.White

Effect

Black

1.74 3.10

1.83 ,3.25

1.56 2.29

4.40 4.40

3.59, 5.24

2.51 4.33

2.15 3.08

1.15 1.62

1.83 3.24

.636 .71

1.58 2.72

1.87 3.50

Effect

2.29

2..49

1.59

2.57.

4.45

.764

1.28

3.36

1.70

1.75

1.53

t

3.35

4.86

3.54

4.89

8.45

1.41

2.60

7.11

2.49

3.41

3.52

Constant
.Pall PSI Coeff.
Fall PPV Coeff.
Pail WRTC Coeff.

R2
n

-2.12
. 201.
.037
. 555

67.52
. 497

1033

* t > 1.96 is,equivalent to p < .05
t > 2.58 is equivalent to p .01
t > 3.27 is equivalent to p < .001

-1.82
.108
.050
.724

96.08
.512

1295



RESULTS OF ANALYSIS OF COVARIANCE

(EFFECTS RELATIVE TO CONTROLS)*

WRTR

BlackWhite

Prog Effect

Far West 1.90 5.68 1.92

Arizona 2.26 6.77* 2.56 6.08

Bank Street 1.33 3.28 1.79 4.86

Oregon 2.11 3.57 1.98. 4.59

Kansas 2.46 6.06 3.10 7.17

High/Scope 1.74 5.04 1.16 2.62

Florida 2.16 5.20 2.39 5.92

EDC 2.38 5.67 p.77 7.13

Pittsburgh 2.78 8.25

REC 2.06 3.87 2.62 4.70

Enablers 1.35 c,3,90 1.64 3.91

NPV 1.52 4.80 1.65 4.64

Control

Constant 3.72 2.89
Fall PSI Coeff. .023 -.069

Fall PPV Coeff. .033 .023

ricklA:,WRTR coeff. .221- .275

F
2

34.18
.333

44.87
.329

n 1043 1295

* t > 1.96 is equivalent to p < .05

t > 2.58 is equivalent to p < .01

t > 3.27 is equivalent to p < .001



Pr .. ram

RESULTS OF ANALYSIS OF COVARIANCE

(EFFECTS RELAT/VE TO CONTROLS) *.

WRTN

White,

atect

Mack

Effect

Fat West

Aiizona

Bank Street

Oregon

Kansas

High /Scope

Florida

EDC

Pittsburgh

REC

Enablers

NPV

Control

.754*

3.23

.841

1.01

2.27

1.68

d'.09

5.87

1.47

1.47

1.07

'.86C

1.32

5.63

1.22

.99

3.26

2.85

1.54

6.78 °

2.56

1.61

1.81

1.59

2.61 3.53

2.47 4.44

1.21 2.49

2.58. 4.54

2.08 3.65

.206 .35

1.13 2.12

3.16 6.17

1.62 2.19

.596, 1.08

1.57 3.33

Constant
Fall PSI Coeff.

`Fall PPV Coeff.
Fall WIATN:Cdeff.
F
R.
n

-2.90
.186
.043
.723

87.57
.561

1043

t >1.96 is equivalent to p < :OS
>.2.58 is equivalent to p < .01
> 3.27 is equivalent to p < .001

-2.86 .

.181

.042

.764
92.66

.503
1295



RESyLTS OF ANALYSIS OF COVARIANCE

(EFFECTS RELATIVE TO CON'TOL8)*

Program

Tar West

Arizona

Bank Street

OregOn

Kansad

High /Scope

Florida

EbC

Pittsburgh

REC

Enablers

NPV

Control

Go

..642

.877

',342

1.85

1.32

. 304

.341

1.20

1.10

. 525

.385

.463'

WRTD

White

3.25,

4.43

1.43

5.28

5.48

1.89

1.39.

4.86

5.52

1.67

1.89

2.47

;

E act

1.12

1.0

.563

2.33.

1..96

.345.

.676

1.16

,656

.593

..891

216.

Black

t

3.98

4.95

3.14

10.81 @'

9.05

1.55

3.35

5.99

2.35

2.82

4.99

Constan
Fall ps1 Coeff.
Fall PPV Coeff.
4a11WRTD Coeff.

R2

n

-1.05
.085
.023
. 302

71.37
. 510

1043

* t > 1.96 is equivalent to p < .05

t > 2.58 is equivalent to p < .01

t > 3.27 is equivalent to p < .001

-1.03
.079
.016
.464

90.85
.498

1295



'.Table VI 25,

217.

RESULTS OF. ANALYSIS OF COVARIANCE

(EFFECTS RELATIVE TO NPV)*

PSI

White Black

Pro ram E ect t E fect

Far West _ . .539
_

.

1.42 .89'0,
,

1.13

Arizona .240 .62 .0737, .15

Bank Street -1.23 -2.10 -1.55 -4.85

Oregon 1-.95 2.05 2.54. .5.28

Kansas 1.03 1.76 -.578 -1.13

High/Scope -.664 -1.60 -1.13 -2.08

Florida -1.10 -1.83 -.069 - .17

EEC 1.24 2.08 .488 1.28

Pittsburgh .661 1.68

REC -1.87 -2.05 -.461 - .58

Enablers .089 .21 -1.38 -2.90

NPV .

Constant 7.68 6.73

Fall PSI Coeff. .531 .548

Pall PPV Coeff. .122 .123

Fall' Coeff.
136.13 148.69

rt2 :646 .597

n 985 1217

* t >
c >
t >

.1..96 is equivalent to p < .05
2.58 is equivalent to p < .01
3.27 is equivalent to p < .001



. Emma' ANA T.mp_..ort wick
(EFFECTS RELATIVE TO NPV)*

PPV.
.1'218.

White Black

Program Effect Effect

Far West 1.69 2.29 3.86 2.44

Arizona .350 .47 .591 ..63

Bank Street -1.90 -1.70 -1.40 -2.22

Oregon -.452 -.24 2.05. 1.99

Kansas -.094 -.09 .238 .23

High /Scope -1.31 -1.63 -2.52 -2.32

Florida -.535 -.47 .349 .41

EDC -2.56 -.22 -.399 -.52

Pittsburgh 2.00 2.63

REC -1.76 -.98 2.22 1.38

Enablers -.705 -.88 -1.96 -2.07

NPV

Constant 23.60 16.90
Fall PSI Coeff. .296 .414
Pall PPV Coeff. .507 .554
Fall Coeff.

109.22 124.36
R- .599 .563
n 963 1173

* t > 1.96 is equivalent to p.< .05
t > 2.58 is equivalent to p < .01
t > 3.27 is equivalent to p < .001



Table V/-2

RESULTS OF ANLAYSIS OF COVARIANCE

(EFFECTS RELATIVE TO NPV)*

WRTC

White Black

219.

EE02ram Effect t Effect,

Far West -:142 -.41 .753 1.33

Arizona -.058 -.16 .963 2.88

Bank Street -.337 -.64 .068 .30'

Oregon 2.48 2.74 1.04 2,96

Kansas 1.71 3.22 . 2.93 8.22

High /Scope .- .615 1.64 -7.57 -1.99

Florida .257 .47 -.246 -.82
.

EDC -.755 -1.35' 1.84 6.86

Pittsburgh -.054 -.15

REC -1.25 -1.58' .174 .31
_

4

Enablers -.313 -:83 .217 .65

NPV !

._

Constant -.238 -.351
Fall. PSI Coeff.
Fall PPV Coeff.
Fall WRTC Coeff.

.202

.037

.562

,

.108

.052

.724
F 66.16 97.32
R2 .484 .505

n 1003 . 1254

* t > 1.96 is equivalent to p < .05"
t > 2.58 is equivalent to p < .01
t > 3.27,is equivalent to p < .001



frogram

Table VI-28

RESULTS OF ANALYSIS or COVARIANCE

.(EFFECTS RELATIVE TO NPV)*

WRTR

White

Effect

'220.

Black

Effect t

tar West

4rizona

Bank Street

Oregon

Kansas

High/Scope

Florida

EbC

Pittsburgh

Rgc

Enablers

Npv.

.399

.752

-.202

.609

.945

.242

.669

.881

1.24

.513

.145

2.01

3.78

-0.68

1.19

3.15

1.14

2.17

2.80

6.07

1.14

-.68

.274

.903

.141

.328'

1.44

-.498

.740

1.13

,.972

-.002

.60

3.35

.78

1.16

5.03

-1.62

3.05

5.20

2.14

-.01

Constant
Fall PSI Coeff.
Fall PPV Coeff.
Fall WRTR Coeff.

R2'

n

5.42
.026
.029
.210

27.31
.279

1003

* t > 1.96 is equivalent to p < .05

t > 2.58 is equivalent to p < .01

t > 3.27 is equivalent to p < .001

p

4.59
.071
.022
.268

42.78
.310

1254



Pram
Far West

Arizona

Bank Street

Oregon

Kansas

High/Scope

Florida

EDC

Pittsburgh

REC

Enablers

NPV

RESULTS OF ANALYSIS OF COVARIANCE

(EFFECTS RELATIVE TO NPV)*

WRTN

White

Effect

-.138

2.34

-.034

.107

1.38

.781

.190

3.97

.599

.603

.170

-.39

6.58

-.06

.12

2.58

2.06'

7.07

1.64

.75

%45

Black

Effect

1.04 1.71

.901 2.50

-.339 -1.40

1.01' 2.68

.524 1.36

-1.35 -3.28

-.428_ -1.32

1.60 5.54

.055 .09

-.969 -2.70**

Constant
Fall PSI Coeff.
Fall PPV Cbeff.
Fall -WRTN Coeff.

R2
n

-2.14
. 187

.047

. 719
88.44,

. 556
1003

* t > 1.96 is equivalent to p < .05
t > 2.58 is equivalent to p < .01
t > 3.27 is equivalent to p < .001

naM....40.1.006.11i10111...1111

-1.38
.181
.045

.756
93.75

.496
1254



RESULTS OF ANALYSIS OF COVARIANCE

(EFFECTS RELATIVE TO NPV)*

WRTD

White Black

-Pro ram

Far West

Arizona

Bank. Street

Oregon

Kanias

High/Scope

Florida

Epc

Pittsburgh

REC

Enablers

NPV

.177 1.45

4,411 3.35

-.125 -.68

1.38 4.38

. 852 4.61

-.64

-.123 -.65

. 736 3.81

-.628 4.99

.055 .20'

-.081 -.61

Constant -.58
Fall PSI Coeff. .086

Fall PPV Coeff. .023

Fall WRIT Coeff. .299

F
2

69.78

R2 .497

n 1003

t > 1.96
t > 2.58
t > 3.27

.228

1.52

-.323

1.44.
d .

1.07

-.544

-.211

.278

-.235

-.298

.98

1.11

-3.53

10.07

7.33

4'3.49

-1.71.

2.53

-1.02

-2.18

i& equivalent to p < .05
is equivalent to p < .01
is equivalent to p < .ogi

-.157
.079
.017
.452

90.62
.487

1254



TAble VI-31

RESULTS OF ANALYSIS OF COVARIANCE

(EFFECTS RELATIVE TO NPV)*

ITPA

White Black

223.

Program Effect t Effect, t

Far. West -.901- -1.09 -.437 7.30

Arizona -.022 -.02 -1.86 -1.81

Bank Street .028 .02 1.90 -2.85

Oregon 4.91 1.70 -.833 -.77

Kansas -2.04 -1.56 -.508 -.44

High/Scope -2.64 -2.83 -1.71 -1.50

Florida -1.54 -1.12 -.216 ' -.25

EDC 1.81 1.35 -.147 -.19

Pittsburgh 1.28 1.48

REC -4.06 -2.23 -3.45 -1.94

Enablers T1.61 -1.86 -3.61 -4.23

NPV
.

Constant
6.118 6116Fall PSI Coeff.,

Fall PPV Coeff. .052 .061

Fall ITPA Coeff. .476 .406

F
2R

18.29
.388

15.82
.304

n 418
c

476

*.t > 1.96 is equivalent to p < .05
t > 2.58 is equivalent to p < .01
t > 3.27 is equivalent to p < .001



I

Table VI-32

RESULTS OF ANALYSIS OF COVARIANCE

(EFFECTS RELATIVE TO NPV)*

ETS

White
0

Black

224.

Program Effect t E fept .. t

Far .West '.659 '1.97 1.20 1.74

Arizona 1.30 3.78 1.38. 3.39

Bank Street ,.388 .74 .244. .87

Oregon 2418 2.64 2.3 5.67

Kansas , 1.64 3.26 2.22 5.04

High/Scope -.300 -.83 -1.14 -2.44*

Florida .733 1.39 .266 .74

EDC 1.41 2.67 .647 1.95

Pittsburgh 2.13,
,

',

f

REC -2.06 -2.51- -1.81 1-2.65

Enablers -.735 -1.98' .016 :04

NPV

Constant 4.11 3.76
Fall PSI Coeff. .180 .207
Pall PPV Coeff. .045 .064

Fall ETS Coeff. . .404
.

- .358
F2R2R .518

75.39
.451

n 974 1207

* t > 196 is equivalent to p < .05
t > 2.58 is equivalent to p < .01
t > 3.27 is equivalent to p < .001

.1



!.

225.

Preschool Inventory

For Whites the largest effects were achieved by

Oregon(5.94), EDC (5.28), and' Kansas (..,10). The Oregon

and EDC effects Were significantly above NPV. Smallest

effects were for REC (2.27) and Bank Street (2.90). These

were significantly below NPV. For Blacks, Oregon (5.86)

and Far West (4.24) had the largest effects. Only Oregon

was significantly above NPV. Smallest effects were for

Bank Street (1.80) Enablers (.197), and High/Scope (2.25).

All three were significantly below NPV. For both Blacks

and Whites, all models performed significaptly better

than the Controls.

Peabody Picture Vocabulary Test

For Whites; Pittsburgh (4.42) and Far West (4.07)

ha0 the largest effects, both significantly above NPV.
mir

Smallest effects were for Bank Street (.52), REC (.68),

and High/Scope (.98). None of these_Weresignificantly

below NPV. For Blacks, Far West (5.51), REC (3.89)f and

Oregon (3.72) had the largest effects, with Far West and

Oregon significantly above NPV. High/Scope (-:84),

Enoblers (-.31) and Bank Street (.27) were lowedt, all

three significantly Jelow NPV. While all model effects

for Whites and 8 of 10 for Blacks were positive, most

effects were not significant.
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WRAT g22.Y.ini-glEhl

Largest effects for Whites were achieved by Kansas

(5.24), Oregon (4.40), and High/Scope (4.33). Kansas and
to.

Oregon were significantly above NPV. REC (.71), EDC (1.62),

and Bank Street (2.29) Mere low, although none were

significantly below NPV. For Blacks, Kansas (4.45) and

EDC (3.36) were high and significantly above NPV, while

High/Scope (.76) was low and significantly below NPV. For

Whites 9 of 11 model effects were significant and, for

Blacks 9 of 10.'

WRAT Recognizing Letters

For Whites, Pittsburgh (2.78), Kansas (2.46), and EDC

(2.38) were high, all significantly above NPV. Enablers

(1.27)and Bank Street (1.33) were low, but not Significantly

below NPV. For Blacks, Kansas (3.10), EDC (2.77), REC

(2.62), and Arizona (2.56) were high, all significantly

above NPV. High/Scope (1.16) was low, Nit not significantly

below NPV. All model effects were significant.

WRAT Naming Letters

For Whites, EDC (4.87) and Arizona (3.23) were high,

both significantly above NPV. Bank Street,(.84) was low,

but not significantly below NPV. For Blacks, EDC (3.16)

Far West (2.61), Oregon (2.58), and Arizona (2.47) were

high, with all except Far West significantly above NPV.
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For Whites 5 of 11 model effects were significant, and for

Blacks 8' of 10.

WRAT Reading Numbers

For Whites, Oregon (1.85) and Kansas (1.32) were high,

both significantly above NPV. Bank Street (.34), Florida

(.34), High/Scope (.38), and Enablers (.39) were low,

although none was significantly below NPV. For Blacks,

Oregon (2.33) and Kansas (1.96) were high, and both were

significantly above NPV, while High/Scope (.35) and Bank

Street (.56) were low, and significantly below NPV. For

Whites 6 of 11 model effects were significant and fdr

Blacks 9 of 10.

ITPA Verbal Expression

'':§inct the Control children did not take the ITPA,

no comparisons with them were possible. From the comparisons

with NPV, however, we find for Whites that Oregon (4.91)

was highest, though not significantly above NPV. REC (-4.06)

and High/Scope (-2.64)were lowest, both significantly below

NPV. For Blacks we find that all had smaller estimated

effects than NPV, with the Enablers (-3.61) significantly

lower.

ETS Enumeration

As for the ITPA, no comparisons with Controls were
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possible. From the comparisons with NPV, for the Whites

Oregon (2.18) and Kansas (1.64) were high, although neither

was significantly above NPV. REC (-2.06) and Enablers

(-.74) were both significantly below NPV. For )lacks,

Oregon (2.34) and Kansas (2.22) 'were high and both signifi-.

cantly above NPV, while REC (-1.81)10ms significantly below

NPV.

ytrygfNC01.1tSumi

As for the previous analyses, we will present in this

section evidence furni§hed by the ANCOVA bearing on our

three major questions.

1. To what extend does a Hew:: Start experience

accelerate the rate at which disadvantaged pre-

schoolers acquire cognitive skills?.

Our evidence here come from the comparisons between

the Control and Head Start children. For three of the six

tests taken by the Controls-(PSI, WRTC, WRTR), nearly all

the PV and the NPV children do.significantly better

than the Controls for both Black's and Whites. For two

tests (WRTN, WRTD) 'most of the models perform better. Only

for the PPV do the Control and Head Start children perform

comparably.
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f

Are the Planned Variation models, simply by vir4s

of sponsorship, more effective than ordinary
. .

non-sponsored Head Start programs?

On the whole it appears that PV and NPV programs are

similar in effectiveness. As a very rough measure of

oer all NPV performance, we obser-Ve that fox White children,

of a,total of'88 model effects on the 8 tests, 51 were

. above that*of NPV and 37 were below. For Blacks, of 80

model effects, 46 were above and 34 below.

3. Are some PV models particularly effeCtive at

imparting certain skills?

JP
Table VI-33 presents a summary of inter7model,compari-

sons. In declaring a model particularly effective or

ineffeCtive for a, given test, we have considered the,size

of the estimated difference'in'effects between the model

and the'Contrels, the significance of the differenCe

between the model' and NPV, and the consistency aivoss

racial groups. The effects noted in Table VI-13 seem

fairly evenly spread across the Ertests. It is interesting

that no model hag both positive and negative effects.

Oregon and Kansas are overall most impressive, each with

5 positive effects out of 8 tests.



Table VI-33

Summary of Relative Model Effectiveness

Based on Analysis of Covariance*
0

'
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++ Indicates model appears to be highly effective.
+ fridicates evidence for above average effectiveness

Indicates evidence for below average effectivenes6.
Indicates model appears to be highly ineffective:---

Model PSI PPV WRTC WRPR WRTN WRTD ITVA ETS
--7-

Far West +

Arizona ++ ++'

Bank Street -

Orion > ++ ++ + ++ ++

Kansas ++ + + ++e,
. ++

High/Scope - -

Florida

EDC '

. + ++ :I-

Pittsburgh +

Enablers - -

*REC not included because with only one site we felt it
unfair to draw any conclusions,
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Chapter VII

ResistaAnalysis

!

Introduction and Theory

It was clear7to us that the pre-test was the most

important variable to control in making post-test com-

parisons, We thought it would be worthwhile to de some

exploratory analysis to determine the relationship between

fall and spring test scores, broken down by program and

possibly backgroUnd characteristics. All our previous

analyses used means as summary measures of distributions

of effects, and relationships were fitted via ordinary

least-squares techniques. While we have confidence in these

analyses, we felt it mould be nice to have at least one

analydis using other summary statistics and fitting methods

which would be, particularly robust, or resistant to de-

partures from the usual assumptions underlying the standard

procedures. We were thus led naturally to the recent work

of John Tukey (1970)4 -Tukey's exploratory data analysis

techniques enable the analyst to comb a set of data for use -

' ful information without unwieldy computations and formal tests

based on stringent assumptions. We found the resistant

fitting technique particularly appropriate. With it, we

could conveniently fit a model of the form'
1
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Yi = al + ojyYji) eij (7.1)

where Y
ij

' and Y
ij

are pre- and post -test scores for

individuals i irk group j, eij is the error term, and f,

is a transformation or re-expression of Yij consisting

of any power or the logarithm. For example, on the PSI, for

White children with no prior preschool in Far West, we

fit the model:

Y' = -.32 + 19.13 logY

For Black children with no prior preschool in Far West, we

obtained

.0. 26.73 - 80.89

Note that the, class of models described by (7.1j

can be characterized as linear in terms of the re-expressed

pre-test score. The details of how the appropriate re-

expression is se).ected, and the slope and intercept

estimated can be found in Appendix E, written by Sharon

Hauck. In ordinary least-squares fitting, outlying

observations (those with very large values of eij) exercise

a strong influence in determining the fitted curve.

Resistant fitting is much' less sensitive to such outliers.

Thus, it P rovides a fairer representation of the data
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in a situation where nearly all observations reflect a

systematic relationship, but there are a few "wild"

observations. Since these wild observations are not given

much weight in the curve-fitting, they will also stand out

more strongly than in a least-squares regression when we

look at the residuals.*

In trying to apply the resistant fitting technique, to

the various tests, in our battery, we found that the floor

and ceiling effects of the WRAT sibtests made it virtually

impossible to implement the fitting algorithm. We deCided

to take el different tack with three of the WRAT subtests.

For the WRAT Recognizing Letters, Naming Letters, and

Reading Numbers, it seemed that many children were achieving

an effective maximum, so that their potential gain was

,strongly dependent on where they started out. It seemed

reasonable to consider these as criterion-referenced tests.

We, therefore, set a level for each test which we felt

corresponded to reasonable mastery of the subject matter.

For each child we could then note simply whether or not

he reached this criterion. Looking at all children with a

given pre-test score (or narrow range of scores) we could

than see for each program the proportion reaching criterion.

*Residual = ObserVed Value Fitted Value



It would, of course, be desirable to control for other
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variables as well. Since ethnicity seemed to have a strong

relationship to.outcoMes, we considered Blacks and Whites

separately.* Sample sizes were not adequate for further,

breakdown by other background,characteristics.

The other five tests did not seem to us suitable for

the criterion-reference analysis, since the; did not

involve such clear-cut, concrete skills and it was not

clear how to set a criterion for sdbjeCt mastery. For

each of these, we performed a resistant fitting analysis.
6

We broke 'the'children in each program out according to

ethnicity and whether or not they had any prior preschool

experience. For each sub -class in which there were at

least 20 children, we:then fit a model of the form de-,
,

scribed by equation (7.1). We studied the resulting

functions,but *strong patterns became obvious. We de-

cided to attempt to obtain simple comparisons-among programs

by developing a. resistant analog to-the-usual least-
",

squares analysis of covariance.

suppose that for any ehtnicity by prior preschool

experience sub-class, we can represent the relationship

between fall and spring tests by a model of the form:

aj
+ (3 f(Y.1 .) +

eij
(7.2)

*There were.not enough SpanishnAmericans to make the analysis
for them worthwhile.
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That is, we assume that the re-expression f and the slope

$ are the. same for, all programs. Thus, as in the ANCOVA,

ai becomes a measure of relative program effect.

From the various re-expressions found in the model-

fitting described above, we selected a. compromise re,-

expression reasonably acceptable for all programs, though

perhaps not optimal for any particular program. For each

program, a model was then fit using the common re-expression.

This resulted in a set of up to 13 slopes,* one for each

program. From this set we determined a compromise slope,

hopefully reasonable for all programs. Having decided on

both $ and f, we could now estimate a,
3
by taking a kind of

weighted average of the deviations of the Y
ij

's in group

j from th- function $f(Yil). The details of the steps

described above can be found in Appendix E.

To calculate a program "effect" we took the median of

the estimated a 's and subtracted this from each of the,

a 's individually. The result is analogousto that of a

standard one-way ANCOVA with effects competed around a

grand mean oe,a2.1 prOgrams. To see how our results com-

pared with those of the more traditional approach, we

carried out such an ANCOVA.

t

*The actual number was the number of programs with at least
20 children.
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Results of the Criterion-Reference Analysis

Results Of the criterion-reference analysis for the

WRTR, WRTN, and WRTD appear in Tables VII-1 through VII-5.

For the WRTR the maximum score was 10, and we decided that

to reach criterion a child must achieve a score of at least

9. For the WRTN our criterion was 10 out of 13 correct.

The WRTD requires the child to read the nu7bers "3, 5, 6,

17,'41." It seems that 17 proved quite difficult and 41

much too difficult for our sample. We, therefore, decided

that 3 of 5 correct seemed a reasonable criterion.

For Blacks and Whites separately, we looked at all

children with fall scores in certain narrow ranges, and

recorded the number reaching criterion and the number

failing to do so. We also calculated the proportions of

PV children, NPVchildren, and Control children reaching

criterion. Following are summaries of the results. Note

that we elected not to perform significance tests for

differences between'proportions. There were so many

possible inter-dependent tests that significance levels

would be severely compromised. The reader has, of course,

from Tables VII-1 through VII-5 all the information necessary

to carry out any tests he may deem useful.



Table VII-1

RESULTS OF CRITERION REFERENCE ANALYSIS FOR

'WRTR

Black

Fall Score 12

0
0 m

0 0 .H
N.

0N V
V

0
ICI

1 9 12 0 9 3
3<

5 0 1 1 12

12 37 0 2 15 7 8 0 3 4 42

Fall Score = 3, 4.

5 5 0 1 10 1 4 8

11 20

Fall Score'= 5, 6

_p
2 5 13 4 9 2 6 12 0 3 5 28 1

2 3 9 3 3 7 6 6 0 2 8 37 3

Fall Score =,7, 8

3 16 37 11 14 3 8- 28 0 7 9 28

2 2 12 3 4 4 5 5 0 2 6 29 7

Fall Score = 9, 10

19 74 29 13 7 18 51 0 4 24 112

2 i 10 5, 0 6 3 3 0 1 6 12

237.

44 Spring =.9,10

89 Spring <9

39 Spring = 9,10

37 Spring < 9

61 Spring = 9,10

49' Sping< 9
.3T8- w'

136 Spring = 9,10

47 Spring < 9
.7TS

246 Spring = 9,10

38 Spring < 9

:WU



Table VII -2

RESULTS OP CRITERION REFERENCE ANALYSIS FOR

°WRTR

White

4 I

Fall Score 6 2

O
rl 8 ri

t

0 3 3 2 0 12 0 0 4 4

11 14

Fall Score = 3, 4

-238.

38 Spring = 9,10

52 Spring< 9
.267.. 22.422

10 1 8 1 3 15

6 3 0 1 3 0 0 . 1 0 8.18

Fall Score = 5, 6

10 12 5 1 8 6 3 24 1 8 19

8 4 3 0 0 4 1 1 3 2 5 10
.655,

Fall Score = .7; 8

20' 23 6 2 10 23 6 7 22 2 20 36

8 5 2 0 0 6 0 0 2 1 5 12

Fall Score = 9, 10

40 Spring = 9,10

29 Spri,ng < 9

81 Spring = 9,10

31 Spring< 9

141 Spring = 9,10

27 Spring < 9
.750 .173-Wy

47. 49 12 6 14 48 14 21 36 5 41 57 -7

7 2 2 1 0 3 2 1 1 1 7 9 1

.864

293 Spring = 9,10

25177 Spring < 9
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RESULTS OF CRITERION REFERENCE ANALYSIS FOR

WRTN

White

0
0

r4 8

.8 26 2 1 6 18 2 16 6 1 10 7

104 82 30 7 31 66 22 17 99. 13 81 170 31

Black

96 Spring '110

551 Spring 4.10
.040.032 .

1 9 8 12 3 0 1 22 0 0 2 30' 0,

18 61 181 52 59 52 53 102 0 23 69 308 31

58 Spring 10

6:6170 Spring' 10
15



RESULTS OF CRITERION REFERENCE ANALYSIS FOR

WRTD

Black

Fall Score is 0

.faul

8 13 22 48 26 3 7 25

63

0 5

17

11

46

59,
'212

1

32 133 9 21 41 33 27

Fall Score 21 1

0

168 Spring 3

402 Spring e 3
. .

2 '10 14 3 8 1 5 11 0 0 1 24

-

0 9 11 0 0 5 '3 8 0 0 7 23

V11 Score = 2

5.5 Spring

48 Spring
. -.9

2 4 12 3 5 2 2 9 0- 0 3 13

1 4 1. 0 1 1 2 2 0 0 2 4
. .333 .

Fall Score = 3

3 2 20 6 4 0 6 13 0 2 1 17

0 0 1 0 0 0 1 0

42

14

57

2 Spring 3
.944 1.000 5

Spring' 3

Spring .,3

spring 3



RESULTS OF CRITERION REFERENCE-ANALYSIS FOR

WRTD

White

Fall score = 0

V
I 4JW aMO d
N 01 US

(<,

ii

Table VII-5

0
4.1

a
O

27 29 5 3 17 28 5 14 37 5 22 51 3'

54 44 23 0 12 38 10 8 49 9. 39 104 25

Fall Score = 1

241.

192 Spring

2t6 Spring 3
.329 . .

10 15 2 12

8 4 1 0 0 3 1 0 4 0 l''

.533 .500

Fall Score = 2

11 2 1 3 8 1 1 1 6 2,

2 1 1 0 0 2 0. 0 0 1 0 21 1 1

.759 .667

i

Fall Score = 3 I

16 21 4 3. 4 17 7 10 6 0 3 15 1

2 0 0 0 0 0 0 0 0 0

. .

0 0 0

60 Spring 3

26 Spring 3

44 Spring 3

7 Sprig 3
.861

91. Spring

1.00 1.00 .978
Spring
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WRAT Recognizing Letters

For Whites, we noticed that the proportion of PV

children reaching criterion was higher than the proportion

of NPV children for all 5 fall test score levels. It.

Appears that Kansas, Pittsburgh, and possibly Arizona and

EDC are particularly effective. For Blacks PV children

also did consistently better than NPV children except .for

those reaching criterion in the fall. Kansas seems par-

ticularly effective, and possibly Arizona and EDC. Note

that for most programs and fall scores, the proportion

'reaching criterion is smaller for Blacks than for Whites.

WRAT Naming Letters

It turned out that nearly all children scored 3 or

less in the fall, and very few of these reached criterion

in the spring. Thus, it was difficult to make puch of the

results. -There is some evidence that Arizona, Oregon, and

EDC may be particularly effective.

WRAT Reading Numbers

For both, Whites and Blacks the majority of children

scored 0 in the fall. There are enough with other scores

to be worth presenting, but too few to draw conclusions.

For those with fall scores of 0, the proportion reaching

criterion was higher for PV than for NPV for both Blacks and

Whites. The proportion for Whites was higher than that for



Blacks for both PV and NPV children. For Mites, Kansas

and possibly Oregon seem particularly effective. For

Blacks, Oregon is outstanding and Kansas aldo particularly

effective. -

Results of the ResistInt Analysis of Covariance

As explained above, we initially attempted a re-

sistant fit to describe the relationship between fall and

spring scores for each of our tests. As a result of

ceiling and floor effects, this proved, particularly d'ffi-

cult for the WRAT subtests. For the other tests, it was

difficult to summarize the results meaningfully, and we

decided to attempt the resistant ANCOVA analog. Unfor-

,tunately, for the ITPA and MI many of the models did not

contain enough children to justify their inclusion, and

the choice of a compromise re-expression to be applied to

all programs was very difficult. We, therefore, decided

to carry out the resistant ANCOVA for the PSI and PPV only.

The results appear in Tables VII-6 and VII-7. For

each ethnicity, by prior preschool sub-classes, we have

calculated an estimated effectifor each program containing

at least 20 children, relative to the median'effect for all

such programs. ` As a comparison, we have alsojierformed
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Table VII -6

' .

BppLA FOR RESISTANT ANALYSIS OF COVARIANCE FOR

PSI

244.

Pro. ram
No

Prior:: PS
No

Prior PS
No

Pribr PS
1

Prig PS Prior PS

Far West 9 3.1 .5.

AriznA , 1.0 -.8 0

Bank'Street -1.2 -1.6 -2.0

Oregon
.

,3.0 3.0 .0
: .,,

Kansab .6 .- .3,

. ,

High/Scope .1 -' .4

Florida p -1.5 ' 1.3 .2
, .

EDC 0 .8 .

Pittsburgh
..2

0

REC - .3
f

.

Enablers .6 .1

Control. -4.1 - .3

NPV -2.0 - .1 - .4 0 - .2

.

_ .

Coefficient 71.6 :65 .69 .55 5.1

Median 40.4 , 8.2 9.6 . 13.1 .2'

n 711 .807 . 250 179 312 :

Re-
expression .5 1 1. 1 .5



Table. VI/-1 245.

RESULTS OF RESISTANT.ANALYSIS OF COVARIANCE FOR

PPV

Pr ram
No

Prior PS
No

Prior PS
No

Prior PS Prior PS Prior PS

Far West - .2 6.

Arizona .2 .5 -2.6 1.2

Bank Street .1 - ;1 -1.3

Oregon 4.1 0

Kansas 1.7

High/Scdpe - .7 -1.2

Florida . .8 2.3 -1.7

EDC 0 0 .3

Pittsburgh 6.4

REC .5

Enablers - .7 -1.8 0 - .9

Control 0 0

NPV - .6 - .5 4.1 2.1 - .2_

Coefficient 36.9 .71 6.11 712.53 7.36

Median 8.7 17.2 11.2 68.2 1.5

n 692 765 248
A 136 272

.
.

Ike -

expression log 1 .5 .5



Table VII-8

RESULTS OF ANALYSIS OF COVARIANCE FOR

White Black

PSI

Sp. Amer. White

246.

Black
No No No

Program Prior PS Prior PS Prior PS Prior PS Prior PS

Far West 1.1 1.8 1.2

Arizolia .6 .2 - .6 - .2

Bank Street -1.6 -1.3 -1.8

Oregon 2.7 2.7 1.1

Kansas 1.0 .1

High/Scope 0 -1.1

Florida - .4 .6 - .6

gm - .4 .9 .9

Pittsburgh .7 - .6 .

REC -1.0

Enablers .9 - .7 - .6 .6

Control -3.7 -1.7

NPV - .1 0 - .5 - .2 0

MOHT8i0Rt
.685 .702 .610 .651 .656

Spring
Mean 20.52 16.55 19.51 22.65 20.68

Fall
Mean 15.58 11.99 13.95 17.95 16.89

F 9.980 5.411 7.457 2.239 4.608

Signifi-
cance < .001 <.001 < .001 .04 .002



Table VII-9

,RESULTS OF ANALYSIS OF COVARIANCE FOR

PPV

247.

Program
No

Prior PS
No

Prior PS'
No

Prior PS Prior PS Prior PS

Far West .4 3.7

Arizona .8 1.2 - .6 .4

Bank Street - .6 -1.4 -1.4

Oregon 3.0 .1

Kansas .9

High/Scope - .7 -2.9

Florida. .2 1.6 -4.4

EDC .' -1.6 .4 1.1

Pittebuigh 1.4 1.2

REC . .8

Enablers -1.3 -2.0 - .5 -1.3

Control 0 -1.7

NPV .3 .8 4.0 .2

Regression
Coefficient .600 .677 .521 .626 .678

Spring Mean 47.68 36.71 43.28 48463 41.79

Fall Mean 37.05 25.87 29.24 39.53 31.72

F .903 3.607 4.780 .525 1.38

Signifi-
cance, not sign.1 < .001 .002 not sign. not sign.
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an ordinary leaet-squares ANCOVA with effects computed

about the grand !wan.* These results appear in Tables

VII-0 and We now present brief summaries of the

resistant ANdOVA\resulta.-

Preschool ,nvettoy

For White "Ildren with no prior pre-school, the

Controls have by far the lowest effect (-4.1). For

Blacks with nd prior preschooL, Far West (3.1) and Oregon

(3.0) are high, and for Spanish Americans, Oregon (3.0)

is outstanding. The effects for both Whites and Blacks

with prior preschool are rather homogeneous. Overall, it

appears that Far West and Oregon are particularly effective;

Bank Street and\Control particularly ineffective. The
,

results for the\tandard ANCOVA seem' remarkably consistent

with those of our resistant ANCOVA.

Peabody Picture Vodabulary Test

For White child en witll no prior preschool experience,

program effects seem quite homogeneous. For Blacks with no

*Ther"e'Were'three mafn differences between these ANCOVA's
r'and those carriedbut in Chapter VI. First, the children
X were broken down by prior preschool experience as well as4

ethnicity. Second, the effects were computed about the
grand mean (an unweighted mean of the spring means for all
programs) rather than relative'to the Controls. Third, the
analysis was carried out using an unweighted means approach
rather than exact least-squares.



249.

prior preschool, Oregon (4.1) and perhaps Florida (2.3)

seem particularly effective. For Spanish - Americans, NPV

(4.1) does best. For Whites with preschool, Pittsburgh

(6.4) seems highly effective, and Arizona (-2.6) possibly

ineffective. For Blacks, program effects are quite,homo-

geneous. The general profile of effects from the standard

ANCOVA is similar, although the magnitudes of effects

differ.

Summla

We have results for only five tests (PSI, PPV, WRTR,

WRTN, WRTD) from the analyses discussed in this chapter.

As in previous chapters, we present here the evidence pro-

vided by these analyses, bearing on our three major questions.

1. To what extent does a Head Start experience

accelerate the rate at which disadvantaged pre-

schoolers acquire cognitive skills?

For all tests except the PPV, the Controls appear to

do substantially worse than both the PV and NPV children.

On the PPV, Head Start and Control results are comparable.

Are the Planned Variation models, simply by virtue'

of sponsorship, more effective than ordinary non-

sponsored Head Start programs?
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For each of the 5 tests except the PPV, the'PV

programs as a whole perform slightly better than NPV.

Foi PPV, their performance is roughly eqUivalent. We

are inclined to attribute the slight superiority of PV

to a couple of particularly effective models, so. that,

except for these, the effects of PV and NPVare comparable.

3. Are some PV models particularly effective at

imparting certain skills?

Table VII-8 presents a summary of inter-model compari-

sons. In deciding whether to declare a model particularly

effective, we have considered whetheethe proportion

reaching criterion is consistently higher thanthe over-

all PV proportion for all ethnic groups and fall scores.

. for the PSI and PPV, we have considered the size of

effects and their consistency over the ethnicity by prior

preschool sub-classes. Note that out of 11 positive

effects, 7 are for the acaaemic models(Oregon, Kansas,

Pittsburgh). Overall, Oregon'is most impressive.



Model

Table VII-10

SUMMARY OF RELATIVE MODEL EFFECTIVENESS

BASED ON RESISTANT ANALYSIS*

251.

e

++ Indicates model appears to be highly effective.
Indicates evidence for above everage effectiveness.
Indicates evidence for below average effectiveness. A
Indicates model appears to be,highly ineffective..

PSI PP WRTR WRTN WRTD

Far West

Arizona

Bank Street

. .

+ +

Oregon ++ + ++

Kansas: +

High /Scope .

Florida.

EDC
.!_.

Pittsburgh +/

Enablers

NPV

*REC not included because with only-one site we felt it
unfair to draw any concluskons.

'a
a

a
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Chapter VIII

Background Characteristic by Program Interactions

Introduction

The previous four chapters have attempted to

present a picture of the pattern of overall effects of

various programs. In this chapter we explore the question

of whether the relative effectiveness of various' programs

is related to-certain child background characteristics.

Featherstone (1973) studied this question using the 1969-

70 and 1970-71 data. We are in no way trying to replicate

her careful and thorough study. Without a carefully

designed randomized experiment, the problems involved

in estimating interaction effects are much more difficult

than the already difficult problems involved in measuring

main effects (see Chapter III). Definitive conclusions

from our data are virtually impossible. Nonetheless, we

felt that a modest effort to see what interactions are

suggested by the data, and how they relate to Feather-

stone's general conclusions, would be valuable.

The Outcomes Featherstone used were the Stanford-

Binet IQ and the 64-item PSI. Since neither of these tests

was given in 1971-72, comparisons with her results are
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difficult. The background characteristics she'considered

were initial (fall) IQ, prior preschool experience, sex,

age, socio-economic status, ethnicity. (Black and White

only) and cognitive style (as measured by the Hertzig-

Birch coding of the Stanford-Binet). We have no measure of

IQ for the 1971-72 cohort, and, although a version of the

Hertzig-Birch scoring system was used with the 32-item ,

PSI, we felt the system was too experimental to use at

this time. As for SES, we felt that from the standpoint

of reliability and impact on test scores, mother's edu-'

cation was our best variable. We therefore decided to

look only at sex, mother's education, ethnicity (Bladk

and White only), age, and prior preschool experience.

Since the interpretation of interaction effects is

sometimes confusing, it may be useful to explain exactly

what they mean in this context, and why they are so diffi-

cult to estimate. For EAmplicity, suppose we have two

programs, A and B, and that sex is the background variable

of interest. Assume we have some measure of program

effectiveness (e.g., residual, adjusted mean) a,d that

in terms of this measure we obtain the hypothetical results

displayed in F &gure VIII-la. In this case there is no

interaction between sex and program, since the difference

between the effects of the two programs is 4 for both boys



Male

Female

Male

Female

Male

Female

Figure VIII-1
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ILLUSTRATION OF PROGRAM BY SEX INTERACTION

Program

12 8

14 10

(a)

12

14

8

12

(b)

12

10 12

(c)

Interaction

(12-8)'-(14-10) = 0

(12-8)-(14-12) = +2

(12.-8)-(10-12) = +6
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0

and girls. In situation (b), on the other hand, the

difference between program A and B is larger for boys than

for girls. Thus, ,the relative effectiveness of the pro-

gramsis related to the child's sex. We have h program-

by-sex interaction. Finally, in (c) we have a disordinal

interaction. Not only is the difference in effects greater

for boys, but the direction of relative effectiveness of

the two programs is actually reversed. Program A is better

than B for boys, while program B is better for girls.

Notice that an interaction is rbally#a difference

of differences. Thus, estimating an interaction effebt

from a finite sample, a small sample in any of the four

cells can lead to imprecise estimates (i.e., large variance).

In the extreme, an empty cell makes the estimation im-

possible. If, for example, there were no boys in program A,

no statistical procedure could provide a reasonable

estimate of the interaction.

Methodology

We decided that the simplest way to measure inter-

action effects would be to use the "combined" residuals

derived in Chapter V as an outcome measure. Recall that

the residual is an estimate of the effect of the program
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in which the child is enrolled over and above what we

would expect on the basis of natural maturation. 'We dan

perform a two-way analysis of variance, with program

and a background variable as factors. This ANOVA will

provide an F-test for the significance of the overall

interaction effect. Looking at the pattern of cell means,

we will hopefully be able to int4pret any interactions

detected. As an added benefit, we will also obtain F-

tests for the main effects of program and background

characteristics., If we observe a large main effect corres-

ponding to a background variable which is unevenly dis-

tributed across the various program., there may be some

bias in the magnitude of the estimated model mean residuals.

Because the design is quite unbalanced (unequal cell

sizes) an exact least-squares solution would he quite

complex. We therefore carried out an unweighted means

analysis. Unfortunately, for some background variables,

the design may be so unbalanced that the F-test resulting

from the unweighted means analysis may be misleading.

Since our primary interest is in the estimation of effects

rather than formally testing hypotheses, this does not

concern us overly. Moreover, in carrying out ANOVA's on

the six tests for which we have computed residuals, for

each of the five background characteristics, we perform a
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large number of statistical tests. Thus the formal signifi-

cance level of any individual test might be compromised

even with an exact least-squares analysis.

Results of interaction Analysis

In this section we present the results of the

interaction study. Detailed results are presented in

Tables VIII-1 through VIII-28. We first present brief

summaries for each background characteristic, followed by

some concluding comments.

Sex. The only significant main effects for sex occur on

the PSI and PPV. There are small differences favoring

boys on both. There are no significant program-by-sex

interaction effects on any of the tests. The'overall

pattern of relative model effectiveness is quite similar

for boys and girls.

Ethnicity. All tests except the WRTD show significant

main effects for ethnicity. The PSI and WRTC effects

favor Whites, while the PPV, ITPA, and ETS effects favor.

Blacks. Only the WRTC and WRTD have significant inter-

action effects. The WRTC effect (p(.001) is largely

attributable to High/Scope and.EDC. High /Scope was highly
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effective for Blackh and below average for Whites. Thesq

results may well be attributable'to site characteristics

other than ethnicity, as ethnicity and site are confounded.

From Table 11-2, we see thatof High /Scope's two sites

Fort Walton Beach'was 75.3% Black, while Central Ozarks

was 100% White. In pc virtually all the'White children

were in one of the two sites. High/Scope,jmay also be
. .

responsible for the WRTD interaction effect (p=.05).

Age. We divided the age range into three categories:

under 54 months, 54 to 60, over 60. There were only foUr

tests for which the age distrubution was sufficiently

balanced to allow us to carry out the analysis. Even for

these four (PSI, PPV, WRTC, WRTD), it was necessary to.

eliminate the Oregon model, since it contained no children

under 54 months of age. All tests except the PSI have.._

significant main effects for age, and the PSI ,effect'

is almost significant (p=.08). For the PSI and PPV,

age is negatively related to residual size (yo'u'nger children

gain more), while for the.WRTC and WRTD it is positively

related. Interaction effects were significant for the PSI
r.

(p=.003) , WRTC (p (.001) , and WRTD (p=.04) . The pattern

of interaction effects is difficult to interpret., Moreover,

several models contain very few children over 60 months of

age. If we look only at thos6 children .60 months old
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or younger, the pattern of relative program effectiveness

appeats fairly convistent across the two other age groups.

Prior Preschool Experience. Three of the six tests show

significant main effects favoriAg children with no prior

preschool experience. These are the PSI (p( .001),

PPV (p ( .001) . and*WRTC (p =:025). Recall, however, that

Chapter Y we noted that the residuals may be less valid

measures of program effectivenss for children with prior

preschool experience than for those without. Thus an appar-

ent prior preschool effect might really be an artifact of

the way in which the residuals were computed. Significant

interaction.effects occur on the PSI (p 4.001) and WRTD
,

4o='.01).'" The PSI interaction may well be at least in part
' . 4.' .

.

...

a'spuriouS artifact of. the unbalanced design. The Kansas

model in particular_appears to do terribly for children

withprior preschool..experience,but the mean for this
fi

cell'is based on a sample of only seven children. Thus,

although the data suggest the possibility that relative

model effectiveness on the PSI is related to prior preschool

experience, we cannot interpret this interaction with much

confidence. Note that REC and Enablers are both more

effective than average for children with prior preschool

and less effective for those without.
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Mother's Education

There are significant main effects for mother's

education on the PSI (p( .001), PPV (p< .001) , WRTC

(p=.01), WRTD (pm.01), and ETSAp=.003). The PSI, PPV,

and WRTC effects reflect a negative relationship between

mother's education and residual size. There are no sig-
\

nificant interaction effects on any of the tests.

Featherstone (1972) found generally that relative

model effectiveness tended to be related to variables

which describe the child at a particular stage of develop-

ment rather than to permanent, unalterable characteristics.

Our results generally corroborate this finding. The fixed

characteristics we studied (sex, ethnicity, and mother's

:education) showed very few significant interaction effedts.

Age and preschool experience, on the other hand,.. yielded

a fair number. These effects were not, however, easy to

interpret and the unbalanced design severely limited our

confidence.in their validity.



Table VIII11
26b.-

RESULTS.bP INTERACTION ANALYSIS-

' PSI .

.Pr 'ranm:......;jale Female

Far West 2,79 2.463

Arizon'a 1.66 1.54

Bank Street" =.07 -.36

Oregon 3.79 2.26

Kansas 2.89 2.22

High /Scope 1.43 .73

Florida 1.09 1.99

ROC 2.24 .162

-Pittsburgh 3.28' 1.62

REC 2.59 2.36

Enablers 2.36 1.40

Control .83 -.33

NPV 1.80 .94

.11111

Column
Marginals 2.05

ow War inale

11.....

2.71

1.60

-.22

1.03

2.55

1.08

1.54

1.93

2.45

2.47

1.(18

.25

1.37

7

Program

Sex

Program X Sex

F VItOkic.44Ge

8.433 (.001

11.438 4.001

1.040 .41

*Marginals are unweighted averages of cell means.



Table VIII-2,

RESULTS OF INTERACTION ANALYSIS

PPV

262.

Program Mille rein .e

Far West 5.28 6.41 5.84

Arizona . 5.42 5..00 5.21
.,

Bank-Street 5.41 5.64' 5.53

Oregon 8.16 6.79 7.47

Kansas 7.15 5.75 . 6.45 .

High /Scope 3.99 3.09 3.54

Florida 6.96 4.54 5.75

EDC 5.75 6.49 6.12

Pittsburgh 4.96 6.92 5.94

REC 12.09 7.89 9.99

Enablers 4.38 4.16 4.27

Control 7.22 4.92 6.07

NPV 6.87, 5.83 6.35

Column
Marginals 6.44 5.65 . 6.35

F gisrailacance, . .

Program 4.799 0.001

SQX .4.052 .045

Program X sex 1.365 .176

'144arginals are unweighted averages of cell means.



Table VIII-3
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RESULTS OF INTERACTION ANALYSIS

WRTC

Program , male reMellt: Kuw riaLV2.%tia:

Far West 1.40 1.65 1.52

Arizona 2.15 2.18 2.17

Bank Street 1.35 1.42 1.39

Oregon 3.86 2.79 I 3.33

eansas 4.01 4.80 4.40

High/Scope 2.70 1.88 2 24. .

Florida 1.36 2.55 1.46

EDC 2.40. 2.97 2.67

Pittsburgh 1.61 1.24
,

1.42

RFC 1.32 1.34 i 1.33

Enablers 1.74 2.13 1.43

Control
.84 .05 .45

VPV 1.83 2.05 1.94

Column
Marginals

2.04 2.08 2.06

F VgnIficance

Program

,_

13.03 4.001

Sex .06 ).5

Program X Sex 1.43 .15

*Marginals are unweighted averages of cell means.



TABLE VIII -4

RESULTS OF INTERACTION ANALY,BIS,

WRTD

male

264.

ow Marqinalb*..- ......_

Far WeSt

Arizona

Bank Street

Oregon

.94

1.08 ,

.42

2.71

.86

1.25

.57

2.63

.90

1.16

.50'

2.67,

Kansas 1.77 2.03 1.90

High/Scope .74 .68 .41

Florida .32 1.05 .69

EDC 1.17 1.35 1.26

Pittsburgh 1.28 .86 1.07

EEC
.

.59 .82 .70

Enablers .71 , .71 4. .71

Control' .30 .05 .18

NPV .84 .88
.

.86

Column .

Maxginals .99 1.06 1.02

F .....Blualfiglinc
4

Program , 37.54 <.001

Sex 1.26 .26
.

Prooram X Sex 1.72 .06 . .

*Marginals are unwaighted averages of cell means.



Table VI/I-5,

RESULTS OF INTERACTION ANALYSIS

I/PA

265.

ES:29raM ". Odle FUMUXU

Par West

Arizona
.

Bank Street

Oregon_

Xansas

High/Scope

Florida

EDC

Pit1 tsburgh

itEC \

Enablers

Control

NPV
.

.2.43,

1.02

1.47'

2.15 ,

. 3.04

1.30

1.94

3.27

3.61 .

2.81

.73

2.43

1.36

2.73

2.07

4.36

.94

0.05'

3.48

2.94

-2,53

.10

.14

-

3.21

,

- 1.90.

1.88

1.77

3.26

.1.99

.63

2.71

3.11 ..

3.07

1.45 .

.44

-

2.82

. .

'Column
Marginals -2.18 1.99 2.08

'Program

Sex

Program X Sex

F ) !_f .,e -

1.933

.259

1.341

.03

).500

.20

*Marginals are unweighted averages of cell means.

II



Table VIII-6 266.

RESULtS OF INTERACTION ANALYSIS

ETS

Female ow Mar inals*
.1.:_z..e--

Far West 1.97 1.86 1.92

Arizona 2.66 3.24 2.95

Bank Street 1.83 1.81 1.82

Oregon 4.09 2.04 3.06

Kansas 4.01 3.50 3.75

High/Scope .21 .24 .22

Florida 1.30 2.60 1.95

EDC 1.66 1.63 1.65

Pittsburgh 3.11 1.88 2.49

REC .07 -.05 .01

Enablers -.30 -.06 -.18

Control - - -

NPV 1.42 1.32 1.37

Column
Marginals 1.84 1.67 1.75

F ..4ignifigance
0

Program 8.032 4.001

Sex .461 ).5

Program X Sex .913 7.5

*Marginals are unwcighted averages of cell means.



Table VIII-7

RESULTS.OF INTERACTION ANALYSIS

PSI

267.

Program ?bite BlArk,..

Far West 2.89 1.95 2.42

Arizona 2.03 1.05 j 1.5A

Bank Street .34 -.34 0.00

Oregon 1.79 2.89
.

2.34

Kansas 3.58 1.91 2.75
1

Aigh/Scope 1.50 .31
1

;91
//

Florida 1.25 1.41
, 1.33

EDC 2.64 1.66 2.16

Pittsburgh - -

REC 2.98 1.79 2.39

Enablers 2.65 .95 1.80

Control -.13 .39 .13

NPV 2.11 1.38 1.74
---. ---.

Column
Marginals 1.97 1.28 1.63

F S'anificance
N

Program 4.372 4.001

Ethnicity 7.865 .006

Program X 1.009 .43
Ethnicity

*Marginals are unweighted averages of cell means.



Table VIII-8
268.

RESULTS OF INTERACTION ANALYSIS

PPV

Program mute -.. ti.vw niaLv..m.x.0

f.

Far West 4.45 9.65 7.05

Arizona 4.01 7.38 5.69

Bank Street 3.84 5.82 4.83

Oregon -.50 8.26 3.88

KanSas 4.64 8.00 6.32 .

High/Scope 2.08 4.17 3.13

Florida 1.76 6.86 4.31

EDC 4.69 6.82 5.75

Pittsburgh - - _

REC 5.21 8.48 6.84

Enablers 2.13 4.67 3.41

Control 4.89 7.52 6.20

NPV 4.01 6.19 5.10

Column 0

Marginals 33 6.99 5.21

F ) n f .. -

Program 2.495 .005

Ethnicity 54.395 (.001

Program k 1.392 .17

Ethnicity

*Maiginals are unweighted averages of cell weans.



Table VIII-9
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RESULTS OF INTERACTION ANALYSIS

WRTC

Pro ram WnIte 8 ;.a-q---C----L--- Jsvw N..52.1.t.a...A._

1.53

2.17

1.38

3.91 .

4.34

2.00

1.77

2.35

-

sas

1.91

.19

1.74

Far West

Arizona

Bank Street

Oregon

Kansas

High/Scope

Florida

EDC,
i

Pittsburgh

REC

Enablers

Control

NPV ,

....-

1.44

2.27

1.37

5.08

4.29

3.62

2.26

1.61

'....

.51

2.25

.20

2.17

1.62

2.07

1.39

2.74

4..39

.39

1.29

3.09

-

1.19

1.56

.17

1.31

'

Column
Marginals 2.26 1.77 2.01

Program

Ethnicity

Program X

F Si. n qcance

11.485

66.166

3.525

(.001

.01

(.001
Ethnicity

*Marginals are unweighted averages of cell means.



Table VIII-10
270.

RESULTS OF INTERACTION ANALYSIS

WRTD

Program White Eck J Kvw PiaLvxualu

Far West .87 1,09 .98

Arizona 1.26 1.03 1.14

Bank Street .30 .54 .42

Oregon 2.18 2.77
.

2.48

Kansas 1.79 1.94 1.86

High /Scope .97 .19 .58

Florida .65 .68
,

.66

EDC 1.69 1.16 1.43

Pittsburgh/ - - -

REC
1

.72 .61 .67

Enablers .77 .60 .69

Control . .22 .05 .14

NPV .80 .85 .82

Column
Marginals 1.02 .96 .99

F $3gnificance

Program 23.654 0.001

Ethnicity .564 .45

Program X 1.807 .05
.

.Ethnicity

*Marginals are unweighted averages of cell means.

(j



Table VIII-11

RESULTS OF INTERACTION ANALYSIS
A

ITPA

271.

Pro ram wnire

Far West 1.04 3.02 2.03

Arizona 1.55 2.20 1.88

Bank Street 1.73 1.82 1.77

Oregon 3.45 3.84 3.65

Kansas .90 3.19 2.05 .

High/Scope .t, -.73 2.38 .83

Florida -.10 3.83 1.87

ESC 2.28 3.40 2.84

Pittsburgh -
/

REC .08 1.07 .58

Enablers .56 .33 .44

Control - -

NPV 2.10 3.67 2.90

COlumn
Marginals 1,,17 2.61 1.89

4

F _f -.'

Program 1.175 . .30

Ethnicity 6.669 .01

Proaram X .486 7.5
.

Ethnicity

*Marginals are unweighted averages of cell means.



Table VII/-12

r'

RESULTS OF INTERACTION ANALYSIS

ETS

272.

t

Program mute blacK uw NaLyxitaxb-

Far West

Arizona

Bank Street

' 1.84

2.90 :

.50

3.74

3.43.

2.17

2.79

3.16
.

1..33

Oregon 1.85
.

3.84 _2.85

Kansas 2.98 4.55
.

3.77

High/Scope .36 .33 .35

Florida .95 2.21 1.58.

EDC 1.42 1.82 1.62

Pittsburgh - -

REC -1.79 .70 -.55

Enablers -.62 -.13 -.38

Control . - - . -

NPV, 1.10 1.68
.

1.39

Column
Marginals 1.05 2.21 1.63

,

F _ V.gntSicance

Program 4.023 .001

/,Ethnicity 7.435 .007

Program X .327 ? .5 __ ., .

Ethn icity

*Marginals are unweighted averages of cell means.



Table VIII-13.

RESULTS OF INTERACTION ANALYSIS

PSI

Away AA

273.

ow Mar inals*

Far West 3.37 2.93 1.07 2.46

Arizona. 2.33 1.52 1.25 1.70

Bank Street .97 -.4t -1.35 -.28

Oregon - - -

Kansas 2.35 2.60 4.18 3.04

High/Scope 1.40 .58 1.51 . 1.16

Florida 2.16 2.68 .78 1.8,7

EDC 1.23 1.33 2.29 1.62

Pittsburgh 2.96 1.90 4.09 3:00

REC 3.02 2.27 -2.45 .95

Enablers 1.75 1.32 , 2.54 1.87

Control .29 .24 .-.11 ..14

NPV 1.95 1.45 1.08 I 1.49

Column
Marginals 1.98 1.53 1.24 1.5S

F .' 'f .anceL

Program '4.734 (.001

Age 2.586 . .08
it

Program X 2.t,66 .003 .

Age
-

*Marginals are unweighted averages of cell means.



Table VIII-14
A

RESULTS OF INTERACTION ANALYSIS

PPV

ow Marginals*..... .

Far West

Arizona

Bank Street

Oregon

Kansas

High/Scope

5.72

4.78

5.75

- ,

8.61

3.69

6.84

5.51

6.42

5.13

5.46

2.34

5.23

4.64

_

4.2

1.24

4.97

5.17

5.60

5.99

3.46

Florida 7.49 7.98 3.97 6.48

EDC 5.31 5.78 6.60 5.90

Pittsburgh 7.71 3.84 2.79 , 4.78

REC 13.57 6.56 10.97 10.37

Enablers 4.41 5.32 3.05 4.26

Control 6.67 4.18 6.57 5.81

NPV 6.47 5.96 6.71 6.38

Column
Marginals 6.68 5.75 4.86' 5.76

, F______VanificAnce `

Program . 2.819 .002

Age 3.249 .04

.Proaram X 1.015 .44
.

Age

*Marginals are unweighted averages of cell means.



Table VIII-15
275,.

RESULTS OF INTERACTION ANALYSIS

WRTC

rro.ram unaur Dg OgiOU Auw ina.i. 111a4.0

Far West 2.07 1.29 1.57 1.64

Arizona 1:13 2.28 2.76 2.06

Bank Street .26 1.12 2.92 1.43

Oregon - -

Kansas 3.75 4.71 5.35 4.61

High/Scope .30 1.05 5.34 2.23

Florida 1.46 1.95 2.09 1.84

EDC 2.80 3.36 2.48 2.80

Pittsburgh 1.15 1.64 2.99 1.93

REC 1.38 1.33 .81 1.17

Enablers 1.24. 1.0 3.28 1.95

Control .13 1.26 .13 .51

NPV .42 1.45 3.17 1.68

Column
Marginals 1.34 1.90 2.73 .1.99

ti
F r.W a 1. i t i c a n s .1. e

Program 8.387 (.001

Age
. 16.284 (.001

Program X 2.437 (.001 .

Ago

*Marginals are unweighted averages of cell means.
.

4.

A..

1



Table VIII 16
276.

RESULTS. OF. INTERACTION.ANALYSIS

WRTD

*rro.uam ,..... ..,,, .07-101,

Far West .86 .93 - .87 .$9

Arizona .82 1.24 1.30. 1.12

Bank Street .21 .41 .92 .51

Oregon - On

Kansas 1.96 1.89 1.23 1.69

Nigh/Scope .25 .62 1.17 .68

Florida .70 6.64. .67 .67

EDC ,75 1'.18 1.49
.

1.14.

Pittsburgh 1.07 1.01 , 219 , 1.42

REC .73 .68 .49 .64

Eqablers .43
.

.74 .92 .70

Control .09 .20 .56 .28

NPV .39 .69 1.26 .78

Column
cMarginals' .69 .85 1.09 .88

F ___04q-UllaDALft....z.,

Program 8.332 <.001

'Age 8.382 (.001
.

Program X 1.588 .04
.

*Marginate are unweighted al/et-ages of cell means.

,

.



Table

RESULTS OF INTERACTION ANALYSIS

No Prior,

PSI

Prior

277.

riA., ri.wc..."uv.A. "iv-.0....,.....

Far
West

Arizona

etBank Street

Oregon

Kansas,

High/Scope

Florida

EDC

Pittsburgh .

RE(.. A

Enablers

Control

NPv .

2.82

2.18

.37

3.63

3.02

1.26

1.77

1.55

3.06

2.43

1.77

.54

1.80

2.03

.40

-.93

.87

-2.77

.37

2 .39

2.21 .

.77,

2.76

2.39

-.58

.54

.

,

2.43

1.29

-.28

2.25

.12

.81

2.08

1.88

.192

2.60

2.08.

-.02

1.17

Marginalsarginals 2.01 .64 1.32

.

-Program

F6EXp

Program X

F6-412111191111Q11.;
6001

(.001

"01 .

4. 699

31.179

3.598
PSEXP

*Marginals are unweighted averages of cell oeanst
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RESULTS OF INTERACTION ANALYSIS

PPV

No Prior Prioi

278.

Program erescnooi Prescnool ...........ri/WW MCILV±=L"Z.......

Far West 6.07 3.84
, 4.96

Arizona 5.60 4.37 4.99

Bank Street 6.32 4.59 5.46

Oregon 8.28 4.00 6.4

Kansas 6.82 3.73 5.28

High/Scope 3.63 3.28 3.46

Florida 6.28 1.98 4.13
O

EDC 5.17 7.13 6.15
.

'

,,2

i

Pittsburgh 6.39 3.82
/
Y

.

5.10'

REC 9.71 11.81 10.76

Enablers 4.91 .91 2.91

Control 7.04 3.40 5.22

NPV 6.78 5.18 5.98

Column
Marginals 6.38 4.47 5.43

F aigAfiCance ,

Program ' 3.890 (.001

PSEXP 13.216 (.001

Proaram X 1.255 .24

PSEXP

*Marginals are unweighted averages of cell means.
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Table VIII-19

RESULTS OF INTERACTION ANALYSIS

No ,Prior

WRTC

Prior

279.

ELEVIUM A-LVFO1/4.111VV1 u .., l OM oft .11 sur

Far West

Arizona

Bank Street

Oregon

Kansas

Nigh/Scope

Florida

EDC

Pittsburgh

REC

Enablers

Control

NPV

1.54

2.03

1.25

3.56

4.53

2.53

1.87

3.14

1.64

)1.37

1.78

.65

1.93

1.35

2.46

1.55

2.45

2.29

1.20

2.41'

2.32

.74

1.14

'2.81

-.56

1.54

11

1.45

2.24

1.40

3.00

3.41, 1

1.86

2.14

2.73

1.19

1.26

2.29

.05

1.74

Column
Marginhls 2.14 1.67 1.90

Program

-PSEXP

Proaram X

--..-§iaainsltaa--

(.001

.025

.14 .

5,,452

5.054

1.449
PSEXP

*Marginals are unweighted averages of cell means.



Table

RESULTS OF INTERACTION ANALYSIS

WRTD
Ommommitow

No Prior Prior
Progeam Preschool P

1.....-__

Par West .93 .75

Arizona, 1.15 1.17.

Bank Street .41 .61,

:Oregon 2.81 2.08

Kansas 1.93 1.32

High/Scope .69 .82

Florida .74 .05,

EDC 1.02 1.53

Pittsburgh 1.21 .70

REC .61 1.17

Enablers .72 .66

Control

NPV. .82

Column
Marginals

Program

PSEXP

Program X
PSEXP

.93

1.02 .91

280.

pow Mar9inals*

. 84

1.16

.51

2.44

1.62

. 76

. 40

1.27

.96

. 89

.69

. 15

.87

.97

Ogniflcance

16.137 (.001

1.641 .20

2.166 .01

*Marginals are unweighted averages of cell weans.
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Table VIII -21

RESULTS OF INTERACTION ANALYSIS

No Prior

ITPA

Prior

281.

Pro.ram prescnool Pres now. vw mal.A. islaAo

Far West 1.96 1.24 1.60

Arizona 1.55 2.43 1.99

Bank Street 1.49 2.20 1.65

Oregon 3.06 3.31 3.19

Kansas 2.10 2.17 2.13

High/Scope .7,0 .60 .65

Florida 2.43 3.19 2.81

F.DC 3.57 2.67 3.12

Pittsburgh 3.87 .20 2104

REC 1.69 .22 .96

Enablers .41 , .53 ,.47

Control - -
,,- I

-

t.

..

NPV 2.67 3.43 3.05'

Column
Marginals 2.13 1.85 1.99

F`L__,......alaDliglll.

Program 1.192 .29

PSEXP .304 ) .5

Proaram X cAA g

PSEXP

*Marginals are unweighted averages of cell means.



program

Far. West

Arizona

Bank Street

Oregon

Kansas

High/Scope

Florida

EDC

Pittsburgh

REC

Enablers

Control

AV

Column
Marginals

Table V111-22

RESULTS OF INTERACTION' ANALYSIS

ETS

No Prior Prior
Preschool Preschool

1.79

3.32

1.95

3.19

3.86

.12

1.61

1.61

2442

-.10

-.01

41

1.53

1.77

2.53

1.87

1.70

3.30

3.40

.63

3.09

1.68

2492

.56

-1.00

1.20

1.82

Program. 4.858

PSEXP .021

Program X .501
PSEXP

*Marginals are unweighted averages of cell means.

282..

how Marginals *_,

2.16

2.60

1.82

3.24

3.63

.38

2.35

1.65

2.67

.23

-.51

. 1.37

1.80



Table VIII-23

RESULTS OF INTERACTION ANALYSIS

PSI

283.

rora, viluvu. AA, -1V VF 11 1 VVer 11 XVW riaL9Luaxu-

3.02

1.66

-.22

3.10

Far" West
c

Arizona

Bank Street

Or9gon

4.07

2.30

-.15

4.11.

2.57

1,33

-.25

3.07

2.43

1.36

-.26

2.12

Kansas 3.23 1.63 2.57 2.47 .

High /Scope 1.82 1.21 .43 , 1'.16

Florida 2.01 , 2.21 .26 1.49

EDC 2.97 1.40 .67, 1.68

Pittsburgh 2.96 2.51 2.50
/

. 2.66

RpC 2.05 3.03 2.26 2.45

EnablerS 3..650 1.46 ,96 2.02
I

Controi :76. -.42 .31 .22

NPR' 2.27 1.11 .75 1.37

Column
Kirginals 2.46 1.60 1.26 1.78.,'

F $3.0nificance

Program 8.578
4,

4.001

Mother's. 14.160 1..001
Education

Piogram.X .97 ).5

Mother's
Education

*Marginals are unweighted averages of cell means.



Table VIII-24
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RESULTS OF INTERACTION ANALYSIS

PPV

program I.' I 4 ...........XVW

4.53

PULL .Vl.._...i.I.D

Far West 9.00 6.00 6.51

Arizona 6.40 4.04. 5.29 5.24

Dank Street 5.33 5.74 5.51 5.53

Oregon 10.88 7.87 4.17 7.64

Kansas 7.78 6.20 5.77 6.58

High/ScOpe 6.43 3.92 .93 3.76

Florida 5.44 6.79 5.47. 5.90

EDC , 7.58 5.37 4.70 5.88

Pittsburgh 6.94 9.48 4.14 , 6.85

REC 13.16 9.93 8.56 10.55

Enablers 8.62 4.00 1.44 4.69

Control 8.83 .5481 4.33 6.34

NPV 7.13 5.80 6.06 6.33

Column
Marginals 7.96 . 6.23 4.69: 6.29

,

F
..1-4,§a-ligkalige--

Program 4.864 (.001

Mother's 21.626 ..001

Education .

Proaram X 1.354 .12
.

Mother's
Education

*Marginals are unweighted averages of cell'beans.
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Program

Fir, West

Arizona

Table VIII-25

1 41

RESULTS OF INTERACTION ANALYSIS

WRTC

Pvar 11

.285. .

Row Marginate

Bank Street-

Oregon

Kansas

High /Scope,

Florida

EDC

Pittsburgh

REC

Eria6lers

Control

10V

MarginalE;

2.05 1.18

3.06 1.67

4.78 1.02 .

3.7'6 1;36

4.37 3:68,

'2.38 2.0.4

2.41 .2.12

3.13. 2.52

201 1.16

1:11 1.89
. /
2.42 1.81

.48 .88

2.26 1.78

1.61

1.91

1.44

2.97

4:63

2.54

.80

2.31

1.37

.96

1.71

.16

1.61

2.21

1.41

3.36

4.23

2.32

1.78

2.65

1.62

1.33

1:98

.49

1.92

2.07

Prograh 10.662 (.001

Mother's- 5.027 .01
EdUcation
Program X .664 y .'.3

Motherid
Education

Pe

*Marginals,are unweighted averages of cell means.
, ,



Program

*Far West

Arizona

Bank Street

Oregon

Kansas

High/Scope

Florida

EDC

Pittsburgh

REC

Enablers

Control

NPV

Column
Marginals,

Program

Mother's'
Education,
:Program X
Mother's
Education

Table
286.

RESULTS OF INTERACTION ANALYSIS

V.K._1'D

Under 10 10 or 11 ow Mar inals*

.19 .68 1.11 .86

1.38 1.09 1.05 1.18

.78 .37 .44 .53,

2.76 2.95 2.43 2.71.

, 2.02 1.49 1.94 1.82

.79 .59 .75 .71

.71 .71 .56 .66

1.57 1.15 .90 1.21

.92 .90 1:2e, 1.02

.78 .85 ,53 .72

.81 .63 .71 .72

.13 -.13 ,39 .13

.85 .78 .93 .85

1.10 .93 1.00 1.01

4ignificaau

10.662 (.001

5.027 .01

.664 ) .5

*Marginals are unweighted averages of cell means.



Table VIII-27
287.

RESULTS OF INTERACTION ANALYSIS

ITN%

1 4,pro9ram Under 10 19 0-r 11 1.

.60

.91

1.92

2.57

3.71

, 1 '70

3.16

1.98

2.28

.87

'-.45

-

3.38

r_11

2.10

1.8'

1.38

3.0

.48

.11

3.56

4.08

.053'

2.66

.55

3.32

iFtUW
IntmYx110.1

Far
west

Bank. Street-valrigons

eet

Oregon

Kansas

High /Scope

Florida

EDC

Pittsburgh

REC

Enablers

Control

NPV

3.57

3.01

2.33

2.38

3621

.58

1.03

3.23

3.90

-.96

1.65

. -

"4

2.09

1.92

1.87

2.95

2.47

.79

2.58

3.10

3-08

.86

.58

-

2.85

Column
ma

rgin als 2.15 . 1.89 22.25 2.10

Program

kothert
E,duestja
Program

.

1 n'f

..08

.

.5

. .c .

.

-------ILaji_jsaumg..
1.644.644

.278

-Qgg
Mother's
Education

*Marginals are unweighted averages of cell means.



RESULTS OF INTERACTION ANALYSIS

ETS

I

Program Under

Far West 1.55

Arizona 3.22

bank Street 2.84

Oregon 3.81

Kansas 3.03

High /Scope .99

Florida 2.03

EDC 2.10

Pittsburgh 2.54

REC -.65

Enablers .31

,Control

0

NPV

10 or 11

3.04

3.63.

1.38

4.34

5.59

.61

3.20

1.88

2.88

.24

-.54

1.52 1.68

ColUmn
Marginals

Program

Mother's'
Education
Program X
Mother's
Education

1.94 2.83

f
8.304 ( .001

6.184 .003

.732 > .50

Over 11

1.34

2.27

1.43

1.97

3.04

Les

2.05 3.40

3..39 . 4:00

-.37 .41

.54 1.92

.57 1.51

2;40 2-.61

.13 -.09

-.19 -.14

.89 1.36

/1.21 1.82

*Marginals are unweighted averages of cell means.
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apter IX

MAJOR CONCLUSIONS

Throughout this report we have focused on three major

questions. Each of our four analytical approaches has

provided evidence bearing on these questions. In this

chapter we summarize the evidence and.present conclusions.

1.' To what extent does a Head Start experience

accelerate the rate at which disadvantaged

pre-schoolera acquire cognitive skills?

bur evidence here is of two types. Each analysis

Provides a_comparison between the perforMance of Head

Start and Control children for the six tests taken by

, both. The residual analysis provides a direct estimate of

the amount of growth attributable to Head Start over and

above *hat the child would otherwise have achieved. On

the Preschool Inventory (PSI), WRAT Copying' Marks (WRTC),

WRAT Recognizing Letters (WRTR) , WRAT Naming Letters (WRTN),

and WRAT Reading Numbers (WRTD), the Head Start children

(both PV and NPV) did substantially better than the Control
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children. On the Peabody Picture Vocabulary Test (PPV);

Head Start and Control performances were comparable.

From the residual analysis, we found that the growth

rates for Head Start children on all six tests considered

increased substantially. For the PSI, the growth rate

increased by about 50%,, for the PPV by about 100%, for the

WRTC 200%, for the WRTD 300%. For the ,ITPA Verbal Expressica

the gain was approximately 100%# and for the ETS Enumeration

about 75%. Moreover; except for the PPV, the average

residuals for the Controls were near zero. For the PPV,

the average residual for the Controls was close to that

for both PV and NPV.Children. In conclusion it seems fair

to say that:

In terms of a wide variety of cognitive skills,

Head Start is effective in accelerating the growth

rate of disadvantaged preschoolers.

We do not know, of course, whether the dhangett

wrought are permanent and can-be built upon. Has Head

-Start simply made the child a bit more aware .of certain

specific things at a particular point in his life, or'

has it alteredhim more profoundly and increased his

capacity to learn. The answer is probably to some ex-

tent unique to each child
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There is perhaps a certain pessimism at present about

our ability to effect desirable social change. Head Start

is only part of a child's life experience over a short

period of his life. If even this relatively minor effort

to alter the child's environment can have substantial,

measurable impact, then there is reason to hope that more

extensive societal efforts may have profound and lasting

effects.

2. Are Planned Variation models, simply by virtue

of sponsorship, more effective than ordiniry

non-sponsored Head Start programs?

There are two reasons why we might expect PV programs

to be generally more effective than NPV.programs. First;

they involve the expendiiure of substantially more money

per child. The nature of these expenditures is detailed

by McMeekin (1973). Second, we might expect a great deal

of effort on the part of sprinsors to ensure that their

approaches perform optimally. In fact, if we were to find

PV programs generally superior to NPV programs, we might

be concerned that this was the result of special effort

expended in the competitive experimental situation which

might disappear when the programs were routinely imple-

mented.
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Smith (1973) found no overali'difference in performance

between 'V and NPV programs for the 1970-71 cohort. Our

analyses strongly support this finding. There are no.

clear differences between the 28 PV and the 12 NPV sites on

any test. The general picture which emerges is that:

Relative to the condition of no preschool program,

the 'effects of. Head Start programs are quite homo-'

geneous, with no systematic differences between

sponsored and non-spOnsored programs.

3. Are some PV models particularly effective at

imparting.cartain skills.

We have results for each of eight tests in our

battery on at least three of the four analyses. Table IX-1

presents an overall summary of inter-model comparisons.

Each analysis has its own assumptions and implicit or

explicit measure of program effectiveness. Thus we would

not expect the different analyses to yield identical

results. We would, however, be concerned about large

discrepancies. An effect which shows up consistently

over several analyses is more likely to be real, and not

simply an artifact of some mathematical manipulations.

In Table IX-1 we have given a model + on a particular
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test if it achieves + on at least two of three analyses.

We have given a ++ only for models with at least + on

all analyses and at leas', one ++. The same standards apply

to negative effects. These standards are of course

arbitrary, and the reader is free to apply his `'own stan-

dards to summarize the results in Chapters IV through VII.

Smith (1973) found a rather small number of example's

of programs which were especially effective at promoting

skills. He also reached the tentative conclusion that

"differential model effects are more easily discerned if

the outcome measure taps specific rather than general

cognitive growth." Our results tend to corroborate taese

findings. Only 22."effects" are cited for the eight tests.

Three of our tests (WRTR, WRTN, WRTD) measure very specific

academic skills. Two others (WRTC, STS) measure skills

which are somewhat more general but relatively easily

taught. Three tests (PSI, PPV, ITPA) measure general

skill relatively difficult to teach in a preschool pro-

gram. These three account for only 6 of the 22 effects.

Moreover, 3 of these effects are on the ITPA, which in

terms of reliability and validity is the most questionable

test in our battery. The PPV, which is probably our

most general measure, shows no effects. ,Trip 32-item PSI

we have used does appear to be possibly more sensitii,e to
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pro'gram differences than the 64-item version used in

1970-71. The clearest and most dramatic (maples of

special program effectiveness are Kansas on the WRTC and

Oregon and Kansas on the WRTD.

We mentioned in Chapter I the hypothesis that the

"academic" models (Oregon, Kansase.Pittsburgh), which

consciously emphasize the acquisition of academic skills,

would be overall more effective.than the other models.

From TablEi IX-1, we see that of the 17 positive'effects

noted, 12 are for these three models. Moreover, none of,

the three received a - for any test on any of the analyses.

Kansas has four ++'s and Oregon three. The only other

model which can lay claim to better than average overall

performance is Arizona, with three positive effects and no

negatives. Our conclusions'in terms of inter-model

comparisons can be summarized in the following:statements.

a) Head Start programi aro quite homogeneous in

theirtability to promote general cognitive development.

b) Ho Head Start program is of above average effec-

tiveness for all of our measures.

c) Oregon and Kansas appear to be overall particularly

effective in imparting speCific acadeMic skills.



d) Arizona and Pittsburgh.ogy; be overall particularly

effective in imparting specific academic skills.

e) No progxam appears to be overall particularly

ineffective.

1
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Table -IX -1

OVERALL SUMMARY OF RELATIVE MODEL EFFECTIVENESS*

++ Indicates
Indicates
Indicates
Indicates

296.

1.

model appears to be highly 'effective.
evidence for above.average effectiveness.
-evidence for below average effectiveness.
model appears to be highly ineffective.

-Winn.. %I .___ ..._ . ..._. _

Far West

Arizona + + ++

Bank Street -

Oregon ++ + ++ ++

Kansas ++ '++ ++ . ++-

High /Scope

Florida.

EDC

Pittsburgh + + +

Enablers - -

*REC not included because with only one site we felt it unfair
to draw any conclusions.
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Appendix A

DESCRIPTION OF VARIABLES

303..

This appendix :tescribes the child, classroom, teacher,

and outcome variables used in the preceding nnalyses. Where

multiple forms of essentially the same variable existed,

they are noted. Variable names as referred to elsewhere are

capitalized. Where categories are given as unindexed lists

(White/Black/Mexican-American), the codes were the ascending

integers 1, 2, 3, etc. Related variables are grouped together.

I. Child characteristics d ra hic and back round.
source: elasaroom n orma on orm

AGE child's age in months as of October 1, 1971
AGE1 for each test, child's age in months as'Of

falleligk date.
AGED for each test, interval in months between

fall-EMT spriig testing.
Notes a separate value of AGE1 and AGED was
computed for each test, e.g. AGE1(6) for the
WRAT-D.

DAYSAB days absent during the Head Start year

ETHWHITE White ethnicity. lhite, 0=not White
ETHBL Black ethnicity..,1=Black,-0=not-Black

Note: for the residual analysis sample,
children other than White, Black, Mexican-
American and Puerto Rican were deleted.

FLANG first language spoken in the child's home.
O =English, 1=not English
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psExp preschool experience. some non-Head Start/
none/some Head Start

PS preschool experience recode. 1 -some, 0 -none.
PSMNTHS months of Head Start preschool experience

if PS$XP was 3

SEX child's sex. 1- female, male

4.

II. Child Household Characteristics
0tiraromnoaonrmForm MOMED, FAMINC,

SEXHH, HHSIZE
Parent Information Form

FAMINC annual family income in $100's.
0-98, or 99 if $9,900 or more

HHSIZE total number of persons resident in household

MOMED

PIF1
PIF2

PIF3

PIF4
to
PIP17

PIFi8
PIF19

mother's education in school years.
0-16, or 17 if any graduate work

child watches Sesame
how often each week.
1 or less
parents also watch.
hardly

Street. l"yes, 0 -no
5+ times/4 or 5/2 or 3/

always/usually/sometimes/

materials available Or child at home. 1-yes,
0=no. blackboard, chalk, colored paper, scissors,.
crayons, coloring books, paints, clay, other arts
and crafts, music equipment, alphabet/number cards,
games, puzzles, children's records respectively.

parents read to child. 1 -yes, 0=no
how often per week. less than once/once/several
times/daily
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PIF20 how far parents wish child to go in school.
High School/College/Graduate School

PIF21 how far parents expect child to go n school,
Same

P/F22 household attributes. 1=present, Ounot pretent
to auto, black and white TV, color TV, encyclopedia,
PIF30 dictionary, clothes washer, vacuum, hifi, tele-

phone respectively

PIF40 child likes Head-Start. very much/some/not at all
PIF41 parents satisfied with Head Start. very/fairly/not

SEXHH sex of household head, father if present.
-1=female, 0=male

III. Classroom and Teacher Characteristics (non-control children)
igii5rFe: Teacher /nformation Form

Rating Forms

CYTPE classroom type. PV /non -PV /control

SITE1 SRI site code
SITE2. Huron site code
SPONSOR site sponsor. 2 -27 -PV sponsors, 26=control,

30=non-PV

TIF4

TIF5

fall implementation rating of PV classroom
by sponsor. 0-9, 9 highest
spring same'

TIF6 fall rating by site'director. 0-9, 9 highest
TIF7 spring same
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TUB class watches Sesame Stre!at. 1 -yes, 0-no
TIF9 how often. days per week
TIF10 number of field trips taken. 0-10, or 11-more

than 10

TIF11 teacher sex. 1-male, 0-female
TI1012 teacher ethnicity. AM. Indian/Slack/Oriental/

White/Mexican-American/Puerto Rican/Cuban/-
other Spanish/Pottuguese

TIF13 teacher marital status. single/married/widowed-
divorced-separated

TiF14 teacher has children. logyee, 0 -no
TIF15 teacher neighborhoOod similar to center. 1=yes,

Ouno
T1F16 teacher age. years
TIF17 teacher education. 0.46 years, or 17-more than 16
TIF18 teacher certification. none/temporary/regular

TIF19 teacher rating of classroom differs from
sponsor's model. much/oome/none

TIF20 sponsor changed teacher's ways. very much/much
TIF21 teacher use of model given choice. use/change

some/change most/not use

IV. Outcome Measures.

These are more fully described in the body of the report
and in an earlier report, "The Quality of the Head Start
Planned Variations Data". Tester assignei validity was
used as a criterion for accepting a-score.-

PSI Preschool Inventory

PPVT Peabody Picture Vocabulary Test'

WRAT
C/R/N/D Wide Range Achievement Test - Copying marks/

Recognizing Letters/Naming Letters/Reading
Numbers subtexts respectively-
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ITPA Illihois Test of PsyCholinguistic Abilities
Verbal Expression Subtest

ETS Educational'Testing Service Enumeration Te t



306.

Appendix 8

SITE MEAN RELIABILITIES

In this appendix we explain the basis for the estimates

of site-mean reliabilities quoted in Chapter IV. Shayoroft

(1962) provides a formula for the reliability of the means

of groups of size n which may be written as

(1-rI)
r 1 -

n8

where ro and rI are the reliabilities for the groups and

for individuals, and B is the proportion of :individual test'

variance which lies between groups. We have carried out an

unweighted-means analysis of variance with sites as factors

for each of our eight tests. The proportion of variance

which is between sites and the harmonic mean n4 of the

site sample sizes have been recordedin Table C-1.

A useful and convenient way of summarizing the information

provided by Shaycroft's formula for our tests is in terms of

the quantity

rG ri n8 - 1

1 - r
I

n8

We an think of y as the proportion of the gap between rI and

1 which is closed by aggregation to the group level. Let y*

be the value of y for sites of'eize 0*. Then y* provides a

rough idea of the improvement affordecl.by,aggregation to the

site level for each of our tests. These Oilues are also displayed



Table B-1

In_ formation Used to Estimate Site Mean Reliabilities

Test n*

PSI 22.67 77 .94

PPV 19.93 80 .94

WRTC 15.63 78 .92

WRTR 9.43 78 .87

WRTN 4.37 78 .71

WRTD 6.79 78 .81

ITPA 26.55 38 .90

ETS 28.78 36 .90
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Appendix C

=snits or GRAPHICAL .ANALYSIS

This,appendix presentagraphs of fall and spring

test scores versus age for each of the eicht tests in

our batteky. The sample is broken out into children

with no prior, preschool experience and thoie with some

prior preschool experience.

308.



PSI - FOR ALL C LDREti PITH HO
C O r .P RI 1:CEP I

Mean
-Score
30

25

20

-10

0

Fall
Spring

309.

40 46 52 58
4 16 63 207 374 397. 368 257

st 3 5 6 19 94 284 311

64

162 1G5 119 52 2 1

70 76 82

313 300 186 146 124 98 10
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PSI - FOR ALL CHILDREN II/T11
OR E PERI 1 E

Pall
Spring oor or 'or

0/
.4

46 52 58

2 6 35 63 57 81

19 44

121

57

61.1 70 76 82

99" 96 99 40 3 2

1 57 94 107 .79 95 71 8
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PPV - FOR ALL CHILDREN VITH NO
0 on

Fall
4:Skii19

PR NE

311.

40 46 52 58 .64 70 76

19 67 :222 391 404. 379 253 153 1d1 112 51 2 ,

3 8 6 20 . 95 272 30n 307 216 117. 134 114 '93

82

11
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30
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.10
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PPV - FOR ALL CIIILDREI: 1.7ITH
PRIOR PRESCHOOL t):PERITMT

Fall
Spring

.)

e

40 46 52

35 _ GG 58

58

7(

.

118

64

98 94

70

96 38

76

2

82

2

At 1 20 43 55 55 94 104 74 91. 66
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WRAT COPYIUG VAMS SUBTEST FOR ALL CU
WITH NO PRIOR PRE - 'SCHOOL EXPEglEnL

Fall -----
Spring

76 82

4 19 68 221 397 405 373 249 146 157. 107 50 2

t 8 6 22 94 302 323 322 308 107 141 125 95 12



TIRAT COPYI110 PARKS SUSTEST FOR. ALL
CHILBD TIIITH PRIOR PRE SCHOOL EXPERIENCE

Fall -.
Spring

Mean
Score

314.

1 8 34 64 62 79 119 90 92 95 37 3

st 1 20 _44 .60 60 96 112 77 97 73 10



Mean
'Score

12

10

0

RECOGNIZING LETTERS SUBTEST FOR ALL CHILDREN
WITS NO PRIOR PRE-SCHOOL

Fall
Spring IMO Oa Oft 1111/

e

PERIEN E

.4e

JP,

315.

.4.1rimmeoma

40

e 4

st

19

3

46

68

8

221

6

52

397

22

405

94

58

373

302

249

323

64

146

322

157

308

70

107.

187

50

141

76

125 95

82

12



Mean
Score

12

10

01

)

0

st

316.

URA? RECOGNIZIUG LETTERS SUETEST FOR ALL
etIMMTVIITI 40 tliCE

ti

Spring

40

2

46

8 34
p

52

64

1

62

20

58

79

44

119

60

64

98

60

92

96

70

95

132

37

77

76

3

97 73

82

10
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WRAT NAVINO LETTERS SUSTEST FOR ALL CHILDREN WITH .

I

ire

Fell -----
Fpring

eel
I.

re

Oat

40 46 52
a 1 1 1....1

58 64

19 68 221, 3'..17 405 373 249 146 157

3 8 6 22 94 302 323 322 308

70

107

1C7-

50

141

76

125 95

82'

12



Mean
Score

12

3.0

0
40 46 52 58
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TR/IT t7Ari1T. LETTERS S1'/WEST FOR Alit
CHILDREN T/TH PRTOP. PPE-SCHOOL ErPEP./ErCr

Pall -----
. Spring

64 76 82

re 2 8 34 64 62 79 119 98 92' 95 3/ 3

Oat 20 44 60 CO 96 112 77 97 73 10
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0

WRAT READING NUMERS SUSTEST FOR ALL
CHILD tEft- twin no pRfbg pE-MNOOL EXPERIENCE

Fail
Spring

319.

40 46 52 58 64 70 76 82

4 19 68 221 397 405 373 249 146 157 107 50

t 8 6 22 94 302 323 322 308 187 141 125 95 12
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WRAT READING NUMBERS SUBTEST FOR
ALL CHILDIIDZi PRIOR PRE-SCHOOL EXPERIEUCE

Fall
Spring

0
.. ,,

320.

.111

r4P.'/ 411.

40 46 52 58 64 70 76 82

8 34 64 62 79 119 98 92 95 37 3

20 44 60 60 96 112 77 97 73 10
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ITPA SCORES FOR ALL MILD= MTH NO

Pall -
Sprint?

321.

40

1 12

46 52 58 64 70 76 82

26 87 151 170 158 86 58 75 43 28
4 3 11 29 116 133 137 , 122 70 .62 54 42
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ITPA SCORE -- POP ALL CHILDRrU PITH
.PRIOR PRE-gtire

Fall
. Sprina

40 46 52 58 64 70 76

7 18 37 22 26 46 41 39 29 14 1

St 11 25 28 20 35 42 31 37

82
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SCORES.*4-FOR ALL
fi1Tirtd4 TVTON7PRE:=001-7713Eraffcr

Fall
Spring

323.

40 46 52 58 64 70 76 82

21 77 132 162 145 86 54 .73 43 27

4 3 11 29 116 133 137 122 70 . 62 54, 42 6
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HTS SCORES FOR ALL
PR. R t'R7Zr

Fall
Spring

40 46 58 64 70 76

16 35 21 25 47 39 3$ 29 14 1

11 25 28 20 35 42 31 37 20

8:
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Appendix D

THEORY OF RESIDUAL ANALYSIS

The purpose of. this appendix is to dive more theoreti-

cal underpinning to th residual analysis delicribed in

Chapter V by describing explicitly the mathematical model

on which it is.based.

Let Y
ij

and Y
ij

' represent the obierved pre and post

test scores for individual i in group j. Let Tlj and Tij'

be the corresponding true scores. We assume that

-Yij = Tij + eij

Yiji= Tij' + eij'

.V(eij) = V(ejj') = o2
e

V it j

Let aij and aij' be the age of individual i in group j at

pre and post testing times respectively. Let Mij be the

component of true score representable as a linear function

of measurable variables other than age. Let Sij be the

component of true score which is independent of both age

and other measurable variables.

We assume E(Sij) is constant for all individuals in

the,same treatment group. Let

E (Sij ) =gj
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If treatment-groups do not differ in terms of average true

score unrelated to measured variables as would happen,

for example, if individuals were assigned randomly to treat-

ment groups, then gj is 0 for all groups. Otherwise gj may

differ from 0 for some or all groups.

Let

V(S
ij

) = c2
s

Our basic model can be represented by the following

equations:

a + Oa . + M + S
ij i] ij ij

Ti41= a + fiaijs + Mij + Sij lj

where rj represents a residual effect attributable to the

program to which the child is exposed between the pre and

post tests. Then

where *

rj = Ti j' - A
ij

Ail = ft(aiji - aij)

For any individual, a sample residual can be computed

in either of two reasonable ways:

ijl
= ' - Y

ij
- Oij

= + j' +

iji - {a + Oa + mij} Aij



4e can interpret xijl as the observed gain minus the

expected gain, and iij2 as the observed post-test score

minus the predicted post-test score. Note that

= rj + ei.' e
iji 3 i3

k = r + S + e '

ij2 j j ij

So that

E (k ) =
iji 3

V (k
iji

) =
:

E (k ) = r Er.
kj2

j 3

V (k ) =
c2

+ a
2

ij2 e s

327.

Thus for any individual, i iji is an unbiased estimate of

rj with variance 20
2

e
, and r

ij2
has bias Sj and variance

u2
e

+ a 2
S'

A useful measure of the accuracy of an estimator

is the mean squared-error (MSE), which equals the sum of

the variance and the square of the bias. .Thus, we have

MSE(rijl ) = 202e

J.%
"2 "+2 + ig %2

J21 e
+

S j'

Suppose now that we consider combined estimates of

the form

Then

kij = 142.1.j1 (1 w);ij2

E(rii)=vir.+0.--14)(r..+gj)
3

so that the bias is (1 - w) r .

V(ij) = w2V(i=iji) + (1 - w)2V(cij2) +

0 < w <



But

Thus

(

and

328.

cov(riji, ij2} u cov(Yij' - yij,

= cov(e
ij

I - e
ij'

e
ij

1) = a2e

ij
) = a2

e
{2w2 +.w2 + 2w(1-w) } + (1-w) 2a2

at
e
{1 ,"2} (1.1.1)2_2

MSE6.ij) = a2e(14.w2) (i_w)2((gj)2 02s)

Minimizing this with respect to w, we find

a2s (ffj)2

71-777171717r

Thus, the theoretically optimal weight to place on

riji increases as a2 and increase. As mentioned above,

if as the result of randomization or by luck gj = 0, then

both estimates are unbiased and w* yields the minimum variance

estimator and becomes simply

w*
2
b

2
+u s ate

It is interesting to note that this expression represents

a kind of residual reliability of the test after variation

related to age and other measurable background variables

has been removed. Thus, the weight to be placed on the



4

method which uses the observed pre-test score is simply

the residual reliability of this score.

Now suppose we.wish to estimate
7
on the basis of

the entire treatment group of size nj. Let

Then

riji

.* ij1
nj

;j2 lij2nj

E(r
j1

) = rj

E(A

91)= 2a2e

nj

E(rlj2) = rj + E(E.Sii) rj + gj

nj

A

j2,
V(r ) =

9
a 2

i
nj

329.

After some calculation, we find that w* which minimizes MSE

is given by

w* = a2s + n(gp2

S
+ + °2e

Note that the relative advantage of Method 1 increases with

sample size as well as a2s and gj .
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Suppose now that gi m 0 for all groups. To compute*

w* we need a2
S

and a2
e
whi

c
h are not directly available.

We can estimate w*, however, in two ways. If we have

some estimate p of reliability, then

V(T
ij

) V{ (a + Baij + M )) + 0 2

P

V(Y
ij

) V(Yii)

From the regression equations used to produce the residuals,'

we can obtain an estimate R2 of

V((a + Oa
ij

+ M
ij

))

A natural estimator of w* is then

R2

1 - R2

Alternatively, one can adopt an empirical approach.

Let a2 be the variance of the combined residual with

weight w. From our previous discussion

02 02 wi 2
as.

w e S

If we use these residuals as outcomes, and perform a

one-way ANOVA with treatments as factors, the meamsquare

error provides an estimate of a2. Carrying out the ANOVA
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for different value6 of w, and choosing that value which

minimizes the mean square error yields a' reasonable

estimate of w*. For,each test, we carried out such a

procelure, calculating our estimate of w* to the nearest.

tenth. Actually, .the minimum can be found anaXytically..

Since the mean square error is a quadratic function of w we

.need only calculate its value for any two distinct values

of w to determine the entire function and hence the mini-

mum. It is doubtful, however, that our estimation pro

cedure is reliable enough to justify the exact calculation.
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THEORY UNDERLYING RESISTANT ANALYSIS

by Sharon Hauck

RESISTANT FITTING TECHNIQUE

*Because'of the use of means, the usual least squareS

regression estimates will be affected by any extreme

observations. Therefore, if one does not wish to throw

sly these outliers, but does wish a less sensitive esti-

mate, he should look for another method of estimation.

Tukey's resistant fitting technique by its use of medians

serves this purpose.

The.resistant fitting technique of Tukey may be used

to fit a model of the form

Yi.
0f(Yi) + ei (E.l)

where Y
i

and Y
i

' are the pre and post test scores for

individual i, ei is the error term and-f is a transforma-

tion of Yi. Assume there are n individuals.

We will first find three pairs of representative values

called summary values. Let us denote these values by NI

where j si 1, 2 and 3. These values will be used to find the

best transformation f and. to estimate the slope and the

intercept. The slope is estimated by

A N-
1

Y3, Y1

f(Y3) f(Y1)

(E.2)



and the intercept is estimated by

. 1 3

.ct =

4,

E - ))
j=1

333.

(E.3)

The first step of the procedure involves sorting the

pair (Yi, Yi') in ascending order on the pre-test score.

The ordered obdervations are then divided into thirds of

approximate size n/3"again according to the pre-test score

i
j)

I

No ties are broken and, if necessary, the middle

third will contain themost values.

The next step is to determine the summary values. If

n is less than thirty, the median pre-test score and the

median post-test score in each third serve as the summary

values. (Note, these median scores need not correspond

to the same Individual).

If n is at least equal to thirty, each thfi-d is again

divided into thirds', forming "ninths". Within each ninth,

the median pre and post-test scored are found. For each

third, its three pairs of ninth median values are then

averaged to give a pair of cummavy values for that third.

These three pairs of values are used to help determine

whether the linear model may be fit on the raw scale

(i.e., f(Yi) = Yi) and, if not, the best re-expression to

induce linearity. This is done by comparirl the upper and

lower slopes, denoted by Su and eL respectively.* A total

Su 22 Y31 - Y2 / f(Y13) - 02) and SL = Y'2'7 1;11 / 02). - )

ti ft,

.Also, initially f(Y ) = y

1 1
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slope, ST, is alsO used.*

.If the data is linear, S - S should be approxi-,

mately equal to zero. If this difference is not close

to zero, various re-expressions or transformations are

then tried. The transformations which are used are of

the form f(Yi) = kYiP' where k = -1 if p is, less than zero

and k = 1 if p is greater than or equal to zero. The

negation preserves the order of the scores. The case of
ottie .4010

p = 0 corresponds to a natural log re-expression. For the

PSI and PPV tests, the following powers were considered:

-1.5, -1, -.5, 0, .5, 1, 2, 3, 4 and 5. In Tukey's term-

inology these values-form a ladder of powers.

The configuration of the three summary values or

the relation- between the upper and lower slopes determines

in what direction one goes on the ladder for trial re-
*1-011

expressions. There are four possible configurations as shown

in Figure 1. If either example A or B is the case, one would

go down the ladder powers starting at p = .5. The configura-

tions as shown in C and D call.for powers of re-expression

greater than one.**

*ST = Y3' - q11/f(i3) - f01)

**In the computer program, the direction was determined by
comparing Y2 to

+ Y
3
- Y1

1_X =

If Y, is greater than * one should go up the ladder of powers
starting at p = 2. If Y2 was less than X, one should go down
the ladder starting at p = .5.
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A
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B

D

335.



- 4 336.

Once the first trial power has been determined, the

pre-test summary values are re-expressed and the three

slopes, Su, SL and ST are recalculated.* As was, indicated

previouslyrthe transformation which makes Sn -SL the
u

closest to zero is the one to use. However, because the
4

various re-expressions cause differences in the magnitudes

of the slopes, the difference Su - SL, is divided by the

total slope, ST, to give a comparable relative difference.

Therefore, one must look for the smallest relative diff-

erence (in absolute value).

Another consideration in determining the best trans-

formation is the sigh of S
U
-S

L
. If ihis difference changes

sign, it indicates one has gone too far on the ladder of

powers4(over-expressed). (See Figure 2). However, if a

power caused over-expression but still resulted in the

smallest relative difference it would be used. This is

because of the .5 or 1 difference between the trial powers.

After the best re-expression has been found and the Ilk

slope and intercept have been caletulated from the re-expressed

summary values, the fitting procedure is completed with an

examination of the residuals. The quality of the fit can

be judged by examining a plot of the residuals vs f(Yi)

The residuals should lie in a band centered around zero.

*If the number of observations in a third or ninth is even, the
median is the average of two values. In that case; it is necessary
to re-expreasthetwo values used in calculating the median. The
re-expressed summary value is then the average of these two values.
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Initial Configuration

Over-expressed Configuration

FIGURE 2
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If a linear trend is apparent from the plot, one may repeat

the fitting procedure described above, treating [f(Yi),

residual 1] as the data, and omitting the search for a

.re-expression. The new found intercept and slope are then

added to the original values for a final fit.

One might also calculate a five number summary of

the residual values. This summary gives the two extreme

values, the median value and the two hinge values. The

hinge values are the quartiles and are found from the

ordered residuals by taking those two values whose ranks

lie half way between the rank of the median and either ex-

treme. For example, if there are five observations, the

hinge values would correspond to those values with ranks

of two and four. The difference of the hinge values

approximates the interquartile range of the residual distri-

bution. Also, if one believes the residuals to)ae normally

distributed, .7 times the difference of the hinge values

serves as an apprOximation of the standard.deviatiOn.4

IMPLEMENTATION OF THE RESISTANT FITTING TECHNIQUE

Tables of the results of using this technique for

the PSI and_PPV tests may be found at the end of this section.

All program -iubclasses with more than 5 children were fit.

* The difference of the hinge values is called the hinge spread.
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However, in the final comparison only fits based on 20 or

more children were considered.

In setting up the computer program to perform the

resistant fitting procedure, it*was necessary to decide which

powers of re-expression would be considered. The core

of the ladder, powers from -1 to 3, was chosen because it

is the most. commonly used. To allow more freedom, however,

the ladder was extended from -1.5 to 5.

In this context, there is a problem of interpretation

when the fitted power is greater than 1 -- for this reasgn

all such fits were not included in the final comparison.

Strict interpretations of such fits indicate that there

is no 'ceiling effect, i.e., a child who did well on the

spring test could be expected to do better than 100% in the

fall. The problem is due to the fact that in some cases

the model is not complex enough to adequately fit the data.

We would expect the fitted curve to go to the asymtote

as in Figure 3A. However, if we fit a curve as shown in

Figure 3B with a simple polynomial,. the resulting fit

will look like that in Figure 3C.

In general, the resistant fitting technique allows

either.Y or Y
i

' or both to be transformed in order to

induce linearity. We chose only to re-express the pre-

test scores for sake of interpretation.

As was mentioned in Chapter VII, this resistant fitting

technique could not be applied to the WRAT subtexts. The

difficulty was due to the very large number of zero pre-test
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scores and the very small range of test scores. The

algorithm that divides the data into thirds does not

break ties unless there are more than n/3 scores which

are the same. In that case, only one value is left in the

third. 'For the WRAT tests this meant the first third only

contained one observation with Yi wi 0. And,,because so

many of the pre-test scores, were the same, 2 was equal

to
ti

Yl for many of the programs. This implies SL was

infinite and could not be use6 to determine a re-expression.

In addition, the small rang:13'0f test scores'led to

3' being equal to Y2' in some cases. This resulted in

an infinite relative, difference which made it impossible

to determine a proper re-expression.*

'Besides, -the obvious difficulties discussed above,

the over - abundance of zero pre-test scores also led to

laige differences between, the upper and lower slopes. The

following serves an an example:

WRAT Naming Test
Sponsor: Far West
White children with no preschool experience
Sample size is 104

Summary values: (1, 11) (1.33, 2.66) (6.66, 10.66)***

Power == 1 1

St: -25.00 Su: 1.50 ST: -.06 RD: -450.50**

, *If we-hadbeen finding fits, we would then have fit a model
of the fotm YW'%: ai + eij.

! .

**RD
,
is,the relative difference.

*** In order_to.5,try the-various re-expressions, it was
necessary to add -1 to, all the pretest scores.
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Power = .5
SL -53.87 StJi 5.61 S

T
: -.21 RD: -282.25

Power = 0
SL: -66.70 S : 11.45 S

T
: .24 RD: -193.15

Power = -.5

Such large differences between the slopes and very large

relative differences make any sensible chioice of a re-

expression (Alt of the question.*

*Part of this difficulty is due to the fact that the program
which breaks the data into thirds does hot order the Y' values.
Therefore, if there is only one value in a third, the post-
test score may not be the lowest.
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RESISTANT FITS

The six sub-classes are coded in following manner:

the first digit represents ethnicity where "1" is white,

"2" is Black, and "3" is Mexican-American; and the second

digit represents prior preschool experience where "0"

indicates none and "1" indicates some. For example. code

21 represents Black children with some prior preschool

experience.

RESISTANT FITS - PSI TEST

Model
..

II of

4- children'

FAR WEST Y''=37.93'+61.75(-1/6) 167
(10) Y' = -..32 + 19.13 logY 104
(20) Y' = 26.73 + 80.89(-1/Y) 20.
(30) Y' = 28.50 + 106.36(-1/Y) 19
(11) Y' = 17.81 + .00 Y3 21
(21) 3
(31) 0

ARIZONA Y' = -7.44 + 23.95-191g Y 200
(10) Y' = 16.01 + .02 Y.f. 86

,,..
(20) Y' = 11.83 + .00 Y3 40
(30) Y' = 32.67 + 52.00 ( -1 / /V) 8.

(11) Y% = 3.69 + 20.99 logY 34
(21) Y' = .10 + 5.06 7 32
(31) Y' = 0

BANK STREET Y' = -7.47 + 22.11 logY 239
(10) 'V = 6.47 + .81 Y 19
(20) Y' 02 -3.34 + 5.34.R 116
(30) 0

(11) Y' = 16.67 + .00 Y3 20
(21) Y' = 8.60 + .61 Y .84
,(31) 0



OREGON Y'
Y'

- -.96
so 21.35

+ 20.24 1QgY
+ .00 Y.'

(20) Y' = 43.02 + 80.42 (-1/,7)
(30) Y' 9.58 + 3.50 7
(11)
(21) Y' - -16.84 + 31.37 logY
(31)

KANSAS - 11.10 + .03 Y2
(10)

(20)

(30)
(11)
(21)
(31)

HIGH-igr
(20)
(30)
-(11)
(21)
(31)

FLORIDA
(10)
(20)
(30)
(11)
(21)
(31)

EDC
(10)
(20)
(30)
(11)
(21)
(31)

/1 = 33.09 +.151.29 (-1/Y)
Y' -4.85 + 20.61 logY

Y' = 39.39 + 382.60 (-1/Y)

Y'
Y'
Y'
Y'
Y'
Y'
Y'

Y'
Y'
Y'
Y'
Y'
Y'

Y'
Y.
Y'

ffi

=

13.05
15.54.
13.55
14.30
56.10
11.71
17.00

R.49
31:48
8.29

13.65
16.67
31.29

+ .02
+ .02
+ .01
+ .00
+ 144.50
+ .02

= -7.80 +
= 4.00 +
= 13.48 +

Y' = 20.72 +
Y' = 19.50 +

.72
159,05

.00

.00
189.66

23.73 logY
1.00 Y
.00 Y5

.00 Y3

.00 Y5

PITTSBURGH Y' - -1.86 + 5.89 ,7
(10)
(20)
(30)
(11)
(21)
(31)

Y' = 38.96 + 67.79 ( -1 /IV)

Y' =-11.43:+ 29.34 logY.

155
9

51
66
3

22
4

101
39
54

0
1
7

179
85
41
18
14

13

153
32

,76
21
6

18

162
7

72
0

30
53
0

114
89

0
o

25

346.



REC
(10)
(20)
(30)
(11)

(21)
(31)

ENABLERS
-1.1157

(20)
(30)

(11)
(21).

(31),

co. ROLNT
UV)
(20)

(30)
(11)
(21)

(31)

NPV
(10)
(20)

(30)
(11)
(21)
(311

Model

FAR WEST
4-71157

(20)

(30
(11)
(21)

(31)

Y'
Y'
Y'
Y'

m 15.06
m 14.92
m 13.44
m 12.00

+ .00'Y
5

+ .42 .Y
+ .00 Y 5

+ _.41 Y

Y' m 26.96 + 29.87 ( -1 //)

Y' m -4.03 + 6.27 Y
Y' m 33.76 + 167.57 (1/Y)
-YI m 12.49 + ,02 Y4
Y' m -3.43 + 19.94 logY
Y' * 54.78 + 133.67 (-1/1Y)
Yi m 17.01 + .00 Yi

Y' m 10.68 + .62 Y

YI m-13.24 + 27.61 logY
Y' m 28.42 + 160.86 (-1/Y)
.Y' m 10.50 + .00 Y3
Y' 4.42 + .92 Y

YI m 11.04 + .63 Y
Y' 6.09 +

Ye -.97 + 5.38 IY
Y' m -6.73 + 23.26 logY
Y' 8.65 + .69 Y
Ye 9.56 + .65 Y
Y' m 15.48+ .42 Y

m-11.86 + 26.70 logY
Y' m 442 + .9/ Y

'RESISTANT FITS - PPV TEST

Ye
Y'
Y'
Y'
Y'

m -16460 +.41484 logY
m + 43471 1qgY

xvi
* 47.33 + .00 rl

347.

.72

11
18
32
0

4

7

20$
73
63
39
21
6

6

105
33
27
16
11
14

4

669
170
247
92
28

121
11

I of
children

161
100
20
19
19
3

0



ARIZONA Y' -1.56 + 8.07 /7
m -20.06 + 44.21 19pgY

Y' 31.39 + .00 Y.'(20)
(30) 28.61 + .03 Y
(11) Y' se 81.10 + 1303.90 (-1/Y)
(21) Y' 13.08 + .94 y
(31)

,BANK STREET Y' - -3.97 + 8.09 VZ
(10) yl 34.62- + .01 :Y
(24) YI - 72.46 + 173.94 -(-1/V7).
(30)
(11) 82.03.+ 1358.47. (-1/Y)
(21) Y'' m 77.91 + 197.49 (-1/J7)

.(31)
4 6

OREGON
- (TO)

(20)
(30)

(11)
(21)

(31)

KANSAS
-TrO)

120)
(30)
(11)
(21)
.(31)

Y' - 10.26 + ,6.12 V7
Y' m .14.84 +
Y' m 31.52 + . Y
Y' - 12.30 + 5.86 fig

= -17.17 +' 42.31 logY

Y'
Y'
Y'

1.12 + .7,28 V7
96.99 + 303.30 (-1/4.)

+ '26,50 logY

.!.21.341 + 10.70 Of

HIGH/SCOPE Y' m -44.95 +
(10) Y' -21.58 +
(20) Y' = 10.9$-+
(30) Y' 39.52 +.
(11) Y' -5.58 +
(21) YI gi 25.38 +
(31) Y' m 43.81 +

(20)

(30)
(11)
(21)
(31)

EDC
(10)
(20)

(30)
(11) .

(21).

IP
et

58:33 logY
.68 Y
.94 Y
.00:Y5

1.25 Y
.00 .Yk,

.00 Y4

20.02 + .70 Y
97.434 290.63 (-1/4)
-7.82 + 34.05 19gY
28.38 + .02 Y4

Y' 'm 29.29 + .00 Y3

Y'

Y'

Y'
Y',

- -34.21 + 51.85 1o4Y
, 64.57 + 554.72 (-1/Y)

m 21,34 + '.02 Y2

63.14 + 533.94 (-1/Y)
im 62.07 + 560.87 (-1/Y)

348.

191
85
39

6
31
30
0

243
17

121
0

19
86
0

136
7

41
65
3

4

98
40
49

8

0

168
82
37
15
1.5

7.

12

143
32
70
244

13
0

160

70
2.

31
50

0
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PITTSBURGH Y. a 34.83 + .01 Y2
Y2Y' = 35.36 + .01 Y4

Y

Y' n 35.36 + .01 Y
2

111
95

0
0

26
0
0

(10)
(20)
(30)

(11)
(21.)

(31)

REC Y' .. 24.72 + .63 Y.. .71

(10) Y' I/2 38.12 + .00 V 12
(20) Y' 23.57 + .59 Y

,

18
(30) Y' = 78.27 +173.17 (-17) 31
(11) . 0

(21) 4

(31) Y' m 34.27 + .43 Y -6

ENABLERS ,Y' I 0 -3.30 + 8.08 it- 202
0.0f Y' 4 32.85 + .01 Y4 72
(20) Y' um 69.23 + 170.87 ( -1 / /7) 63
(30) Y' = 24.74 + .63 Y 32
(11) Y' = 75,..21 + 1068.17 (-1//7) 23
(21) Y' go 9.52 + .78 Y 6

(31), Y', la 1(;.64 + -.73 Y 6

CONTROL yl m -21.37 + '43.49 1ggY 106
(10) Y' = 32.79 + .01 Y' 30

(20Y Y' m 10.20 + .97 Y 32
(30) Y' m 35.18 + .00 Y 4 14
(11) Y' a -39.03 + 54.85 19gY 11

.(21) Y' a 28.28.+ .00 Y 15
(31) 4

NPV Y1 so 22.80 + .63 Y 629'

(10) Y' m 11.95 + 5.93 we7 166
(20) Y' $e' -.37 + ; 7.24 ,7 223
(30) Y'. a 56.37 +/220.68 (-1/Y) 96

(11) Y' =, 71.26 + 742.24 ( T1/Y) ' 25
(21), YI = 35.62 + :00 Y, 106

(31) i
Y' a 27.67,+ .00 Y' 13
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RESISTANT ANALYSIS OF COVARIANCE

Because'the-resistant analysis of covariance tech

nique is new, it is advisable to begin with a brief

discussion.of the motivation behind it.* This is followed

by a detailed description of the procedure.

This resistant procedure is analogous to the usual

or classical one way analysis of covariance. However,

RANCOVA is designed to be resistant to two kinds of error.

The first of theee involves certain observations which may

be either wrong or wild, i.e., the observation though

correct, is not a representative member of the population.

To protect against this, medians are used in finding

slopes and effects. '(See the discussion of the resistant

fitting technique.)

Another problem is that the assumption of equal

slopes may not be satisfied. Recall in the classical

situation, it is assumed that all the treatment means lie

on parallel lines (as a function of the covariate), and

there are teats to judge whether this assumption holds.

There are no such tests for a resistant analysis. In addi-

tion, the use of a non-interactive computer to perform the

analysis preOludes any use of human judgment concerning the

exclusion of any treatment. 10 overcome this second type'

of possible error, a weighted midmean is used instead of a

*RANCOVA'Will be used to denote resistant analysis of covariance.
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weighted mean when combining slopes across treatments.*

In our usual notation, the model to be fit is of the

form

ij
' a

J
+ Of(Y

ij
) + e

ij
(E.4)

where Yij is the covariate and Yiji is the response for

individual i in treatment j, eij is ,the error term, f is

a predeterminedle-expression, and aj is the jth intercept

or treatment fit.** Assume there are k treatments and

nj is the number of observations intreatment j.

In the classical method, assuming zero means, the

least squares estimate of B is

k n4
: EJ YijYpl iml

E 2J Y442
jail iml

(E.5)

This estimate may be viewed as a weighted mean of the

claOsical individual slope estimates for each treatment,

(B .6)

14

*The choice of a midmean instead of a Median waS made because of
results from the Princeton Study 'on Robust EstimationOadrews,
D.P., et al., Robust Estimates of Location. Princetbn,N.a.1
PrinceEn University press, 1)72.

**We determine f by finding the summary values and going through
the search procedure as outlined in the first section for each
program. A compromise re-expression is then used.



352.

where w.j iij2 and YijYij' (E.7)

w.)

Under the standard assumption of equal variance, the weighting'

is inversely proportional to the variance of the is.

RANCOVA proceeds analogously by first calculating the

slopes for each treatment according to Tukey's resistant

fitting technique, using the specified re-expression. Then,

the weighted mean of the Oj's is replaced by a weighted

midmean.

Recall the Resistant slope estimate for treatment j

is given by (Y3' - Y1yf(Y3) - f(Y1)}j. Becalise the

exact variance of this estimate is not known to this writer,

an approximation is necessary. Asymptotically, the variance

N
of an order statistic, and therefore of YI' and Y3, is pro-

portional to l/n.* Because of this, the variance of 8i will

be approximately proportional to 1

nj(03) - f(41)V

Therefore, weighting inversely proportional to the variance,

weighted sum of sibpes,

k-r+1
E ni(f(3) fRiDj2

{f (Y3) ffi
)

k-r+i
% nj(03) f0,01 2

is used. The sum is over those treatments whose.slopes lie

(E.8)

*Wilk's, S S, Mathematical Statistics, New Yorks Wiley & Sons,
1962,1p.-273-71.
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betWeen or are the hinge values.*

In order to determine the treatment effects, the inter-

cepts must first be calculated. These values are found

using Tukey's estimate of

3 ti
A

aj 1/3(mEl(Ymg)j Of(Y)j). (E.9)

Now, rewrite the model as

w, U + Yj + Off(Y)ii - f(Y)..) + eii**(E,10)

where p is the overall mean, a is the treatment effect, and

frfl.. is the grand mean of the re-expressed uovariate

values. Comparing this to the original model (E.1), we

see that

and therefore,

44 ' P Y4 - OTT7r77 (E.11)

.yi ai (p - OVV)..). (E.12).

Thus, to estimate Yj, one should subtract a quantity like

(11 - armr..), which is constant over all treatments.

Analogous to the classical-situation where Eniyj b 0, we

wine require the median of the y Is t6' be zero, and,

therefore, will use the median of the as as an estimate of

this quantity. The jth treatment effect is then found by
A

subtracting the median intercept value from aj.

*The subscripts refer to the ordered treatments which have been
ranked by:magnitude of their slopes.

** f(Y)ij m f(Yij)
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O

As with the resistant fitting.technkque, the analysis

concludes with an examination of the residuals., In this case

a plot of the residuals vs. re-expressed covariates for each

program is useful to judge the goodness of fit. The same

is true of a five number sUmmary of the residuals for each

program.

O
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IMPLEMENTATION OF RANCOVA,

As was mentioned in Chapter VII, only those programs for

which there were at least 20 children in the eub-class

Were used in the analysis of the PS/ and PPV tests. This

minimum sample size allowed enough programs for comparison

while excluding fits based on too few observations.

RANCOVA could not be used on the'WRAT subtests, ETS and

ITPA tests because of the difficulty in determining re-expres-

sions. The reasons for this were discussed in a previous

section.

The choice of a good re-expression f is left up to the

judgment of the analyst. Because of the interpretation diffi-

culties related to powers greater than one, we constrained

the choice of a compromise re-apression to lie between -1.5

and 1 although programs for which p > 1 were allowed,to influ-

ence the choice. For example, the following displays the

number of programs with powers ranging from -1 to 4 for

White children with no prior preschool experience for the PSI test.

no. of
programs
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n this caae, the choice of power was -.5, i.e.,

f(Yii) -Yij
-'S.

All'eight programs were re-expressed

accordingly and the analysis continued.

Left without the classical tests to aid his judgment,

the user of resistant methods must rely on plots,, displays

and summary values. To judge the goodness of fit, we used

plots of the raw and fitted post-test scores'toyether vs.
1 1

the covariate scores, five number summaries, and hinge-.

spreads of the residuals. By eye, the fitted line should

"explain" the data very well, it Should follow the general',

trend of the data. The five number summary should indicate

symmetric residuals, and the hingespread should be'small

relative to the range of test scores.

In a covariance analysis, one expects the treatment

fits to be parallel or at least very similar. Here again,

no F test may be performed on the resistantly determined slopes..

A plot of the fits for several programs together is helpful

in examining the parallelness of the fits.. Any program whose

slope is'wildly different from the others will ha quickly

pointed out and one'can get an idea of the similarity between

programs.

Another assumption of the classical ANCOVA is the homo-

geneity of the variances. To examine this in RANCOVA, one

may look at a stem and leaf display of the hingespreads of

the residuals from the initial fit. Ideally the range*of

*See Tukey (1970) for an explanation o stem and leaf displays.
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',these hingespreads should be small. The following is such

a display for the PSI test,, sub-class White children with no

prior preschool experience.

6 34
5 02, 29, 09
4 25, 02, 25
3 85,"'50 unit = .01

1,

.;.. ..
. ,

, TheN4lUes'in the last line ate 3.last 3.50. The ,range
.. a 1 '

0 ,

''cif these hingespreads is not very.;*rge.

F. A614-0, been eMpWasized, plots of the roOduals Irom

the final fits were also examined. The results of RANCOVA
. .,

. .

''for the PSTand, PPV'tests may. be found in Tables.
ry

I
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Appendix F

INTERPRETATION OF PPV RESULTS

From the results of our various analyses°, it seems

clear that the performance of the Control children was

comparable to that of the Head Start children, and that no

particular Head Start program was outstanding in raising

PPV scores. We are tempted to ,infer, simply that passive

. vocabulary and wh.itever other skills are measured by the

PPM cannot'be inflUenced very much by preschool curricula.

If this were indeed the case, we would expect the residual

analysis'to
6
showsmall'residuals fOr both Head Start and

,

Control children. 'On the contrary, both groups approximately

double their rates of growth., Thus.'we Axe left `to conclUde

either that there is something misleading about the size

of the residuals,:Or that the growth rate for both groups- ».

:actually did increase'over the period studied.

One possibility ,is that the .observed gains can be

attributed to.some sort oftes-sensitizatiod or practice-

effect. Suppose that for some reason, children find the

PPV particularly difficult the first.time they take it.

Then if they took it a second time soon after they might
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do a bit better even if their true ability had not changed,

simply by virtue of being more used to the test.

A possible "pseudo-gain" might alio have resulted

from the fact that the test procedure in the spring was

slightly different from that in the fall. Children began

the test with item' 25 'instead of one., If they, answered

eight in a row correctly, they were allowed to proceed,and

given credit for the first 24. If not they essentially

moved.hack Until they were able to correctly'answer eight

consecutively. Thus it is conceivable that a child could

bo given credit for an item he would have answered in-

correctly if given the opportunity. By'looking at the

number answered incorrectly in the fall of those given

-credit for in the spring, we obtained a rough upper bound

on thepseudO'-gain attributable to the scoring system,

Our best guess is that on average one to two,Pointt of

the observed gain may be explained in this way. This still

leaves us with an average residual of about four or five

. points to explain.

The fact that the C9ntra,children tended to be

Younger'than Head Start children might also be .4 .factor.

Perhaps younger children are 4rowin* at a' factor rate,

so that we are underestimating their dxpected increments.

A breakdolniaf residuals by age for the Control children

.revealed no clear relationship between residual size and age.
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Unfortunately, we see no ray of determining whether

the apparent increase in growth rate is real. The fact that

there is so little difference among the PV models leads

us to suspects that the gains are not related to program

characteristics. If programs were.effeckzive agents, we

would expect that, as in the, case of all other tests, at

least one or-two would be particulirly effe'ctive. With

the possible exception o2 REC this. does not appear to be

the case. Thus, although we encourage the reader to draw

his own conclusion from the evidence, we are inclined to

believe that Head Start programs are ineffective in

raising PPV scores.

1


