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ABSTRACT

A review is made of that literature which focuses on
the relationship of instructional method, internal cognitive activity
and performance measures. This includes literature concerned with the
issue of "discovery versus reception learning" and the effects of
different instructional methods on retention, delayed retention and
transfer tasks. The author concludes from this review that little
progress will be made concerning our understanding of the role of
instructional method until the emphasis on "which method is best"
gives way to an attempt to define and relate to one another, external
features of instruction, internal features of subject character and
activity during learning, and outcome performance variables. (JP)
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The Problem

Suppose you wanted to teach someone to solve problems of a given
class, What kind and how much direction should be given during the
learning process? Or suppose someone has been taught to solve problens
of a given class. Does the teaching method that was used influence the
learning outcome? |

These sorts of questions represent the core of what could be
called '"the instructional method problem'" -- the problem of ascertaining
the relati-nship between certain aspects of the instructicnal methaed
{the independent variable) and subsequent performanée on related or
identical tasks (the dependent variable). Shulman (1968, p. 34) sum-
marized the problem as follows: 'The controversy scems to center es-
seciitially about the question of how much and what kind of guidance ought
to be provided in the learning situaticn."

This is not a new problem and therc have been many attemprs to
deal with it. However, as Wittrock (1966, p. 33) pointed oﬁt in a
recent review of the evidence concerning the ambiguous 'learning by dis-
covery' method: 'Many strong claims for learning by discovery arc wade
in educational psychology. But almost none of thzse claims has been

empirically substantiated or even clearly tested in an experiment.”

The Backgoound

. Before discussing how such claims could be tested experimentally,
some background will be presented to demonstrate some distinctions in-
volved in the claims. Though often poorly and incohsistently defined,
a basic distincrion between (at least) two different types of teaching

mathods has loag b2en a compounent of theories of instruction.



The gestalt psychologists distinguished a type of instruction
that fostered ''structural understanding' from instruction that involvéd
"rote memory' (Wertheimer, 1959), '"meaningful apprehension of relations'
from "senseless drill and arbitrary associations' (Katona, 1940),
"insight! from 'trial and error'" (Kohler, 1959), or "productive' from
"reproductive' reasoning (Maier, 1933; Wertheimer, 1959). Unfortunately,
however, the gestaltists never clarified their various distinctions,
often confused differcnces in instructional method with differences in
the subsequent problem solving approach, and provided littie or questionable
empirical support for their claims.

The flavor of their distinction can be found in an example by
Wertheimer‘(1959) suggesting two methods of teaching S to find the area
of a parallelogram. One method emphasizes the geometric or structural
preperty that the triangle on one end of the figure could be placed on

the other end of the figure thus forming a rectangle (see.below):

The other method emphasizes a sort of cook-book recipe of steps to cal-
culate the area, namcly drop the perpendicular and multiply its height

times the length of the base (see below):

Y e

. T
Although Ss taught under both methods should perform equally well

on criterion tasks involving finding the area of paralleclograms likc the
ones they were taught about, Wertheimer reported the Ss differed in their
ability to transfer whar they learned to new tasks. For example, the Ss

who lcarned ''by understanding" (the first method) should be able to find



the area of unusual parallelograms and shapes, e.g.

C

and recognize uncalculable situations, e.g.

while the Ss who learned in a mechanical way (the'secoﬂd method) would
say, “We haven't had this yet." .

In an example of memorizing digit strings, Katoﬁa (1940) claimed
tiiat learasng by "understanding tne stsuctural relationsnips' not oniy
improves S's ability to transfer but also improves S's ability to retain
information over time. One group learned the digit string, 581215192226,
by understanding the striuctural pattern of "add 3, add 4" as indicated

below,

5 12 19 26
NgT T N5 Ny

while another group learned by ''rote memorization' of the string oiganized
as 581-215-192-226. Although both groups performed equally well on
criterion tests of immediate retention, Katona reported thatAthe first
group remembered the string longer.

Irn more recent years, the distinction has taken the qqually am;
biguous form of a separation between ''discovery' and "expository'' methods
of instruction. Bruner (1961, 1963a, 1968) has been a major proponent
of the discovery method. Although often describing discévery both as an
instructional method and as a desired outcome¢ of learning, and although
seldom enpirically defining either, Bruner's preferred method of instruction

is, at least, ecxemplified in a procedure proposed by Diencs (sec Shulman,



.1968) .
Diengs' method of teaching children the concept of the quadratic

equation invelved allowing S to manipulate the shapes,

o

S could see that the ar ca of a square with sides of

X

-

in such a way that S
length x was xz’, of sides (x + 1) was x2 + X+ x+ 1, of sides

(x + 2) was x2 + 4x + 4 , etc., as shown below:

1.1
X 1 1 1

..—_,.—-T_, 5
x X 1

The discovery method shares with the Gestalt '"learning by understanding"

the promise cf superior transfer and retention performance by the learner.
On the other hand, Gagnd and his associates (Gagné, 1968; Gagné,

Mayor, Carstens § Paradise, 1962) have been major proponeuts of 'a more

expository method often called 'guided discovery'. The method involves

a clear.and behaviorally defined statement of the instructional objective

and a hierarchical enumeration of what $ needs to know in order to have

the defined capability, as represented in a ”knowledge hierarchy' below:
L CAPAHILLITY
7
A

& &

The prerequisite concepts, principles, definitions, etc., must be hier-

archically defined such that in order to perform the required '‘capability",
S must know A and B ; in order to know A , S must know € and D ; in
order to knew C , & rust knew H o5 and so on. Teaching then involves

systematiczlly prasenting S with prercquisite knowledge, beginning at the




lowest level of §'s incompetcence and building up.

As Shulman (1968) pointed out; Bruner's emphasis is on the process
of learning while Gagné's emphasis is on the product of learning. Bruner's
method stresses the acquisition of a general ability to discover problem
solutions while Gagné's method is more closely tied to specific capabilities
in dealing with specified subject‘natter. Bruner's method tends to force
errors and subsequent '‘restructuring' by S while Gagné's programmed in-
struction presents a smooth, systematic hierarchy of knowledge thus mini-

mizing. the chances of error.

Tae Analys's
As can be seen from this representative array of largely untested
examples and claims, the following are needed: (1) a clear definition ef
the external features of the instructional methods, (2} an understanding
of &s internal activity duringilearning, (3).a set of observable per-
formance measures for learning and learning outcomes, (4) an ecxperimental

procedure for determining the relationship among these variables.

External dimensions: Many mecthodological problems stem from unsatisfactory

definitions of the independent (instructional) variables. As Wittrock
(1566, p. 42) pointed out, many studies conceptually confuse, for example,
""discovery as a way to learn" (i.e., as an independent variable) and "dis-
covery as an end in its own right' (i.e., as a dependent variable), or
label external instructional variables (independent variables) in terms
of the internal responses or behavior such methods are thought to evoke
(dependené.variable).

All too often, inadequate definitions have accompanied not only a
confusing of iudepcndent variable and dependert variable, but also a lumping

together of several variables into one. The often cited discovery-cxpository
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dichotomy as the instructional variable is actually a family of variables
and any serious attempt to investigdate instructional method effects should
recognize the various variable dimensions involved.

Although sowmetimes only implicitly defined as such, the main in-

structional variables have been: (1) amount and type of direction, e.g.,
ranging from no guidance as to how to solve representative examples up to

explicit enumeration of the correct solutions, (2) sequencing of dirsction,

.

e.g., ranging from inductive example-rule procedures to deductive rule-

example procedures, (3) continuity or structuring of direction, e.g.,

ranging fror highly discontinuous, unstru~tured procedures that encourace
errors to smooth, hierarciiically arrunged methods that minimize the chas

of subject error, and (4) control of direction, e.g., ranging from total

subjcct centrol over the rate and order of presentation (as attempted by
"adaptive teaching systems') to total experimenter control.

In a recent review, Hermann (1969) scparated the amount of dircction
(e.g., discovery.vs. reception) froa the sequencing of direction (e.g.,
inductive vs. deductive) and represented the various variables in a 2 x 2
matrix, as shown.

Discovery  Reception
- Inductive A B
Deductive C b

The discovery-reception dimension is defined in terms of the amount
of direction with the discovery methods involving minimum direction in
which "...the principle content of what is to be lecarned is not given..."
and the reception method involving maximum direction in which ",..the
entire content of what is to be lcarned is presented to the learner in
final form,.."., wWittrock {1963) has fuorther onalyzed the dinension teking

into account not only the amount, but also the Kkind oi informatien given



(or not given). ‘the amount of information aboui the final answer can be
varied (e.g., from none to detailed presentation of the answer in final
form); similarly, the amount of information about the method or principle
used for solution can be varied (ec.g., {rom none to hints or outright
presentation of the solution method).

The inductive-deductive dimension is defined in tverms of the
sequencing of dircction with deductive rethods invoiving a direct state-
ment of the to-be-learned rule or principle follewed by example applica-
tions for S to try -- or as Glaser (1966, p. 15) put it; '""...a teaching
sequence in which a rule is presented brfore excmplars or instances uf
the rule...' -- and inductive methods involving the ic . se ordering.
Hermann (196Y) pointed owt that in terms of the existing resecych litera-
ture, cell C of his matrix is empty. |

The third dimension was discussed by Glascr (1906) as a distingtion
between smoothly gpuided teaching programs, such as Gagné's (1968) '"learning
hierarchy" model, based on the principle of "error mininization' and more
unstructured, discontinuous procedures such as bevis' (1958, 1966) 'tor-
pedoing" techniques which increase the chances of S commitling errors in
lcarning. From the standpeoint of "reinforcement thcory' Skinner (1958)
distinguished between teaching by 'small steps" betwecn adjacent items
and teaching by '"large steps” between adjacent items with the former
supposed to elicit far fewer errors, hence more reinforcement in learning.

. Finally, the fourth dimension involving control of direction has
been mentibned by several.investigators {e.g., Wittrock, 1966; Bruner,
1961) and is defined in texms of the nuwber and kinds éf constraints put
on $'s access to the learning materinls.

Internal dimensions: In contrast to these extevr.sl divonsions of the
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instructional method, there are certain internal or intervening dimensions

of the learner which should be considered. The internal dimensions can

be separated into:(1l) the level of various learner characteristics established
prior to learning, and (2) the amount and kind of cognitive activity evoked
during learning.

The first set of internal dimensions, which acts as an independent
va}iable, is that of learner characteristics. Several researchers (e.g.,
Cronback and Snow, 1969; Tallmadge and Shearer, 1971) have reviewed and
investigated the often contradictory role of such individual difference’
factors as ZIntelligence, ability, experic.ce. personality, anxieﬁy, age,
sex, motivation and others. Also, there exists a classical gestalt litera-
ture (é.g., Duncker, 1945; Luchins, 1942; Saugstad and Raahiem, 1960; Birch
and Rabinowitz, 1951) on the importance of past experience in learning
to solve problems. Because the individual differences literaturc repre-
sents a large, fairly self-contained area, it will not be specifically
reviewed herein.

The second important set of internal dimensions, one which should
properly be viewed as a dependent variable, is S's activity, especially
S's cognitive activity during learning. Rothkopf (1970) wrote of the
influence of instructional mcthod on S's "mathemagenic activities" during
learning, activities which he relattd to such conccpts as set, attention,
orienting reflex, informationvprocessing, cognition and rehearsal. Roth-
kopf (p.325) argued: "“The proposition is simple. In most instructional
situations,-what is learned depends largely on the activities of the student."

Gagne (1958, 1966, 1969) has outlined a series of '"internal conditions
for problem solving' which include Ysexrch and selection'” of existing knowledge.

He has supgesied thut “what 1s Jesrned” involves both "externual events' such



as instructional materials, instructions, and direction, and "internal
events' suéh as the nature of this ''trial and crror", "hypothesis selection",
or "search and selection" activity.
Arguing from # somewhat different approach, Ausubel (1961, 1964,
-1968) wrote of S's 'learning set'" and suggested that learning outcomes
are determined both by '"content conditions" (i.e., prescntation of the to-
be-learned material) and 'set conditions" (i.e., the existing cognitive
structures S uses to assimilaté the content). Ausubel proposed that S
may store content material in either a rote or meaningful way depending
on S§'s ability to relate subject matter sontent to existing cognitive
structures, i.e., depcndiné on whether the '"content' is encoded into a
"'rote learning set" or into a wider "meaningful learning set'. The point
is summarized as follows (1961, p. 95): "As long as the set and content
_conditions of meaningful learning are satisfied, the outcome should be
meaningful and the advantages of meaningful learning (economy of learning
effort, more stable retention and greater trénsferability) should accrue
irrespective of whether the content to be internalized is presented or dis--
covered, verbal or nonverbal."
Another argument for separating external and internal dimensions
comes from Bruner and his associates (Bruner, Goodnow and:Austin, 1956)
who have demonstrated the importance of S's ''strategy' in CI tasks and
have shown that differences in this internal encoding process are evident
ip transfer performance. The nature of the internal scarch and selection
process is at the crux of Bruner's (1966) “compatibility problem" -- "'the
| problem of how to get a new piecc of knowledge connccted with an established
~domain."
Scandura (1906, 1967) has attempted to delinecate cxpcrimontﬁl varia-

bles influencing hew broadly € encodes mathematical rules or algorithms.
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For example, in o prurliem soclving task, Ss given the solution algorithm
in conjunction with very specific applications perforimed ‘significantly
better on near tvans’:: itews than §S not given the algorithm, butlper—
formed significuntly corse ou far transfer than Ss given ihe algorithm
with more geneval épplicutions.  In another study, Ss learning problem
solution rules in sy.»olic notation could apply them just as well as

S5 learning the came rules in plain knglish, only if they had received
pretraining in whzt (e symoels meant. The evidence supports the claim
that although «ll s lcarn the same content (i.e., problcm solving rules),

internal fucleors such ws 2 broader assind.ative "set" do influcnce tran--
fer perfomaance,

According to Roaghond and Scandura (1968, p. 288) '"what is learned"
due to these breader cognitive scts is "derivation rules' -- '"'rules for
deriving a class of rore specific rules”. Simon and Simon (1862, p. 429)
presentcd evidence foo the suone sort of learning outcome differences due
to inteinal "triul audlcrror” activity during S's learning to play chess:
"Ihe evidence stronpgly Lapaests that expert chess players discover com-
binations becaure thiic progrens incorporate powerful ;elective heuristics
and not becausc they tidink faster or memorize better other people."

One possibie ¢ovivation of the separation of external (instructional)
variables from iyieri«l (s2i) variables is that different methods of in-
structicn could cvok. dillecront internal sets or activities in S and hence
different learning outcomes. The point was summarized by Mayer and Greeno

(1972, p. 165): ", .. difierent instructional procedures could activate dif-

ferent aspeets of existing copnitive structure. And since the outcome of

leorning, is joies?r 0 oo oa by ngw naterial and the structere to which
iU Is renindias o, o rrs e ditfurent procodures coujd lead to the develop-
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ment of markedly different structures during the learning of the same
new concept.”

A crucial question at this point becomes: How can the internal
cognitive set and activities of the learner be characterized? A number
of defining factors have been noted with respect to these internal events
during learning, and generally the distinctions among various types of
internal activity during learning involve: (1) S actively participates
in the discovery of the to-be-learned principle or material vs. S passively
receives the material in final form, (2) S stores and organizes the material
in his own way vs. S stores and organizes the material as E has organized
it, (3) § assimilates the material to a wide range of existing cognitive
structures vs. S accomodates his existing structures to the material, (4)
S strives to acquire a high level general rule or strategy vs. S strives
to acquire discrete, specific responses to specific situations.

Bruner (i%961, p. 24) in his classic paper entitled '"The act of
discovery' discussed these distinctions between types of internal events
during learning, especially the first one:

Very gencrally, and at the risk of oversimplification, it is

useful to distinguish two kinds of teaching: that which takes

place in the expository mode and that which takes place in the

_hypothetical mode. In the former, the decisions concerning

mode and pace and style of exposition are principally determined

by the teacher as expositor, the student as listener...in the hy-

pothetical mode the student is in a more cooperative position...

the student is not a bench-bound listener, but is taking part in
the formulation...and may even take an ‘'as if' attitude.

The second distinction between internal activities is reflected
in Bower's {1970) separation between "experimenter-imposed groupings'
(E-codes) and "subject-imposed groupings' (S-codes). The assimilation-

accomodation distinction (i.e., the third part) follows with slight modi-

fication from Piaget's (1970) oripinal usages. The final distinction




deals with S's interprctation of wnat should be leurned as discussed by
tosenthal (1Y66) and Orne (1962).

One way of sumnarizing the distinctions in internal activity is to
differentiate the degrees to which § secarches through existing knowledge
in order to map the presented material into superordinate orpanizing
systems. The key to a resolution of the instructional method problem
eventually rests in a more intense analysis of this dJistinction or set
of distinctions, between an active, assimilative sclf-coding, rule-
generating cognitive process vs. a more passive accomodation to L's
coding syster and épecific responses.

. There are very few experimental studies thut deal directly with
this issu¢ of intermal cognitivc activity and its rclationship to in-
structional method and performance measures; and for the most part, re-

o

viewers can only hypotliesize about what § was doing during learning.
Howcver, some hint as to the importance of S's behavior during learning
is reflected in a study by Gagné and Smith (1962) in which a major variable
was whether or not § was instructed to verbally search for a justification
of cach mrve in learning to solve a problem. The problem was the Lwert
and Lambert (1932) 'disc problem' or what Ernest und Hewell (1969) called
the "tower of Hanoi problew'": given three circles arranged in a triangle
with some number of discs in circle 1 arranged in order of size with the
smallest on top, the problem is to move the discs from circle 1 to circle
2 in the least number of moves, movihg the discs onc at a time and never
putting a lafger disc on top of a smaller one.

The solution involves iearning the general principle: "If the
nunber of discs is odd, move first to the circle ihat you want teo go to

eventually ;- if cven, move first away froem this circle.  Continue by moving

ERIC
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discs with odd numbers always in a clockwise direction, and discs with

even numbers always in counter-clochwise direction.'" The Ss learned to

" solve the 2-disc, 3-disc, 4-disc, and S5-disc problems under the following

conditions: (1) Group V-SS in which § was instructed to verbally statc
why he made cach move and to think of a general principle involved, (2)
Group V which involved just the instruction to verbalize, (3) Group SS
which involved just the instruction to think of a general principle, and
(4) Group No which received ncither instruction.

All Ss eventually learned to solve all the problems with Group 3S
and Group No taking less time but making slightly more excess moves.
liowever, on 2 transfer test comprised of the ¢ disc problem in which no
verbalizations were required, Ss who had verbalized during learning per-
formed significantly better than non-verbalization Ss. The effect due
to instructions to think were not significant. However, it is known that
effects of this kind of variable can be reliable; uncan (1963), using
a different problem task, reported significant effects due to ''think"
instructions.

The performance of Ss on the 6-disc problem is summarized below:

Groups
V-5S v SS No
Mean Lxcess Moves 7.9 9.3 48.1 61.7

Mean Time to Solution (min.) 4.2 3.8 10.1 10.0
Ss who vocalized during learning also werc better able to state the solu-
tion principle. Six of the 14 Ss in the verbalization group coild state
tﬁe complete principle as opposed to nonec of the 14 non-verbalization Ss.
There ure several possible explanations why forcing S to verbalize
while prac. ing the three-circle problem resulted in superior transfer

and ability to state the geperal principie. Une interpretation is that

the verbalization §s werc more active during learning; the requircment
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to verpalize forced them to scarch their existing cognitive structures for
justification of their moves. Gagné and Smith (p. 17) stated the influence
of verbalization on internal cognitive activity as follow;: ""Requiring
verbalization somehow forced the §s to think."

Performance dimensions: In addition to the relatively undeveloped measures

in internal activity during Jearning -. a fzctor only partially reflected
in measures of learning difficulty such as time or errors to criterion --
several important measures of learning outcomes have been established.

‘The most common measures have been: (1) retention, including immediate .nd
longer térm ability to perform the learned task; (2) transfer, includine
he ability to apply thc lcarnca matcrial to new problems both ncar to and
far from original éxamples. Others include (see Cronbach, 1966): "con-
viction" or "adhercnce to a principle in a confusing stimulus situation",
Yrationale'" or the ability to explain a principle in terms of other con;
cepts, 'interest" in the learned material as indicated by questionnaire
responses, ”savings" in learning a rclated problem solution, and ability
to "verbalize' the rule or principle involved.

Procedure: In order to determine the relationship among external (in-
structional), internal (cognitive), and performance (outcome) dimensions,
an experimental procedure must be developed. Katona {1940) was onec of the
first to explicitly propose a paradigm whereby previously unknown problem
solutions would be taught by two or more differcnt methods to an equal

criterion, as Ssummarized below (p. 7):

STAGE 1 STAGE 2 STAGE 3
Not knowing A or Application of learning Knowing A or
being able to method I. being able to
perform A. Application of learning perform A.

methed I1.
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the fourth stage involves taking performance measurcs of learning difficulty
and ou'come.

Cronbach (1966) has suggested some features that limit the generality
of instriuctional method experiments. They include the nature of the subjéct
matter, the age and other characteristics of the subjects, the specific
type and amount of instruction, the specific outcome variables employed,
and the size and scope of the design. Most of the studies reviewsd in this
papcr involve problem solving situations such as decoding anagrams, choosing
the item that doesn't belong, learning mathematical principles, learn.ng
card tricks and matchstick problems. Researchers using more conventional
materiuis have called into question the generality of findiﬁgs regarding
these "puzzle type problems'" and have indicated that instructional method
cffects may be due largely to the type of material used.

Most of the subjects in the experiments to be reviewed were adﬁlts
or high school students, although somec studies involved younger children
and they will be noted. There is reason to believe that many studies used
disproportionate numbers of subjects of high intelligence, ability and
motivation. The specific instructional and outcomc variables arc often
poorly defined or peculiar to a particular problem sblving situation.
Lastly, the studies to be reviewed largely involve short-term lab studies
rather than larger, more long-term field studics in actual classroom |
situations (for revicws of field studies see Coop and Brown, 1970; Della-
Piana, 1965).

Thé“existing cxperimental literature rcgarding instructional methods
can be criticized not only for its problems with extrapolation of results,
but also for its problems with inadequate statistical analysis -- a flaw'.

often criticized in the literature, such as Melton's (1941) attack on
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Katona's (194U0) work or Olson's (1465) questioning of llaslerud and
Meyers' (1958) experimentf .

By developing a reliablc proccdure, and defining the various levels
of the thrce experimental dimensions, the instructional method problem
becomes: What is the relationship among instructional met}od, internal

activity, and outcome performance? In the review that fo.'cws, an attempt

- will be made to summarize the findings with respect to cach or the ex-

ternally definable instructional variables and subsequent performance
measures. In addition, an attempt will be made to suggest what interna.
cognitive activities or sets may be evoked by the various instructional

K e At awn 3
metheds and how these interven

The Research

Amount and type of dircction, internal activity, and performance: Because

4

there is a pervasive lack of coordination omong studies of ins¢ructional
method a§ to the defining and naming of methods of instruction, many
problems can arise simply from semantic disagrcements. For example, what
one author calls "“directed" tecaching (Craig, 1956) anothef calls "inter-
mediate direction'' (Kittell, 1957); what one author describes as "discovery'
teaching (Bruner, 1961) includes what others call '"guided discovery' (Gagné
& Brown, 1961), 'expository" teaching (Roughcad § Scandura, 1968), or
"reception' teaching (Ausubel, 1961).

Such difficulties could be minimized if standard definitions based
on a single external dimension, e.g., amount of direction, were applied
across all relevant studies. A summary of such studies reveals that there
seems to be, at least, threec general levels of the amount and type of
direction: (1) minimum direction in which $ reccives representative ex-

amples to solve on his own, (2) method direction in which S receives
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representative exampies plus some hint or directicn as to the method or
principle required to generate the answer, and (3) unswer direction in
which the final answer is explicitly given to § for repéescntative ex-
amples. A fourth level with method dircction and snswer direction is
also possible, though seldom tested.

The earliest lab studies in this area tended to involve human problem
solving situations as subject matter. For example, in 1932, Ewert and
Lambert published a study in whiﬁh Ss were taught to solve the three
circle problem (as described earlier) using fous diffcrent methods. Pe-
‘ginning with three discs, subjects solved the prublem to a criterion of
twa correct, then L added a disc and $ apain worked until correctly solving
the problem twice; and this procedure was repeated until §_£inished the
problem using eight discs.

The methods of instruction, ordercd in teyws of low to high amount
of dircction, were (1) present problem without any hints, (2) present
problems and a;k'g_to look for a general principle, (3) present problem
and tell S the general principle (as described < «rlicer), and (4) present
problem, tell S general principle, and provide dewonstration of the principle.
The first two methods could probably be classificd as minimum direction
methods, while the last two methods seem to provide method direction.

As a performunce measurc, Lwert and Lambert usced a Sort of savings
on transfer measure by comparing the difficulty in solving the 4, 5, 6, 7,
and 3 disc problems for the four instructional groups, as shown in Table 1.
EWertband'Lambert concluded that increascd instruction decreased average
nu-ne- of trials, excéss moves, and time in transfer learning.

It appears that providing § with "the required problem-solving
principle in gencral, saved time end effort in learning to solve the

Q
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TABLL 1
Performance on Transfer Problems by Instructional Group

: (bata from bwert and Lambert, 1932)

Instructional Average Average Average Total
Group Total Trials Excess Moves Time (sec)
1 44,2 1154.6 8502.4
2 42.4 | 757.9 6220.2
3 15.1 300.8 2435.1
4 16.3 304.6 - 2481.8

problems te which it applied. 'The gencrality of this fact is limitcd

by the nature of the task, a very difficult onc; in other words, state-
ment of the general principle involved may increcase learning and transfer
efficiency only in situations in which § would not otherwise discover the
principle. In the present case, the inability of Group 1 and Grqup 2 5s
to verbalize the solution principle suggests that "icarning by discovery"
Ss mzy simply have never come in contact with the to-be-learned content
material. It also seems that the problem is of sufficicnt complexity
that the act of trying to apply the principle requires some active search
and retrieval processing on the part of the subject; hence, Group 3 and 4
learning may involve a "meaningful learning set" as well as obviously
satisfying the ''content conditions' (Ausubel, 1961).

Evidence that it is not minimum direction per se that produces poor
learning bug_rather a failure to come in contact with the required to-be-
learned content, is provided by Gagne and Smith's (1962) finding that
Ss giveﬁ no direction but who could verbalize the correct solution principle
(and hence had discovered the required content) demonstrated the same trans-

fer advantages as iwert and bLamvecit’'s Group 3 unu 4 8s,




The Luchins work (Luchins, 1942; Luchins & Luchins, 1950) provides
another classical indication of the detrimental effects of minimum
dircction: not an inability to come in contact with a solution principle
as in the Ewert-Lanbert stuldy, but rather a failure_to dchlop a.solutién
principle of sufficient brcadth and gencrality. The Luchins "jar problem"
involves presenting S with the hypothetical situation of having three jars
of varying sizes as well as an ualimited water supply, and asking S to
figure out how to obtain a required amount of water. The problems, in.

order of presentation, are reproduced in Table 2.

TABLE £
The Luching Jar Problems

(From iuchins, 1942)

Problem  Given Jars cf the Following Sizes  Obtain the Amount

_ A B c
1. 29 3 20
2. El 21 127 3 100
3. L2 | 14 103 25 - 99
4. L3 ib 13 10 5
5. L4 ) 42 6 21
6. L5 20 58 4 31
7. Cl 23 49 3 20
8. (2 15 39 3 - 18
Y. 28 70 3 25
1. (3 18 48 4 22
11. C4 14 36 8 6

Subjects in the expeyimental group solved the problems El1 through
ES by discovery, being given no direction other than a statement of the
problem and the constriainte, Luchins found that Ss in this group secmed

to lJesrn the solution principle & - A - 2L quite well; however, on problems



Cl through C4 which constitute a sort of transfer task, experimental

Ss continued to apply the B - A -2C rule cven though more direct solutions
were possible. Control Ss who began with problem Cl showcd a much higher
pércentage of these direct solutions than did experimental Ss.

One interpretation is that on easicr tasks such as this one,
minimum direction may fail to allow § to come in contact with solﬁtion
rules of satisfactory generaiity. In the present case, even torpedoing
procedures (bavis, 1958, 1966; Bruner, 1963) such as problem 9 which is
not solvable by the B-A-2C rule, having S write "Don't be blind," or
ligrting the amount of vaicr zvarloble of*se fail te vreadon the dis-
covered rule.

Katona (1940) provided anothér set of problem solving situations,
namely 'card tricks" and "matchstick problems.' A typical card trick
problem involves figuring out how to arrangc eight cards such that if
S deals the top card face up on the table, puts the next card on the
bottom of the deck without dctermining what it is, places the third card
face up on the table, puts the following undetecrmined card on the bottonm,
and so on until all cards are dealt, the cards put on thec table follow
the sequence: red, black, red, black, red, black, red, black.

The problem solution is taught by two methods: (1) "learning by
memorizing,'" an answer direction procedure in which the specific order
of the deck (i.e., RRBRRBBB) required for solution is given to S in its
entirety for S to memorize, and (2) "learning by understanding,' a method
direction procedure in which L provides a system -- the 'diagram method" --
for going about solving the problem. The system is to write down the
required color for each card for each run through the deck as is shown

below:



2]

12 3 4 5 ¢ 1 %
Beginning ? ? ? ? ? ? ? ?
First Run R 7 B ?7 R 7 B ?
Sccond Run R ? B ?
Third Run R B

Required Order R R B R R B8 B B

In one experiment subjects in the memorization group learned task 3
(presented above) and task 4 (by dealing out every other card produce the
chain of spades from ace.to eight) by memorizing the required deck order
for four minutes whil2 Ss in the understanding group had the same time to
tearn, by means ot the suggested diagram, now to arrange the deck fror task
3 only. A contrel group received no training. An immediate transfer task
consisted of the previously lcarned task (task 3), an casy variatioﬁ of
ktush 3 (task 1, output BRBRBR by dealing cvery other card) and a difficult
variativn (task 2, output same as task 3§ dealing every third card); a four-
weck rctention-transfer task consisted of task 3, task 4, and task 5 (same
output as task.I except deal out cvery third card).

The results are summarized in Table 3 in terms of percent correct

with asterisks indicating that S had the task as an cxample during training.

TABLE 3

Percent Correct on Transfer and Retention Problems
for Two Instructional Groups and Control Group

(bata from Katona, 1940)

.ITransfer Test No. 1 No. 2 No. 3
Group Mem (N =26) 23 8 42*
Group Und (N =25} 44 40 44*
Group Con (N =32) 9 3 9

Retention Test No. 3 No., 4 No. §
Group Mem (N = 22) 32* 36* 18
Group Und (N =21) 48+ 62 152

EMC Group Con (N =22) 9 14 9
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As cun be scen, ncewmorization Ss (Uroup Mem) performed slightly better
on immediate retention but much worse on transfer and long term retention
than understanding Ss (Group Und).

Katonu also reported studies in which Ss learned to solve "match-
stick problems' by several instructional methods. iwo of the instructional
mcthods were: (1) Group Mein, an answer direction group in which the com-
plete solution steps werc presented to S in order, moving one stick at
a time, and repeating six times, and (2) Group Help, a method direction
group in which E presented a series of hints by shading in squares that
are essential and pointing out sticks to be moved. For example, for tho
probicm below in which S wust move three sticks to get four squarés {of
sides 1 stick wide and 1 stick long), the fifst method involves showing

S the requived moves:

1 '

SR e (- Gaas o AR Smaretos
; i 3 g : b H
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Tne sccond wmethod involves a series of hints accompanied by "Try to

unJdorutond toon doing™:

i
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;
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' ; : e ! " X | R
{, - isert el e e teae v e Bran. et bl tatn’l Comoncs

Again, the wemory wothod scems to fit the answer direction classification
(giving the answer in final form for representative examples) while the
help method reflects method direction (giving methodological hints for
solving represcntative examples).

In a typical experiment, all Ss were given a foretest to assure an
initjal state of inexperience, practice on two tasks via a given instructional
method, and delayed tests (for some Ss after 1 week, for 6thers after 3 weeks)
on the learncd tasks as well as on the two new transfer tasks. The results,

in terms of percent correct, are given in Table 4.
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TABLYE 4
Percent Correct on Practiced and New Tasks
after Unc or Three Weeks
for 'lwo Instructional Groups and Control Group
(Data from Katona, 1940)

Group Mem Grouﬁ Mem  Group Help Group Help Group Con '
(N = 26) (N = 28) (N = 22) (N = 27) (N = 30)

Test after 1 week

Practiced Tasks 67 58 : 12

New Tasks 25 55 ° " 12
Test after 3 weeks

Practiced Tasks 53 ‘ ' 52 - 12

New Tasks 14 55 12

The Group Mem Ss, who had answer dircction, performed quite well, better
than the Group Help Ss on retention (both after 1 and 3 weeks) of the solu-
tion for practiced tasks; however, Group llelp Ss, who received only method
direction during learning excelled (as did Group Und Ss with card tricks)
on transfer tasks.

In both kinds of studics, answer direction had the efféct of aiding
retention of the solution for specific examples S learned, while method
direction had the effect of aiding transfer to new and different problems.
Une contradiction to this generalization is the often poor transfer performance
of a method direction group Katona labeled Group Arith. These Ss learhed
to solve representative matchstick problems by E stating the 'double function
principle" (e.g., when going from 5 to 4 squares '"all lines with a double
f;nction,-that is, limiting two squarcs at the same time,.must be changed
into lines with alsingle function, limiting only one'square") and then pre-
senting the solution steps. One rcason why Group Arith Ss of£en performed

like Group Mem $3 way be that it was possible for them to memorize the
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answer without cver having to understand how to apply the double function
principle. |

The design, the lack of clear definitions, and particularly, the
lack of statistical analysis have been well criticized (see Melton, 1941;
Katona, 1942) and to the extent that these criticisms are justified, an
interpretntion of hatona's results is difficult. However, the detrimental
effects of answer direction with respect to transfer performance was
established as an important research issue. One possible interpretation
of such findings is that overspecification of the correct answers for
representative examples, cspecially for relatively easy problems such &ac
these, roduces the probubility of § actively searcﬁing for some general
strategy and encourages a passive registration of solution sequences --
Ausubel's "rote learning sct.'" .Conversely, method direction ercourages

active nmepory search in order to interpret E's hints, and apparently also

.allows S to makc contact with the required solution strategy. Just as
2 q gy

the Ewert-tLambert and Luchins work pointed to the detrimental cffects of
minimum directiva (perhaps due to S§'s failure to find the appropriate
principle), Katona's work suggests one look for-similar detrimental effects
of answer direction with respect to transfer (pcrhaps duc to S's failure
to encode the content into a broad or meaningful cognitive ;et).

Some support for this intcrpretation comes from a study by Corman
(1957) in which Katona's matchstick problems were taught using nine methods.
In all cases, three representative problems were given with either 'no,"
“some'" (a clue to notc the number of §ticks involved), or "much' (a state-
ment of the principle) information abdgt the "double funétion principle,”

and Yno," “somc" (shnding of critical squares), or '"much" (indication of

sticks ©v aove) Informstion about the method of solution. A transfer test
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to both simple (very similar) and complex (different) matchstick.problems
and a principle verbalization test yielded the result that, on the average,
guidance Ss performed better tham no guidance 8s. For information about
the method, '"some' and '"much" information produced better transfer than
‘mo" information. For information about the principle, the more informa-
tion given, the better S could verbalize the principle at the end; however,
no consiStent effect on transfer was noted.

The '"no information" Ss correspond closest to a minimum direction
classification, the 'some'" and ''much information' Ss correspond to what
was classjfied as method direction in the Katona cxperiments, and thcve
was no group fitting the answer direction class such as Katona's *Group:
Mem.' Putting the Corman and Katona results together, method diréction
(presentation of examples with hints concerning the method of solution)
resulted in better transfer than either minimun direction (no hints) or
answer direction (specification of exact solution steps) for matchstick
problcms. Again, however, the fact that presenting the double function
principle did not consistently aid transfer in either set of cxperiments
points to the need to better undcerstand how hints influence S.

A ;eries of experiments by Hilgard and his associates (Hilgard,
Irvine § Whipple, 1953; liilgard, Edgren & Irvine, 1954) éttcmpted to
analyze more closely the learning behavior of subjects in Katona's card
trick problems. In one experiment (Hiigard, Edgren § Irvine, 1954) §
was tought to soive two examples using one of five variations of '"learning
by understénding": (1) Katona's diagram me;hod, (2) same method using only
one horizontal row, (3) séme method using only one vcrfical row, (4)
same method using blank pieces of paper, (5).wcrking backwards using the

sctual deck. Although there were no differences among the methods in a
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subsequent transfer task except for method 5, what did interest the authors
was the fact that $s' errors were related to the type of method used, as

if even ''learning by understanding' Ss committed errors suggesting a
mechanical or rote application of the variou§ "helps."

In cowparing a 'memorizing" group with an''understanding" group,
Hilgard et al. (1953) found that the undcrstanding group took significantly
longer than the memorizing group to solve the two practiéc problems (a nean
of 130 and 123 seconds for thc memorizing Ss and 435 and 202 seconds for
the understanding Ss for the two tasks respectively), pérformed no dif-
ferently from memorizing Ss on a l-day retention test although having had
tho advantage of twisc the practice, and performed significantly better
on a set of transfer items (a total of 3, 1 and 1 correct responses from
30 memorizing Ss and a total of 16, 7, and 10 corrcct from 30 understanding
Ss for the three tasks respectively).

Along with this rcplication of the Katona finding of the superiority
of mcthod over answer directioﬁ on tests of transfer, Hilgard et al. poiﬁted
out that many so-called "understanding' Ss did not really understand the
diagraming device in the full sense. In suppdrt nf Ausubel's (1961) claim,
the transfer performance of many of Hilgard's method direction or
"understanding' Ss demonstrated that a supposedly meaningful principle
(namcly, the application of the diagram method) could be learned in a
mechanical way. Apparently, although thc diagram hints more often than other
methods lead to a true, broad understanding in thc sense of an ability to
relate it successfully to new instances, some 'understanding" Ss managed
to ciicode the diagram principle into a "rote" or 'low meaningful learning
set."

A second major subjcct area has been teaching $ to perform in principle
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or concept identification tasks of various types undcr.various instructional
- methods. Craig's (1956) cxperiment is the fore-runner of more reccent
method-of-instruction studies. The procedure was to present the following:
prctest, training A (on the first day), training B (on the fiftecnth day),
training C (on the 2Yth day), retention test (on the 32nd day), and finally
a tr:..fer test. The training involved finding "the word that doesn't
belong" in sets of five words. For example, given:

CYCLE SELDOM SAWDUST SAUSAGE CLLLAR
the appropriate answer is to mark CYCLE since it doesn't share the same
initial sovnd as the other words. Items were organized in sets of fou-
all having the gamc relational rule (e.g., initiai_sound) and cach training
booklet contained several such types of rules.

Two instructional methods were used: one group -- the '"directed
group" -- was tcld thc relation (e.g., "look for initial sound") at the
beginniag of each set of four items but was not told the answer per sc,
whilc the other group -~ the "independent group' -- was told ncifher the
relational concept nor the correct answer. In this case it scems that it
is fairly recasonable to differentiate the groups in terms of amount of
direction with the former fitting the methond direction and the latter fitting
the minimum direction classifications. Directed Ss correctly learned
significantly more rclations in each of the three training sets than in-
dependent Ss and a retenticn test held on the 32nd day also indicated a
clear superiority of the directed over the indcpéndcnt Ss for rclearning
in all three training sets. Transfer tests yielded no sihnificant dif-
ferences between the groups.

In short, Craig points out that the dirccted group -- a group re-

ceiving some direction concerning method -- learned more efficicently,
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retained better znd transtferred just as well as the independent group --
a group receiving minimum direction. This study complements the previous
findings using other problem solving situations and calls into doubt the
emphasis on extreme classroom freedom and independence: Ss may simply.not
be able to uncover th2 2ppropriate concépts or rules without some direction.
The fact that independent Ss solved significantly fewer items during
training underscores this hypothesis; however, the failure of both groups
to rcach the samc initial criterion of learning makes interpretation of
the retention and transfer data more difficult,

The hypothesis to be tested is this: The procedure of giving hints

about the principle ox method -- but not giving S the exact answer in final

princip nr metha
form -- cncouraged S te actively search and discover how the hints apply
to the materisl. Subjects given no direction may simply never identify the
relationzl concepts and hence have to encode in a piecemeal, item-by-item
way just as answer dircction Ss are encouraged to ignore rules and rather
to encodc specific answers. Such an interpretation helps 'make sense'' out
of tihe findings; however, to corrcctly test the hypothesis of structurally
differcent lcarning outcomes, and not just diffefences in initial learning,
a uniform standard of initial learning for all groups is required. |
Kittel (1957) reported a study using material similar to Craig's

but which involved a better controlled learning criterion, instructional

groups represciating all three levels of the amount of direction, and a more

SOpPiSticatGd transfer-retention test. The procedurc consisted of a

pfetest, trdining, and three posttests on the first, fifteenth and 29th

days. The training, like Craig's, involved giving § a set of five words, e.g.
GUNE START GO STOP COME

3 to mark the word thav doesn't belong. In the above example,

and asking

&
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the relational principie 1s "form two pairs of opposites" and, hence,
the answer is "Gone.' In the training booklet cach group of thrce items
had the same principle and there were 15 such groups in.all.

Three instructional conditions, reflecting varying amounts of
direction,- were uged: (1) Subjects in the "miniium direction' group were
told only that each group of threc problems had the same underlying principle.
(2) Subjects in the "intermediate direction’ group were told what the
principle was for each group but were not given the specific answer. (3)Sub-
jects in the "maximum direction’ group weré told both fhc correct anss 271
and the principle. In comparison to the Craig study, the "minimum dircction”
groun corresnonds to Crzig's "independent" group, the Mintermediate direction”
group corresponds to Craig's "directed" group, and the "maximum direction"
group represents both method and answer direction, a group omitted from
the Craig study.

On the first, 15th, and-29th days Ss were given the original
training booklet (without rules or correct answers indicated) as a retention
test. Also on the first day, two transfer tests were administered, one in-
volving the prinicple but with different items (near transfer) and the other
involving both now principles and ncw items {(far transfer). The findings,

indicating number of principles corrcctly learned or relearned, arc in Table 5,

TABLL 5
Average Number of Correct ltems on Retention and Transfer Tests

for Three Instructional Groups

(bata from Kittel, 1957)

Minimum Intermediate Maximum
Direction Direction Dircction
Immediatc Retention 2.6 3.7 3.7
sacar Jransfer 1.9 4.0 2.9
fFar Transter 1.7 4.6 2.7
Q Two-lWeek Retention 1.0 3.5 2.9

ERIC

P e - Four-Week Rctention 1.2 3.3 2.3
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As can be seen, the minimum direction group -- as in the Craig study --
apparently learned less, as measured by immediate retention, and performed
poorly on retention and transfer tests as compared with the other two
groups. However, the intermediate and maximum direction groups reached
the same level of initial learning as measured by immediate reténtion{ but
differed significantly in théif respective transfer and-retention.tests,
thus-suggesting more complicated differences in learning outcome.

The suggestion that Ss in the different instructional groups are
performing different cognitive acts during learning has been the object
of more recent study, Kornreich (1969, p. 384}, for example, stated:
"Cleuarly, studies are needed which specify how teaching procedures diffef
for groups, how these procedures differentiaily affect S's behavior during
learning, and how both teaching procedure and S's studying behévior results
in differences in criterion pervormance."

In addition, Kornreich (1969) reported a study involving the re-
lationship between instructional method and S's behavior or “st*ategy" in
a CI task. The problems consisted of four cards, with t@b stimuli per
card, each varying in color (black or white), size (large or small), letter

(T or X), and position (right or left), e.g.,

A

The, S was required to point to one stimulus and E responded "right" or

“wrong," after which S was required to indicate all possible correct cues.
This was repeated for all four cards of each problem, and therc were 24
separate problems in al). The optimal strategy involves a '"focusing" pro-

cedure whereby $ reduces the number of alternatives to four after card 1,
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to two after card 2, and 1 after card 3, for cach 4-card prcblem.

| The instructional methods for learning to solve the 24 problems
were: (1) "discovery group' which reccived no hints, (2) 'guided discovery
group" which was told after each card whether the procedure S was using
was or was not optimal, (3) '"programmed" group which was told after cach
card the appropriate moves to make. The groups correspond to the minimum,
method, and answer direction classifications, respectively. Kornreich
was mainly interested in S's ability to develop thc optimal "focusing.
strategy' and the results indicate that significantly more of the guided
discovery Ss (20 cut of 33) acquired thc focusing strategy than either

discovery Ss (5 out of 33) or progrummed Ss {i1 out of 33).

1§%2]

Again, as in previous studies, it seems discovery Ss simply fail
to discover the required principle or concept while answer direcfion Ss
react to 'overprompting' by encoding specific correct responses rather
than the solution principle. Kornreich suggests the advantage of the GD
group rests in.its rereading and thinking abdut the original instructions;
GU subjects not allowed to reread the instructions did not learn the
focusing strategy as well (6 out of 20), ‘The cmphasis on finding the
behavioral effects of amount of direction during learning was summarized
by Kornreich (p. 388}: '"The discovery learning controversy, then, becomes
a considered analysis of what educational prompts arc optimal for nchicving
educational goals, rather than an issue over whether discovery or rote
lgarning is bettexr." ;
Guthrie (1971) reported an experiment in which sixth graders, from
both low and high socio-economic status (SES) homes, learned a language
‘concept accompanied by different amounts of § behavior, prompted by dif-

ferent amounts of direction. ‘the concept was: “After the word ‘the' X




comes before consonants and T comes before vowels" (e.g., ‘'the K girl
scout" or “'the T outlaw'). All Ss performed in a vowel-consonant dis-
crimination task to a critcrion of 40 correct, and all Ss performed to
a criterion of eight correct in a concept formation task comsisting of
sentences of the form: '"That girl was the K girl scout. Change girl
scout to outlaw."

In addition, (1) Group 1 Ss memorized the rule as stated above to
a criterion of two correct verbalications, applied the rule to questions
about example words or sentences (e.g., What comes before words that begin
with vowels?). and produced instances for exampie words {e.g., given 'api~,"
respond ''T apron') to a criterion of 12, (2) Group 2 Ss performed only the

first two tasks, (3) Group 3 Ss performed on the first task, (4) Group 4

Ss performed in none of these tasks. Groﬁp 4 represents a minimum
direction group in that no rule or hint or answer was provided, while the
other groups represent varying levels of method direction in that methodo-
logical hints are given but specific answers are not.

An analysis of trials to criterion on the concept-formation task
for both SES levels indicates a significant effect due to instructional
method with better performance for groups that had more directed tasks in

learning, as shown in Table 6.

TABLE 6

Averzge Number of Trials to Criterion
: for Four Treatment Groups and Two SES Levels

{bata from Guthrie, ;971)

Treatments
Group 1 Group 2 Group 5 Group 4

Low 51 15.0 21.7 32.6 . 50.0

High SES 6.5 8.6 21.7 50.0



In a relatively Jifficult task such a; the present one, rule verbaliza-
tion significantly improved $'s performance, and having S apply the rule
in response to E's questions also improved savings in subsequent learning.
- Direction about the solution method which provides both the required rule,
and a chance to uaderstand it by trying to apply it in complicated (for
children) examples seems to offer advantages in ease of learning over
minimum directicu methods. llowever, as in the Korqrcich study, little
can be said about retention or transfer, |
Experiments using decoding.tusks offer a more direct test of
retention (oapsfer performance. For evemple, Forgus and Schwartz (1€07)
taught a 26-symbol alphabet by three instructional methods and recorded
mcasures of case cf learning, retention and transfer. The to-be-lcarned
code was:

A B CFEFGH Jl\LMN()PQI\STUVW

' /\AZMjELJ[DEﬂl [ JLVVVVOooesC dd arv

The instructional methods were: (1)"observer group" which was
given the code as prescnted above with a written explanation of the
priﬁciple, (2) "participant group" which was given the code as presented
above and told to look for a verbalize the principle, and (3) "memoriza-
tion group" which was given the same 26 pairs as above but randomly
arranged so that the principle was difficult to find. Assuming the
orderly arrangement is erough hint for ''participant’ Ss to rccognize the
rglc, the first two groups are method direction methods which enabie
S to encode a general principle or strategy while the final group is --
like other minimum direction, discovery methods -- forced to encode the
material in a specific, jtem-by-item manner. This interpretation of

what S is doiny during learning is consistent with the fact that
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“memorization' §s took twice as long to rcach a criterion of learning as
Ss in ‘each of the other groups.

One week later, L administered a recall test requiring §_t6
translate a passage frow the learned code into English, a near transfer
test requiring § to trunslate a passage from a slightly modified code
(S8 is given A =/\, F ={:,.J:=Ea T =€), Z =[/, and must generate the
rest) into English, and a far transfer task requiring S to translate
a passage from a very different code (S is given A = 11, B = 12} C =13,
D=14, E=21, F=22, G=23,11=24,1=31...2 =62, and must
generate the rest) into Inglish. The nunper of words correéctly transleved,

out of a possible total 52, for each group on each task is indicated in

Table 7.
TABLE 7
Average Number cf Word: Correctly Translated
on Recall and Transfer Tests
for Threc Instructional Groups
(Data from Forgus and Schwartz, 1957)
Recall Near Transfer Far Transfer
Obscrver Group 50 30 34
Participant Group 52 31 37
Memorization Group 37 11 10

As can be seen, the first two groups not only learned significantly
faster but also retainced worce and transferred better than the third group.
The fact thap there was no difference between observer Ss who were given
the rule (but presuwaably had to try to understand how to apply it) and
participant S5 who werce ugiven hints as to the rule (namely, the o?derly

arrangement) suncests tie tnal was simple enough for the latter group to
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find the rule and that both groups encoded the rule in a siinilar manner.
Some support and an apparent coatradiction to this finding of an
overall inferiority of minimum direction Ss is reflected in Haslefud
and Meyers' (1Y58) daté. Subjects were given 20 coding problems, half
with the decoding rule given ('guided method“) and half with no direction
given ("'discovery method"'). 1In tests of initial learning it was found
that Ss learned significantly fewer items by discovery than when provided
intermediate dircction. However, in a transfer test held one week later
in which the same.ZU decoding principleé were applied to 20 new sentences,
performen~r cn the discovery-tavnght pri.ciples equalled perfermence »u
principles taught with method direcction.
Because transfer performance improved on discovered principles
and fell on guided principles reclative to initial learning, llaslerud and
Meyers claimed that minimum dircction results in superior delayed trans-
fer. This faulty interpretation based on differcnce scoreS rather than
absolute transfer scores ignores the fact that therc was no differcnce
between the groups in absolute transfer performance (Olson, 1965). Another
problem in interpreting anything more than casc of learning measures is
that{ due to the within-subject design, it is not clear that learning 10
items by the guided method did not transfer to the 10 discovery principlés.
In a better controlled "decoding" experiment, Wittrock (1963) taught
Ss to decipher cryptograms using four instructional methods and assessed
lcarning outcomes in tests of learning case, rctention and trznsfer. The
task involved deciphering a series of 10 sentences such as HRNTME DTGEON RKPAHE
(Answer: MEN THRONGED THE PARK under the rule "exchange the first two -and last
.two ietters in each group"). The first page of ecach problem presented the

rule or left roow for it to be devived; page 2 contained an cxample enciphered



sentence with either a spacc or the deciphered scntence below; and page 3
contained an enciphered sentence based on the same rule for S to try (as
a learning test).

The instructional methods were: (1) rule given, answer given (con-
taining clements of both method and answer direction), (2) rule given, no
answer given (a method direction group), (3) rule not given, answer given
(answer direction), and (4) rule not given, answer not given (minimum
direction). Three weeks after learning, a retention test (same princjplcs,
same cxamples), a near transfer test (same principles, new examples), and
a far transfir test (new principles, new cxamples) were given. The averagze

number correct out of 10 for each group is given in Table 8.

TABLE 8
Average Number of Correct Items on Retention and Transfer Tests
for Four lnstructional Groups

(bata from Wittrock, 1963)

Learning Test ‘Three Week Retention-lransfer Test
No. Learned Timc Retention Near-Transfer Far-Transfer
Rule-No Answer 9.7 51 5.8 4.9 4.0
Rule-Answer 9.5 47 5.3 4.2 3.2
No Rule-Answer 7.6 67 5.3 4.0 3.6
No Rule-No Answer 2.8 104 4.1 3.7 3.0

Presenting the rule and cncouraging S to actively figure out just how to
apply it in order to derive the correct answer, again, resulted in superior
lea}njng, retention and transfer as compared with groups given either no
direction or given an exact specification of the answer. . Wittrock con-
cluded (p. 189): "When the criterion is initial learning of a few responses,

explicit and detailed direction scems to be most effective and efficient.
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Wnen the criteria are retention and transfer, some intermcdiate amount
of direction seems to produce the best results."

An cxperiment by Guthrie (1967) in which Ss learned to décipher
cryptograms,'demonstr#ted that when minimum direcction Ss (given repre-
sentative examples without rules or hints) were. forced to learn to a
criterion cqual to that of groups given the rule, they took longer to
learn and rctained less but transfered better in some cases. Apparently,
if minimum direction Ss do learn the decoding principle they arc able to
transfer quite well; and if rule-given Ss are able to memorize simple
procedures rather than develop generail fdscading techniques, they excell
only in learning ease and short-term retention.

Another major subject arca has been learning to.solve mathematical
problems. Gagné and Brown (1961) taught Ss how to calculate series sums
and derive formulae (e.g., sum of 1,3,5,?,9,__J__J...) using three programmed
instructional methods. In order of minimum, method and answer direction
they are: (1) *'discovery" which asks S to find the sums of representative
series but prevides hints if $§ cannot, (2) "guided discovery' which presents
a systematic succession of questions to aid § in solving representative serices
sum problems, and (3) "rule and example" which gives S the scries sum formula
and applies it to examples for S. All Ss were required to achieve a criterion
of correct solutions for the same four series, thus thc possibility of
”discovery” Ss not learning was eliminated. 'the hints provided the dis-
covery group seem to make i;, like the GD group, more representative of
the method direction classi?iéﬁtion, while RE Ss better fit the answer
direction catecgory.

Subjects were trained on days 1 and 2, and also on day 2 werc tested

for transfer in a set of series problems. The average time (in scconds)
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and crrors to criterion lewsning, ond tne averape time and number of

hints requested in transfer are reported in Table 9,

TABLE 9
Average Tiﬁc in secunlds and Nuwber of Errors
on Initial lLcewvaing, Relearning and Transfer
{or Tixee Instructional Groups

(bata from Gagnd and hrown, 1961)

RE Group GD Group Discovery Group
First Learning
Tim~ (Errors) 26 (6) 53 (10) 18 (4)
Secund Learuing . '
Time (Errors) 15 (o) 23 (7) 10 (2)
Transfexr Time 27 (6.5) 17 (1.5) 20 (2.2)

(Errors)

As can be scen, guided discevery Ss took longest to learn and made the
most errors in learning but fransfer best; there may be reason to believe
that these Ss were more active in terms of cognitive search processes in
learning than the othoer greups, especially the RE group,

In a carefully contrelled replication using only GD and RE methods,
a clear superiority for G 5: un iwmediaic and delayed traﬁsfcr was again
demonstrated (bella-Piana, 1965). bella-Piana also reported that Ss who
verbalized the solution fo-ierin did sipnilicantly betier on transfer tasks.
In contrast to the Gagnl-npo e e phids on YWhav 1s learncd,' Della-Piana
argued that “‘the present fiicing. suygest 'how something is-taught! does
Have an impact on learaing.”

On this issue, Rougheod and Scandusa (1968) provide evidence that

ehat bs learned Lyoouio o weLiios w08 viow B taught by other methods.  An
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"expository' program (which presented the same hints as the ”guidcd”
program but as statements instead of as questions) coupled with a '"rule"
program (giving the specific formula and how to apply it) produced the
same kind of performance as ''guided" methods coupled with '"rule' methods
on tests of learning easc and transfer. Apparently, as long as thec hints
about principle or method are given it docsn't matter if they are pre-
sented as questions or as statements.

It was found, however, that groups given the rule and how to apply
it (answer direction) without any cxpository or guided frames (method
direction encouraging active cognitive scarch) performed significantlv
better in learning ease and worse on tfansfer than groups cxposed to less
dircction. Even when ''rule" frameé werc followed by a chance for‘un-
directed 'discovery"” of the just learned rule, Ss apparently were satis-
fied to retain the correct answer without trying to develo~ a higher levecl
derivation rule to explain why.

As a complement to the findings concerning the relative merits
of GD-type methods (method direction) and RE-type methods (answer direction),
Kersh (1958, 1962) provided some information about minimum and method
dircction methods for teaching scries sums. Onec to-be-taught principle
~ was the "odd-number rule," the fact that £(1 + 3 + 5+ 7 ...) = Nz. The
minimum direction group, called '"no help,.'l reccived representative problems
with no direction, while other groups reccived cither "direct rcfercnce"
u§ing perceptual aids or ''rule givcnh trcatment asking S to apply the
rule to examples. Lxamples of thesc latter, method direction procedures,
are indicated below:

2

(1l +3+5+ + ...) = N2 Thus (1 + 3+45+7)=4" =106
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All subjects were forced to learn to a criterion of three correct
solutions and verbalization of the rule, hence the usual prospect-of
minimum direction Ss not learning was ecliminated. Under thesc conditions
all groups performed perfectly on an immediate retention-transfer test
and differences on a four week transfer test and questionnaire favored
the '"no help' (minimum direction) group. A questionnaire indicated that
this 1a£ter finding could be attributed to higher motivation and practice
of the no-help Ss rather than differences in the meaningfulness of the
encoding process. However, as in other studies where a criterion of
learning was gnfo;ced, minimun direction S. seem able to learn in a
manne:1 iike method direction Ss. In sum (Kersh, 1958, p. 282): "If
meaningful learning is the key concept it should male no difference
whether learning occurs with or without direction so long as the learner
becomes cognizant of the essential relationships."

In a further study (Kersh, 1962), however, heavily directed Ss
{given examples wiih complete explanations) performed significantly
worse on tests of retention and transfer than groups given no explanation-
or only hints in finding the explanation. As Kersh (1958, p. 282) pointed
out: although different methods can produce the same ledrning set hence
the same outcome, "'it is very likely that some procedures of learning may
be superior to others because they are more likely to cause the learner
to become cognizant of the relationship.' When a criterion of learning
is enforced, it appears that although minimum and method dircction Ss
may encode iﬁ the same way, answer dircction Ss may use an eﬂtirely dif-
ferent procedure.

An experiment by Gagné, Mayor, Garstens and Paradise (1962), using

several vatiations of the sethod direction mevhod, supported the claim
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that differcnt methods of instruction enforced to a uniform criterion of
learning can produce the same kind of learning outcome.. In learning
programs for several mathematical tasks, neither differences in the amount
of repetition (i.e., two vs. four cxample problems per idea) nor the
amount of guidance (i.e., presence or absence of integrating frames) pro-
duced a major influgnce: on retention oy transfer performance.

liowever, the standard finding of detrimental effects on long-term
retention and transfer for extreme amounts of answer direction was sﬁb-'
stantiated by a study by Ray (1Y61) in which Ss learned to use a precise
measuring Snatrument by twe instructionai wgthods, There were no dif-
ferences between Ss who learned by '"direct and detailed instruction' and
thosc who learned by 'guided discovery' on tests of immediate and one
week retention; however, the guided discovery Ss -- who received less
dircction about answers -- performed significantly better on a six week
retention and transfer test.

A definitive statement on the effects of minimum, method, and
answer direction on learning ease, retention and transfer performance is
not yet possible; however, on the basis of the current‘literature, several
generalizations can be posited for further'study: (1) As compared with the
other instructional methods, minimum direction procedures require more
learning time and effort and result in lower levels of initial learning,
inferior retention and transfer, and inability to verbalize the required
principle. However, when the to-be-learned principle is obvious or when
a strict criterion of initial learning is enforced, minimum direction Ss
arc apt to exhibit outcome performance comparable to method direction Ss.
(2) As compared with answer direction muthods, mcthod'dircction procedures

require more or less learning time and effort depending on the task,
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and result in equivalent levels of initial learning, equivalent or inferior
short-term retention, superior long-term rctention, super?or transrer,
and ability to verbalize the required principle. (3) In contrast, answer
direction procedures require more or less learning time and effort depending
on the task, and result in equivalent levels of initial learning, equivalent
or superior short-term retention, inferior long-term retention, inferior
transfer, and inability to verbalize the required principlé.

Although there have been few direct tests of subject activity
during learning, . the following generalizations constitute worthy research
issues for further studies: (1) Minimum divection Ss are actively scarching,
or as .one research group {Anastasiow, Bibley, Leonhardt & Borish, 1970)
puts it, "cognitively involved," thus satisfying the ''set conditions"
(Ausubel, 1961), but often fail to satisfy the ''content condition' of
coming into contact with the to-be-learned rule or concept. Lacking a
unifying principle, material must be coded in an individual, rote answer-
by-answer manner, 6r, as is often the case, not encoded at all. Howcver,‘
when minimum direction Ss do find the required rule or concept, the sub-
sequent learning outcome is similar to that produced under mcthod direction.
(2) Method direction $s are actively scarchingbfor how to apply a given
complex rule.or how to use a given hint, thus satisfying fhg "set conditions,"
and have sufficient direction to come into contact with the to-be-lcarned
rule or concept thus satisfying the '"content conditions." Therefore, the
learning outcome can be characterized, not as a discrete set of individual
responses, but as a general rule or what Roughcad and Scandura (1968) have
called a 'derivation rule.'" (3) Answer dircction Ss scem to often lack
the ‘“'set condition" of active search, being uninterested in why the specific

answers given by ¥ are correct, and striving (like minimum direction Ss
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but for difient xcasons) to encode a discrete chain of specific responses.

Of course, there are obvious contradictions to several of these
propositions as thcre are to most temporary generalizations; however, a
more definitive unalysis of the effect of amount and type of direction on
learning requires more information concerning thesc propositions. One
particulurly important task is to better define what constitutes ''method
direction" and thus what types of rules or hints best satisfy the 'content
condition' withcut destroying ''set conditions."

Sequencing of direction, internal activity, and performance: A second

major dimension of instructional method is the sequencing or ordering of
direction, and vice aspect of sequenciing that has produced significant dif-
ferences in outcowme performance is inductive vs. deductive sequencing of
direction. As carly as 1913, Winch presented cvidence demonstrating the
superiority ol deductive over inductive methods for short-term retention
performance, and the superiority of inductive over deductive methods for
certain types of transfer performance. in a literature review covering
the subscquent half century, Hermann(1969) concluded that there still is
~qualified support for the claim.

For example, in a well controlled classroom sfudy, Worthen (1968)
usced two sethods to tcach children such concepts as notatipn, addition and
multiplication of iuntegers, the distributive principle of multiplication
over addition, and cxponential multiplication and division. The “discovery"
method involved presentation of examples for § to solve followed by verbaliza-
tion of the required principle or concept (i.c., an inductive seqhence) while
fhe "expository' method began with verbalization of the required concept or
principle follcwed by examples for § to solve (i.c., a deductive sequencing]).

Significant effects due to instructional method were found in measures
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of learning ease {inductive infecrior to deductive), long-term retention
(inductive superior to deductive) and transfcr (inductive superior to
deductive) with no differences in subject attitude found. However; a
subsequent argument.coucerning Worthen's statistical analysis -- con- .
tending that df's ought to be determined by the number of classrooms
réther than the number of Ss in the groups -- has reduced the impact of
these findings (Worthen & Collins, 1971). One hypothesis proposed to
interpret such results assuming they can be substantiated is that the
period of search before rule verbalization, or what Hendrix (1947, 1961)
ca;led ‘monverbalized awareness,” enables inductive Ss to actively encode
the to;bc-)earned strategy or concept into a wider or more meaningful
cognitive set, whereas the presentation of tﬁe rule -- especially a simple
rule -- in advance may predispose deductive Ss toward encoding an isolated
series of mechanical steps.

Two similar methods for tecaching Ss to decipher '"cryptograms'
were part of a well controlled laboratorylstudy by Guthrie (1967). The -
deductive "rule-example' mcthod involved presenting the deciphering rule

(e.g., "exchange the first and last letter") followed by examples for S

to solve to a critcrion of eight corrcct while the inductive "example-rule"

method called for presenting examples for S to solve to criterion followed

by a statement of the correct deciphering rule. The performsnce of the

two groups on initial learning, retention (new words, same rules), near

'transfer (ncew words, similar rules) and far transfer (ncw words, diffecrent -
rules) is presented in Table 10. Analyses revealed the advantage of

deductive over inductive training for case of learning and the advantage

of inductive over deductive training for ncar transfer to be at statisticall,

significant levels.

5o
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TABLE 10

Performunce on Learaning, Retention and Transfer
for Two Instructional Groups

(bata from Guthric, 1967)

Learning - - Retention Near ‘Transfer Far Transfer
/verage Trials Average Number Average Number Average Number
te Criterion Correct Correct Correct
Rule-ixample 11.9 8.1 4.8 4.1
Example-Rule 23.6 7.0 7.2 ' 5./

The previously cited Rougnead ana 5candura (1968) stgdy also supplies
somé information about the role of sequencing in teaching $s series summation.
Of the seven treatiments reported, two seem to fit the geheral deductive-
inductive categorvies, namely: (1) "rule-discovery' Ss received threce series
cxamples with the rules for solution given followed by three series examples
to be solved by S using the same rule, and (2) 'discovery-rule” Ss reccived
the reverse ordcring of three to-be-solved series examples followed by three
more with the rule given for cach. Measures of initial learning, near trans-
fer (same rules, different numbers) and far transfer (different rules, dif-

ferent numbers) arc summarized in Table 11,

TABLE 11
Performance on Learning and Transfer
for Two Instructional Groups

{i‘ata from Roughead and Scandura, 1968)

Learning Near Transfer Far Transfer
Average Average Average Average Average Average Average
Time Errors  Number Time Hints Time Hints
(min.) Correct (min.) (min.)
Rule-biscovery 29 1.2 5.5 6.0 1.7 5.9 1.6

: UiscoVery-Rulc 33 1.5 5.5 4.4 0.8 5.5 1,2
ERIC
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Again, deductive Ss learned faster but transferred significantly worse

than inductive Ss. Roughead and Scandura interpreted such results as
indications that in some cases (e¢specially with easy rules) prior knowledge
of the solution rule interferes with S's dcvelopment of a "higher order
derivation rule'' by encouraging S to memorize specific correct steps with-
out tryiung to understand why they are correct.

This interpretation squares nicely with much of the text-based.
(non-problem solving) CAI literature reviewed in recent-studieS by Ander-
son, Kulhavy and Andre (1Y71) and by Sturges (1972). Those studies
revericd thart giving § knowledge of the ccviect respense (KCRj after §
rCSpoﬁds to example questions results in significantly better transfer
performance than giving KCR before examples. Other non-problem solving
studies demonstrating & relationship between poor transfer and heavy
prompting on questions during learning (Kress § Gropper, 1966; Anderson,
Faust & Rodeﬁick, 1968), very specific questions during learning (Watts
& Anderson, 1971) and placing questions before rather than after relevant
material (Frase, 1967; Rothkoph & Bisibico;, 1966) also square with this
interpretation.

Another problem-solving study (Mayer & Gréeno, 1972) attempted to
vary scquencing in a programmed text for the concept of binomial probability
(i.c., the probability of obtaining R successes in N‘Bcrnouli trials) in
the following manner: (1) Group G Ss 'began by learning about component
variables of_the fornula (e.g., the concepts of 'trial,' 'success,’
'probability of success,' etc.) and gradually learncd to put them together"
while, (2) Group I Ss '"were first introduced to thc complcetce formula and
then gradualiy learned how the componont variables figured in using the

formula" (p. 1lovj.
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Altiiough the dMaycr-Greeno instructional methods fail to fit tie
inductive-deductive classifications as well as previous studies, it seenms
that the Group F rule-to-application sequence and the Gfoup C application-
to-rule sequence reflect overall deductive and inductive teachinpg strategies,
respectively, Summarized in Table 12 are the fypical results of a gub-
scquent transfer test composed of problems requiring a direct '"plug-in"
into the formula rule (Type F}, problems requiring a minor algebraic trans-
formation before "plugging in" (Type 1), problems that were not answerable

(Type U), and questions about the formula (Type Q).

TABLE 12
Froportion Correct by Question Type
for Two Instructional Groups

(bata from Mayer and Greeno, 1972)

Type F Type T Type U .Typc Q

Group F .75 .57 43 .43

Group G .48 .40 .63 .83

Significant interactions in transfer performance like that above
were found in three cases suggesting that the two instructional methods
produced 'structurally different lecarning outcomes' -- one supporting
good near transfer but poor far transfer and one supportihg poor near
transfer but good far transfer. This interaction was essentially eliminated
when Ss in both groups were required to answer many questions during learning,
thus suggesting that: "by having squccts in both groups focus their attention
on finding the answers to specific questions, apparently therec was such

similarity in their mathemagenic (Rothkopf, 1970) bcechavior that the dif-

ferences in scquence of prescntation failed to produce a substantial dif-
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ference in learning oufcome“ (p. 173).

Apparently, the type of task may influence the effects of sequencing.
In the Worthen, Guthrie and Roughead and Scandura experiments, deductive
Ss excelled in learning case but inductive §§ excelled in ncar and far
transfer; but in the Mayer and Greeno study deductive Ss excelled on near
transfer and inductive Ss excelled on far transfer. In other words, on
some tasks, where only one specific complex rule or algorithm is lcarned,
deductive training may result in superior near transfer (i.e., direct

application of the rule) as well as initial lecarning case.

a

LEvideice for the advantage of deduiiive instruction cn ease of

t
[ 4

initial learning and on use of specific rulec application procedures (ncar
transfer) is complemented by a recent study (beno, Jenkins, & Massey, 1971)
in which Ss learned to classify LKG patterns by two methods. (1) The
""deductive'" group was given an explanation of the c¢lassification rules
followed by representative cxamples for S to classify to a critcrion of
five in a row, whiie (2) the "inductive' group was given representative
examples for S to classify to a criterion of five in a row followed by,

it was assumed, S's understanding of the rule.

On a subscquent transfer test using 30 photocopics of actual EKG
battcrns, deductive Ss correctly classified significantly more patterns
(22.9 on the average) than inductive Ss (19.1 on the average). The authors
concluded that deductive training better preparcs S to apply a standarc
classifjcation rule in a complex situation. Pcrformance on more rcmote
transfer tagks was not asscssed.

The importancé of the general rule or principle and its role in S's
cencoding of naterial js highlighted ina serics of studics by Fatone (1942b) in

which he vdried the presentation order of A-texts which eapicined a given
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rule or principle (e.g., in the figure gg::_; angle A + angle B +

angle X = 180 degrees) and B-texts which presented some'facts for S to
remember (e.g., thc dimensions of a plot of real cstate shapéd ).
The results indicate that it is oftcp casier to remember the facts in

the B-text if the A-text precedeé it rather than follows. 1In this case,
as in the EKG classification study, prc-familiarization with the rule
provided an economical organizing principle for the required task.
Apparently, if application of the stated rule is the dbjective, dcduc*ivc
instruction is most effective; and if more sophisticated transfer is

the objective, inductive instruction is superior.

In another stﬁdy an attempt to teach algebra by inductive (“'ap-
plications or examples of a yet unstated definition or principle foliowéd
by the discovéry and statcment of the definition or principle') and de-
ductivc ("statement of rule or definition followed by cxamples or applica--
tions') programs yiclded significantly different immediate rctention per-
formance in favor of the deductive group but failed to find significant
differences in the ability to transfer the learned concepts (Belcastro,
1966) . Although this study replicates the finding of an advantége in case
of learning for deductive Ss, it is difficult to interpfet the transfer
data duc to a failurc of the two groups to reach equal levels of initial
lcarning.,

Similarly, Nelson and Frayer (1972) have reported a study in
w&ich geometry concepts (quadrilateral, parallelogram, trapczoid, and
rhombus) were taught to sixth graders by two different kinds of written
lessons. - (1) The ''discovery" method was inductive in that questicns about
definitions or defining propertics were asked after each example set,

while (2) the "expository' method fits the deductive classification because
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statements of definition or defining properties came before representa-
tive figures.

For example, "discovery'" Ss received a figure followed by a line
of questioning. ‘''Look at this figure. Measure side AB. Measﬁre side AC.
What do you find? ilow is this like the figure in the last question?" In the
""expository' lessions, on the other hand, each example was preceded by
statements such as: ‘'i.ook at this figure. This figure is a trapezoid.

Note that side AB is parallel to side AC."

Using independznt groups, Nelson and Frayer found an overall
superiority of expository over discovery group performance on immediate,
l-day, and 21-day retcntion and both groups performed significantly better
than a control group which received no relevant instructions. A repeated:
measure analysis of data summarized in Table 13 yielded a significant change in
performance between the groups over tlic retention intervai; however, it
must be noted that, again, on both tests expository Ss scored higher. In
addition, Nelson and Frayer reported that, on the average, expository Ss

took 15 minutes to learn as compared with 50 minutes for discovery Ss.

TABLE 13
Average Number Correct on Retention Tests
for Two Instructional Groups and Control Group

(bata from Nelson and Frayer,'1972)

. . 1-Day 21-bay
e Retention Test Retention Test
Expository 18.2 15.8
bDiscovery 14.7 15.0

Contrel 11.5 12.1
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Two problems with gencralizing thesc advantages of deductive
training is that no critcrion of initial learning was enforced and no
transfer test was used. Another difficulty is that Scott's (1970) results,

using the same materials and a repeated measurcs design, directly contra-

dict tinese findings. Un a test of immediate retcntion no significant

differences between the groups was found; however, on a 2l-day retention-
transfer task set, discovery Ss significanily outperformed expository Ss.
The fact that the HNelson-Frayer groups differed on immediate retention

but the Scott groups did not may be duc to differences in criterion

preted as reflecting quantitative differences in amount learned while
the Scott findings reflect qualitative differences in encoding. Future
rescarch incorporating lcarning criteria and transfer tests as wcll as
mcasures of learning difficulty and retention must resolve this matter.

A further confirmation of the reported advantage of deductive Ss
on ease of learning mecasures is offered by Koran (1971). Subjects were
taught elementary statistical concepts (c.g., mean, median, normal curve)
via instructional programs that either (1) presented rule frames (stating
definitions or principles) before example frames (offering application
opportunities for §), or (2) presented cxample framés befére rule frames.
Although the difference in average lecarning time (81.5 minutes for deductive
Ss and ¥2.9 minutes for inductive Ss) did not reach statisticaily significant
levels, deductive Ss made significantly fewer errors (an average of 10.4)
than inductive Ss- (an average of 13.8) during learning.’

On a test given two weeks later that involved both retention (asking
S to state previously lcarned rules or concepts from cues) and transfer

(asking S to apply them to previously unencountered problems), there was not
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a significant difference between the groups. liowever, since Koran failed
to separate performance from transfer performance, there is no way of
testing the proposition that deductive Ss excell on retention and inductive
Ss cxcell on transfer.

A more serious non-confifmation of differences between instruc;ional
methods coimes from an experiment on teaching physics concepts (e.g.,
inertia, mass, Qeight, force, and moment of inertia) conducted by Maltzman,
Eisman and Brooks (1956). The '"traditional" metﬁod of instruction, folj
lowing a deducfive tack, presented $ with a physics text followed by an
illusvratica cof the moment of inertia cowcept using a torsion peaduluin
(E_deﬁonstrated that the pendulum moved faster when weights were closer
to the center of gravity); the "modern' method, following an inductive
sequencing, prescnted S with the torsion pendulum as a problem (E asked
S to figure out how weight placement related to speed of swing) followed
by the physics text. |

On a retention test of the material in the text, there was no
significant difference between the groups. Un a transfer task S was asked
to solve the 'two-sphere" problem: given two spheres of cqual weight and
size but made of different metals such that one is solid and one is hollow,
how car they be differentiated without using any special equipment or damage.
The correct answer, obtainable from the text concepts, is that they would
roll at differcnt rates down a slope.and was given equally often by Ss
in both groups (50% for cach).

In comparison with previous studies, Maltzman et al.'s experiment
employed an entirely different subject area and more conventional material,
As Koran (1971) has pointed out, there is some support (Krumboltz & Yabroff,

1965; Wolfe, 1963) for the notion that scquencing has its greatest influcnce
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on tcaching '"puzzle-type'' tasks, and the method is less important for
conventional text-lecturc materials. The presentation of this possibility,
however, is not accompanicd by any theoretical explanation; nor is it
clear that the fact has been established. For example, in an earlier
study using bhasically the same procedure as Maltzman et al., Szekely

(1950) found the '"modern' method Ss performed significantly better than
"traditional" methed Ss on the two-sphere problcm'(an averagce of 65% and
20% correct soluticns,.respectively).

In suwmary, due to the fairly small, hard to interpret, énd not
completely consistent cxperimental data base concerning rule-based
material, any generalizations about the effects of deductive vs. inductive
methods on learning ease, retention and transfer remain to bq tested.

The present level of research findings does suggest thut the following
generalizations, bascd on type of material taught, should be among thosc
given caréful censideratieon: (1) For tecaching a set of simple solution
rules, all reiatcd to a sort of general or intuitive problem solving
strategy (e.g., Guthrie's cryptograms}, deductive methods pesult in
superior lcarning ease and retention but inductive methods result in
superior near and far transfer. (2) For tcaching a single, complex, non-
intuitive algorithm (e.g., beno EE.E&:'S EKG pattern clasécs), deductive
methods result in superior learning case, retention and ncar transfer but
inductive methods result in superior far transfer.

‘ A .careful dnalysis of internal activity during lcarning should
test the propositions that: (1) bLeductive Ss, being given the to-be-learned
rule, sec their task as being ‘able to apply the rule to examples like those
shown and thus cncode the rule within a fairly narrow cognitive set epha-

sizing mechanical operations. (2) lnductive Ss sce their task as being



able to generate rules jor various examples, and hence encode the material
into a broader cognitive set emphasizing the general propertics of the
concepts involved.

Some informatjon about the effect of c¢ncouraging S to encode the
to-be-learned concepts more broadly is previded by a recent study (Gagné
@ Bassler, 1963) dcmonstrating that sixth graders who learncd gecometry
concepts accompanied by a narrow range of examples performed significantly
worse on long-term retention than Ss receiving no examples beyond those
in the program. Appsrently, the presentation of a narrow range of examples,
although giving §§ more practice, either .acouraged Ss to cnceds in a
different or in a weaker way than other Ss.

Structuring of dircction, internal activity and pcrformancé: A third

dimension of instructional methodology also involves sequencing. But
rather than investigating the cffects of placing a statement of the to-
be-iearned rule before or after representative examples, this dimension
dcals with how the.rulc or <oncept is explained -- in a smooth, systecmatic,
hierarchical manner eliciting few errors duringAlcarning (as proposed by |
Skinner, 1958, 1965; Gagné, 1562, 1963, 1968) or in a discontinuous,
unstructured manner eliciting far morec crrors (asAproposed by Pressy,
1967; Bruner, 1963). Skinner (1958, p. 974), representing the traditional
reinforcement thecory or 'programmed learning' position, offers the to-be-
tested proposition as follows: '"...facts, terms, laws, principles, and
cases ... must then be arranged in a plausible developmental order...."
Man;Aof the studics dealing with systematic or crror-minimization
methods vs. discontinuous or error-elicitation methods have developed
out of the context of programsced, tecaching machine and,.more recently,

computer assisted instruction. Due to the enormous breadth of this area
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and its traditional emphasis on verbal, text-type learning and retention
(Skinner, 1958), the present review will be limited to one welthested
instructional variable and its rclation to principle-based or problem
solving material. A major test of the structured-unstructured question
(or as some have put it; the small step - large step question) has taken
the form of “scramble studies'; experiments dealing with the cffect of
randomizing the prescntation order of some unit {(e.g., frames, paragraphs,
etc.) of the instructional material, hence increcasing the differcnce
among adjacent units and the possibility of subject error.

An carly study by Roe, Casec and Roe (1962) using a "puided dis-
covery' type program for teaching statisiics reveoled no significant
difference in errors in learning or post-test retcntion-transfer per-
formance between scrambled and normal order groups. This finding was '
replicated by Levin and Baker (1963) using a geometry progrum (e.g.,
dots, lines, angles, triangles) for second graders; therc were no sig-
nificant differences in median errors to learn, timc to lcarn, retention
or transfer among Ss who reccived the 180-frame progrem in normal order
and those who rcceived the program with the G0-frame "angle' scction --
deemed the hardest -- in scrambled order.

Payne, Krathwihl and Gordon (1967) used a revised version of the
Krumboitz-Weismun (1962) program to tcach concepts of educatio%;l measurc-
ment which contained three scctions (perccntilc nors, z-scores, and
validity) of 45 to 60 framecs cach., Eight experimental groups rcpresenting
all combinations of logical and scrambled ordering of the threc scctions
did not significantly differ in tests of immediate rcténtion nor two-week

N

retention.

These three studies, revealing no difference 'in leurning difficulty
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and retention-transfer, have been criticized -- often by their own authors --
for using '"non-scquential' material. An example (Levin & Baker, 1963) is
given below:

22. Is this =n angle?

N

K L
23. Lo Cb and DE make an angle?

[}

C E
24. How many straight lines in this angle?

<

25. Ts5 this an angls?

o p
R

()

liolland (1967, p. 69), in a brief review of these studies, noted; ”program
error rate for the two sequence forms did not differ, sugpesting that the
items were not highly interdependent even in the 'sequenced' case, either
because of the nature of the concepts taught or becausc of overcueing."
-In terms of learner activity, it secms plausible that subjects in the
various sequence groups were not performing different cognitive tasks,

and hence, with similar "set" and "content' conditions, learncd the same
thing.' Unfortunately, there is no direct test of this admittedly post-
hoc suggestion, although it has been found that more highly ‘scquential
material does often produce differences in error rate.

Niedermeyer (1968) reported a study by Wodtke, Brown, Sands and
Fredericks (1967) in which two types of material -- a sequeatial program
for number b;ses and a non-sequential program about the human car -- werc
taught and tecsted on a retention-application test. For the nonfsequential
material, as with the above experiments, scrambling nad no effect on

learning errors nor post-tost performance; however, scrambling did sig-
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nificantly increasc learning time and errors for scquential material,

This latter differcence in learning difficulty implies a possible dif-
ference in subject activity during learning, howevér, Wodtke ct él.

report no differences‘among the scrambled and normal groups on post-tést
performance. It appears that eitﬁer the post-test was inscnsitive to
learning outcome differences, or that the type of differenéeé in cognitive
activity in learning scrambled vs. ﬁnscrambled material is not the same

as nor as important as ''search and selection' diffcrences between miniﬁum
or method direction Ss vs. answer direction Ss or inductive vs. deductive

M,

|

For example, Wodkte et al., argued that scrambling may be an "over-
rated variable' and that "...adult Ss are able to relate relevant informa-
tion as it is made availabie....'". In other words, although it may be hérdcr_
for scrambled Ss to find the to-be-learned content, once found it is
assimilated to the same cognitive set as for unsﬁrambled-§§. The dif-

- ference between this kind of ‘'svarch and selection' and that described in
previous sections may be that the present type involves scarching‘through
content material -- holding parts in rote memory and organizing it --

while the other involves secarching through existing cognitive structures.

A similar finding is reported by Neidermeyer, Brown and Sultzer
(1969) using "highly intefdcpendent" material in the form of the Gagné-
Brown (1Y61) number series frames. Grcups received the frawzs in logical,
strambled and reverse orders and werc tested on rctcgtion (10 of the
original concepts), and transfer (10 problems in which § had to derive
series sum formulac). An analysis of the rcsulfs, shown in Table 14, re-
vcals that only the differences in learning errors is statistically .

significaent,




TABLE 14
Performance on Learning, Retention and Transfer
for Three Instructional Groups

(Data from Neidermeyer, Brown and Sultzer, 1969)

Learning Retention Transfer

Average Time Average Lrrors Average Number Average Number
(min.) , Correct Correct
Logical 78.5 38.2 3.3 ) 3.0
Scrambled 80.9 54.8 1.8 3.0
Reverse = 81.5 52.1 2.6 2.1

Jones and Hick (19689); in a program for teaching addition facts
to eighth graders, also failed to find any differences between logical
and scrambled orderings on a subscquent 20-item test of applications.
These findings were summarized by Jones and Hick (p. 69) as follows:
"Sequencing programmed instruction in accordance with Skinner's view
that small Step.size is best produced esspntially the same performance
as thc Bruner-Pressey notion, that large variation in step size is best."

One factor limiting the generality of thesc latter thrcé findings,
as well as the other studies in this area, is the short length of the
training session. As Niedermeyer ct al.(p. 65) pointed out: '"...the
present study, as well as previous studies lead the authors to believe
that for short (less than two hours) programs, scquence ma} not be as
crucial to cognitive outcomes as has previously béen thought." It secms
obvious but still untested that scrambling larger amounts of material
would overtax S to the point of yiclding inferior retention-transfer per-
formance;‘howcver, it seems that S's performance would morc reflect

less learning, than a different kind of learning.

————-
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Some information about the intellectual rcquirements of lcarning
scrambled sequences -- what Payne et al.(1967) call the ”flexibilify
and adaptability of the college student" -- comes from a study b} Buck-
land (1908) involving'a S5C-frame program for teaching base § to base 10
conversion to elementary school children. For high ability §s there were,
as in some of the previously cited studies, no significant differences
between standard and scrambled groups in learning .time, learning errors,
retcntioﬁ (tests of base 5 to base 10 conversion problems) or transfer
(tests of conversions from new number bases). llowever, for low ahility
Ss, presiucbly less able to search and «rganize the scrawbled materi=i,
more lcarning errors and lower retention-transfer performance characterized
the scrambled groups. Apparent)y, like many of the "minimum direction” Ss,
low ability scrambled Ss simply fail to comec in contaét with the to-be-
learned concepts.

Another instance of inferior performance by scrambled Ss comes.
from a study by Roe (1962) which, using a longer version of the Roe et
al. (1902) statistics program, found §§ receiving ordered instruction made
fewer errors and took less time in lcarning, and performed significantly
better on post-test measures of retention-transfer. Leaving aside Roe's
dubious explanation of why the shorter version failed to produce equivalent
results, the strength of these longer version results has been questioned.
Niedermeyer (1968, p. 304) notes: "...‘significdnt difference' for posttest
scores turns out to be only ten percentage points...which on the l4-item
test he uséd, is a difference of only one and one-half it;ms...while these
differences are statistically different, one wonders whether the magnitude
of these differences is large cnough to consider the issue closed."

A more striking instance of inferior performance due to scrambling
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comes from a study by brown (1970) which used a version of the Gagné-
Brown (19061) scries sum prOgram. In an apparent contradiction to the
earlier Niedermeyer et al. study, scrambled Ss scored significantly worse
than logical &s on wcasures of learning ease (errors and time) and trans-

fer (generating formulae for new series sum problems), as shown in Table 15.

TABLE 15
Performance on Learning, Retention and Transfer
for Two Instructional Groups

(Data from Brown, 1970)

l.earning Retention Transfer
Average  Average Average Number  Average Number
Time Exrrors . Correct Correct
Logical 64.8 7.2 18.5 4.9
Scrambled 80.3 11.8 17.2 3.2

As with the Roe study, the entire claim to inferior learning outcome
performance reliés on an average difference of about 1.5 items on a
transfer test; further studies with larger transfer tests would certainly
be uscful in dcrnionstrating the fact.

Some cvidence for the importance of S's ability to impose a
structﬁre on incoming material -- an ability which is seriously taxed by
scrambled presentaticn order -- was provided by Merrill and Stolurow
(1966). Using & “programmed problem solving presentation of an imaginary
science'" made vp of a 'Xenograde system'' containing "satellites,"
"velocitics,'" and "blips," Merrill and Stolurow found that presenting
S with an advance sumnary of the five to-be;learned principles stated in
hieravchical order sipnificantly reduced the number of learning errors

and increased transfor performance. Apparently, the advance organizer
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helped S find the required "content'" more efficiently; however, since
Merrill and Stolurow failed to enforce an cqual learning criterion
across all groups, it seems likely that the performance differences re-
flect differences in émount learned.

In summary, of the nine studies reviewed, three found no significant
differences in learning difficulty or outcome performance, three found
significant differences in learning difficulty only, and three found sig-‘
nificant differences in learning difficulty and outcome performance for
logical vs. scrambled presentation of mathematical problem-oriented
material., kased on this box score the fullowing propositions deserve
attention: (1) Scrambling increases (especially for difficult, sequential
material or low ability Ss) or haé no effect on learning difficulty, and
has no effect or hurts transfer-rectention performance. (2} Ordered
presentation decreases or has no effect on learning difficulty and has
no cffect or helps retention-transfer performance.

Whén the internal cognitive activity of §_is cohsidered, the
following propositions should be tested: (1) Scrambling requi;es S to
search and organize the content material, .a relatively low level mechanical
process which seems to add overall learning difficulty and sometimes
surpasses S's intellectual ability. ' However, the search process is basically
a mechanical one that does not greatly influence S's 'set' {as does the
search of existing knowledge required of minimum-intermediate direction
or inductive Ss); hence if S does find the'required Y'content" the learning
outcome will be essentially similar to Ss in the ordered condition, and
if not, it will be quantitatively less. (2) Ordercd presentation simply
.makes access to the required 'content' casier but does not influence §'s

set. Two factors infiuencing the importance of scrambling (both related
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to S's ability to bridge the scrambling gap) seem to be the type of
material -- both the degree of independence across frames and the
difficulty -- and learner characteristics and capabiiities.

Apparently, Glaser's (1966) claim that the amount of subject error
during learning represents an important instructional mecthod variable
must be amended to allow for distinctions between errors duec to search
for content material and errors due to search of cxisting cognitive
structures. Whereas the former seems to result in quantitative differences
in learning outcomes (e.g., normal order Ss often learn more than scrambled
Ss}, the lati~r seems to result in qualitetive differences (e.g., inter.
mediate direction Ss vs. maximum direction Ss). Since all of the scramble
studies used "guided discovery'" type direction (thus encouraging an active
"set'') it appears that any differences in learning outcome can bc attri-
buted to differences in the amount of content discovered.

Other important questions about the role of subject responses
during lecarning, though only partial inaicators of internal activity,
have been tested almost exclusively using verbal-text material, and offer
informative research routes for testing many of the propositions put
forth with regard to learning to solve problems. ‘The main questions are:
(1) what is the influence of overt vs. covert responding to interspersed
questions? (2) What is the influence of placing‘revicw qgestions before
or after relevant instruction? (3) What is the influence of the number
of alternatives or the amount of promﬁting for interspersed review questions?
(4) What is the effect of timing, type and amount of feedback?

Control of direction, internal activity and performance: The fourth

dimension is the degrec of lcarner vs. experimenter {(or tecacher) control

of the rate and order of presciitation. Although a nusder or cxperimental
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attempts to deal with this problem in prcblem solving contexts deserve
mention (e.g., Lewis & Pask, 1965; Lvans, 1965; Kress & Gropper, 1966;

Coop § Brown, 1970) and thé theorctical imporfance'of this issue has becn
discussed (Bruner, 1961), there is an insufficient literature of laboratory
problem-solving studies at this time. One of the motivations for such
studies is an opportunity to more closely investigatc the relation between.

learner activity (and by inference, internal activity) and learning outcomes.

The Unconclusion

The future of the instructional method problem is unclear. It
is clear, nowever, that little‘prOgress will be made until the suffocating
empﬁasis on "which method is best" gives way to an attempt to define and
relate to one another, cxternal features of instruction, internal features
of Squect character and activity during learning, and outcome performance
variables. |

This review sceins to indicate that the most developed findings
to dafe deal with the dimension of amount and type of direction, with the
dimensions of sequoncing_and of structuring less well investigated, and
the dimension of control fairly unstudied.

In the flow chart given in Fig. 1, a simplified model of the en-
coding process is given. The two conditional branches reﬁresent Ss ability
to come into contact with the to-be-learned content and the breadth of §;s
assimilative set. In essence, the determination of how instructional
vériables affect these two conditional processes (aﬁd hence the learning

outcome) is the future challenge of the instructional method problem.
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