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When analysis of variance is used, statistically

.significant differences may or 2ay not be of practical significance.
to educators. A large part of the problem is due to the fact that a
nzero difference™ null hypothesis can alwvays be rejected
statistically if the sample size is large enougk. If, however, a
method based on the noncentral P distribution is used, trivial
differences cannot attain ctatistical significance. The (non-zexo)

- pull hypothesis is now rejected at the alpha level wvhen the cktservaed
P exceeds the noncentral F cutoff point where the noncentrality
parameter delta (sub0) is determined by the llninun practical
difference set by the researcher. (Author)
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A HONCEHTRAL ANALYSIS OF VARIANCE MODEL  _
RELATING STATISTICAL AND PRACTICAL SIGNIFICAMCE

Introduction

Statement of the Problem

the behaviora] sciences is the analya1s of var1ance (ANOVA), particularly

One of tne most widely used nethods of analyzing research data in

the f1xed effects mode) (Horrison & Henke] 1969). Integral]y tied in

with this model is the idea of hypothesis testing in the form of tests

" of statistical significance. Of three types of statistical inference--

point estimation, interval est1mat10n and hypothesis testing--behaviordl
scientists have devoted themselves almost exciusively to hypothesis test-

ing (Heermann & Braskamp, 1970).

Several writers have criticized the current use of ANOVA (Selvin,

1957; DuBois, 1965; Bakan, 1966; Lykken, 1963; Fleiss, 1969; Overall,

1969). Other writers have suggested that with appropriate corrective
steps, the basic ANOVA model is an exemplary method of analyzing data and
obtaining meaningful results (Horst, 1967; Kempthorne & Deerfler, 1969;
Winch & Campbell, 1969).

Some critics have argued that tests of significance, s done in
ANOVA, essentially should not be used (e.g., Morrison & Henkel, 1970);
however, the pervasive influence of tradition has been recognized
(Sterling, 1999; Rozeboom, 1960; Lykken, 1968; Heermann & Braskamp, 1970) .
More recently Walker and Schaffarzick (1974) while reluctantly using the

criterion of stat1stica1 significance to compar' studies, eXpressed the

LN

hope for an improved methodology .
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It would seem va]uab]el to modify tne ANOVA xﬁbde] such that some
inherent 'weaknessg,slincluding those discussed by the aforementioned -
critics, are ovet'ecothe; In particular, it would be desirable to relate
practical significance mcre closely to statistical significance.

The notion of practicz1 significance is comp»lex in and of itself.
There is no commonly accepted method of determining practicality. 1In

educational researcn, where outcames .are not easily described in cost-

benefit terms, it is oft‘gn quite difficult to decide if a difference due
to treatment is of.educational or pract‘ical_ significance. Nevertheless,
such assessments of practical signifi:ance are being made, and the

current ANOVA model does not adeq"ua'te]yvhand]e the issue ot practical
significance. ’ |

An analysis of variance model, based on the noncentral F distribution,

is presented in this paper as an attempt to improve upon the current‘sy
used ANOVA model, in particular in the area &f the inadequate handling

of practical sic¢nificance.



Review of Felated Research

Criticisms of Significance Testing

The literature critical of significance testing has appeare: mainly
in the past 15-17 years (Morrison & Henkel, 1970). Periodically researchers
have been reminded that statistical significance does not necessarily
imply practical significance (Selvin, 1957; DuBeis. 1965; Menderhall,
1968; Glass & Hakstian, 1969). In essence, what this warning says for’
the ANOVA case is that F tests with their associated p (for probability)
level of significance are not sufficient méanslfor assessing results.
Nevertheless, reviewers sometimes use only significance levels wnen com-
paring resuits from several studies (e.g., Eysenck.ﬂlﬁéo; Bracht, 1970).

Other authors have treated significant F values as implying sizable
differences (Guilford, 1956; Mendenhall, 1968) . Guilford (1956, p. 275)
described the ANOVA results of a study:

The F ratio for machines is significant beyord the .01 point,

leaving us with considerable confidence that the machine

differerices, as such, have a real hearing upon the difficulty

of the task. -

Strictly speaking, such a significant F could have resulted where the
differences were trivial (in the practical sense). The following theorem
proves that for any predetermined (small) number, a statisﬁigal]y sfgnifi-

cant'F (for d = 2) or t ratio can be obtained, but such that the differences

due to treatment are less than that predetetmined number.



Theorem: For any'c > 0, and o <|Y]-72|-<c. there exists an N
such that if sample size N > N;, then t is stat1s{:“féa'l'ly signi-
ficant for an ordinary t-test. (Im layman's terminology: With

a large enough sample size, statistical significance {s obtain-

é-ﬁ‘g’le no matter how trivial the difference in ;neans 1s.)

gmi: Let ¢ > o be g'iven with ]X’~| - Yzl < c\,.,ﬁ»ﬂfthqut loss

of generath. assume: S} % Sp ™S (Momogeneity

ance satisfied), and n = n2 =n (nqualtell. si’ie | o
"Nmngtn, - an -- e

Then |t] = (%) - K1)/ (s(2/n)%) \

| = (0(|%; - X, i7{s(2)%)

Require that ns > 105(2")/(”’] ) ¢ |)
=> n>200s2/|Xy - Xp|2

Therefore, 1f N = 2n > 40052”2'1 . Yzlz. then

: Xy - X2l
m,msz’i b -l
T -%l 572

t is stai‘lstica'l'ly significant .

<
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Beciuse of the reliance on statistical significence in current
researéh,methodology, a misleading picture appears in the ]1téra~
ture. A class‘cal example was described by Bakan (1966). Suppose
H, (the null hypothesis) is true in the population. Accordingly
if tests of significance are carried out by 100 independent re-
se&nghers those 95 (approximately) who do not get statistical

1gn1f1can:e probably will not bother to publish their findings.

The five who do attain statisticai significance will e more in-
clined to publish their findings and they will make Type I errors,

Part of the misinterpretation of p values is due to a misunder-
standing of what the probabilities relate to. Camilleri (1962)
defined three types of probabi]ify: (1)‘1g£§ig§1g_probability
between population variables (e.g. inda population of scores what
is the probability of a score being greater than one population
standard deviation above the population ﬁéan); (2) auxiliary prob-
ability between a sample énd a population (e.q. maximm 1ikelihood !
estimates), and (3) inductive probability relating to the probable
validity of a hypothesis; that is, scientific inference. He |

asserted that significance tests have been used for assessing in- ~

g

ductiQe probability when really they are more appropfiate for A

auxiliary probability. | |
Morrison & Henkel (1969) argued persuasively that, statisti-

cally speaking, most research does not qualify from the standpoint

of legitimate use of significance tests. fhey presented the

followihg paradigm:



A
f

Type of Population Sampled

Ig?e of Sampling Technique: Specified ~ Unspecified
Prqbabi 11ty . A 2 B
Nonprobability , c D

The only legitimate use of significance tests 1s with studies in Category A.
1 Several writers have criti?ized the all- -or-none method involved with
sig%ificance testing (Rozeboom, 1950; Bakan, 1966; Meehl, 1967). Scfence
proéresses by adjustments of degree of beiief rather than firm decisions.
Bakén fgels‘thét the tests have lttle if anything to contribute to
sciént1f1c inference. He does agree with Rozeboom that the tests are
apgropriate for making null hypothesis decisions.
" R. A. Fisher (1959, p. 44) issued a catition about the intarpretat;on
of significance levels:
They (tzsts of significance) do not generally lead to ary
probability statements about the real world, but to a

rational and well-defined measure of reluctance to the
acceptance of the hypotheses they test....

Accepting the Null Hypothesis

Some writers have advocated the accepting of H  if a significant

0
statistic is not observed (Walker & Lev, 1953; Guilford, 1956; Guenther,
1964; Kirk, 1968; Glass & Stanley, 1970). Yet statisticians often have
warned against such practices unless the power (probability of rejecting
HO when the altermative hypothesis is true)'is known (Berkson, 1942;
Peatman 1963; Mendenhall, 1968). Cohen (1969) however, has shown
that in typical psycholcgical research, power of greater than 90 would
require larger samples than are usuvally available.

To emphasize the inappropriateness of accepting Hy without knowing

the powér,\the proof of a simple fheorem is presented which states that



for a given level of significance, there exist normal distributions
such that the F or t statistic will not be significant, but the size

-

~of the effects will be larger than any predet@nnined number. -

THEQREM: There exist distribdtions satisfying fﬁé ANOVAv;ssump-
tions such that the nuil hypothésis is not reJected..buflthg means -
differ by more than any pre-given number. (In layman's términol-
ogy: If, upon a non-significant test statistic, youwacceptlﬂo.
“then you may be calling a huge difference a “zero difference.")
Proof: (2-sample case) Let ¢ > 0 be given. Require fhat
IX} - Xél > ¢. Hfithout lo;s of generality, assume sy = sp = s
and ny = n, = n.
Then t = (X - X'z)/s(ZIn)Ls " nk(xi - X172
Let s = ¥ - Yél - nls ‘
Then t = (nk(x] - Xé)/(/lei -'Xél - n’%)

=2 ﬂ

=+ 707 (not significant)

Q. E. p!

-

This proof indicates that a researche'iuho acceptS:H0 may be calling an
essentially infinite difference a "2ero difference.” McNemar's (1952)
suggestion of using three regions (acceptance, syspended jucgment, and

rejection), depending on the size of the p, does not overcome this objection.

Conventidna] Rejection Levels

The subservience to using conventicnal levels (e.g., .01 or .05)
was criticized over 30 years ago along with the very phrasing of “test

of significance.f (Snedecor, 1942). ULesoite more current warnings about

i



) ,estimates For example, Cohen (1969) defined "power" as the prubability

. ‘ /l . .
the ready acceptance of conventional significance levels (McNemar, 1962;

Winer, 1962; Slough, 1963; Skipper, Guenther, & Nass, i967; Labovitz,

1968), the American Psychological Assocﬁation Publication Manual (1::37)
advocates the use of asterisks to indicate the various conventional levels.
DuBois (1968) has contended that conventional levels promote objéctivity.
Rosenthal and Gaito reported a “cliff" effect where researchers
showed a greatest 1ess of confidencé,between p=.05 and p=.10 (Rbsenthal
& Gaito, 1963). However, a subsequent replication did nct find. this
effect (Beauchamp & May, 1964). Both studies noted that students énd
faculty in the field of p”chological resea;ch expressed more contidence
(degree of belief in research findings) in the sama p values based on~
'100 than on 10 cases in the sample, despite the fact that this meant

that the smaller sample usually exhibited a larger difference.

Estimating Sample Size

Much attention has‘been devoted to tha estimation of sample size .
with regard to detecting differences as statistita]?y significant.

Winer {1962) and Cohen (1969)-produced tables that are difficult to ﬁse.

A simpler method was presented by Overali and Dalal (1968). Most of

the writers 1n.this area have empnasized sample size or power with

regard to obtaining statistical significance rather than sharpening of

——

that an investigation would lead to statistlcally significant results.
Such &~definition implies that the purpose of 1ncreasing power is to
increase the probability of obtaining statis*ical significance. It
a.so means that absurdities logically follow; for.examp?e.lg larger

sample is sometimes déemed less desirable than a smaller one withcut any



mention of cost effectiveness (Hays. 1963) If however, power is
defined fn €erms of sharpness of estimates rather than ability to detect
| differences as stat1st1ca11y s1gnif1cant then such an anomaly does rot
arise, for in this case, tne targer the sample the better the estimate.
Furthenmore if the statistical leve] of sign1f1cance is re1ated to the
level of practica] significance then the 1mportance of samp]e size is
placed in proper. perspective,A~51nce a zero null hypothesis can always
be rejected with a large enough sample under the ordinary ANOVA model
(see page 4), the dec1s1on making depends more on N than on the
estimation of the parameters. The noncentral ANOVA that is proposed in

this -paper will result in a closer relatfonship’between estfmation and

Lo
¥ ..

decision making. "

Confidence Intervals

y “ A ' '
The most commonly accepted method of treating practical sfgnificance

xﬂ

stat1stically is the use of confidence fnterva’s around linear compip-

[

ations of means. The§e~confidencegﬁntervals are described in most

' educat1ona1 stat1st1cs tooks but are offered more as options than as
recommended and expected procedures (GUITerd, 1958 McNemar, 1962)
Nevertheless, several,edhcational researchers are beginning tu use ‘con-
fidence interval procedures—-in particular, the’ post hoc methods of Tukey
and cheffé'(Scheffé 1959) - These post -hoc ‘procedures control the
Type I error (reaecting a nu]l hypothesis when, 1n»fact. it is true)tfor

oo .

all contrasts, and as such are a- def1n1te 1mproii 'ht ovaitthe'pructfce

of computing several t tests ﬂowever. since post-hpc contrasts are

computed after a statistical]y stgﬁ1ficant F test without regardber -

pract?ca] s1gn1ficance much effort

-
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trivial results. What is needed is an F-type test which is significant

in the statistical sense only if the results are also of practica]

s1gn1f1cance e

3

Another conﬁdence interval approach has beenr advocated by Rosenkrantz
(]972) The use of "direct conﬁdence 1nterva]s can promote the control
of the probability of indecisive results and thus provide opportumty
to study the weaknessec of the model under consideration.

i" 2 o
xe.h" L e
»s

Medsures of Association : o ' ' f@‘m
. e ,

< A

Another accepted means of attempting to relate practical si_gh%fi-

AN manee

cance with statistical significance is the use of measures ‘of association
like o (Hays. ]963) which represent the percent of vaiiance euplained
(Nuri'na]]y. 1960; Duggan & Dean, 1968). These measures, umike th%{p-« t
values assoc*eated with the F test, are relatively 1ndependent of sample

size ( ennedy, 1970). , | : | o

Sumary of Pe.ated ﬁesearc&

= A o
sfbﬁ stat1stica&s1gnifnance as comnon'ly used, have been

"\u.

. freque tly cx Mncued Suggested 1mproVements have also met mth CW_

; S
v partlcu]ar]y becaUse of the continued lack of re]atwnshp betweé'n vl R
S : % : o
stat1st1ca1 and pract1ca] s1gmficance Hel] known wm ters have advo- v

Em K

o@'ted 1nappropr1ate met Confaden'e interv:]s and masuhs of

]

e aswﬁaatitm were seen a5,
TEE

.. N

SR ’H’ha‘b‘“]‘s a]so ne%ded 1;

.\

. s
pract\ca] S 1f1cance.

A1
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Noncentral Analysis of Variance

- Related Research and Theory

ANOVA's peculiar characteristic of sometimes re;ulting in statistical
‘but not practical Significan;e leads to the following situvation: a
statistical rejection of the null hypothesis can coincide with (1) a
practical difference, or (2) a trivial difference.
Somg reséarchers regard . levels of significance as indications of
the degree of certainty in the resu]ts;"ThfS”tertaihty;“hoWever,‘rEfers
- to thé probability that the true difference is not exactly zero. It
does not refer to the size of the difference. Rith a large enough sample,
a differerice can‘be”miﬁiSCUIe and yet the p value could easily imply
tﬁat-dt i&rvefy tertain that the true difﬁerence_is not exactly zero.

Consider also ‘the following example:

Y] =7, n] =2, T2=2,‘n2=2, SPOQ;‘;Ed:]'
Th t":Y"Y Sl.+l“¥= =
Tren £ G- RS G R) m

If the low p value (p < .05) obtained is used as a meaéufe~of certaihty,

then this éxamp]g_shcwé ajéase whetre one would be “certain" about the
results based on a'samplé of only four subjects;
|  -_: The ﬁostAgoﬁnwnly accépted solution to the statistical-practical
| significance dilemma seems to be one of first ascertaining statistical
significzace and second assessing the practical significance of any
does not“necésSar11y~hatch up kith the practical one.

Since practicality often is asse#sed poaﬂ hoc (after the s§ptistica1

test), it is reasonable to ask for an a priori ‘before the test)



assessment so that a more appropriate null hypothes1s can be used. The

unquestioning acceptance of always us1ng a zero difference null hypothesis

has been criticized by several writers (Grant, 1962, Ker11nger, 1964 ;

Cohen, 1969). '

- For the .two sample t-teét. it has been suggested (Dixon & Massey,

1969; Pena, 1970) that if d represents a pract1cal difference, then the

_ test statistic is _ _

t = (Xy - %,)-d
‘\hi/ﬁx‘* S, //n

In this case the use of the ordinary t statistic would amount to asking

__the wrong qUest1on. Instead of asking whether there is a difference at
all, researchers usually should-be asking whether or not there is an
educationa; er practical difference. Instead of asking whether a Datsun
gets better mileage than a Cadillac, we should be‘asking how many more
gallons a Datsun gets and whether this difference is of practicaf impor-

tance.

- Using Dixon and Massey's model, if a researcher obteins a statisti-
cally significant difference then ithwil] also be of practical significance
(i.e., greater than the preassigned value of d). Basically this procedure
results in the test of the appropriete‘(non-zero) null hypothesis.

As indicated earlier, ana?yejs of variance needs a similér procedure
ﬁsince trivie] differences may be statistically significant, and Tukey's
or Scheffe«s - confidence interval procedures (Scheffeﬁ 1959) would merely
~ be putting bounds around trivial differencés; Fortunately, the noncentral
pargnetérfgfa?*the noncentral F distribution provides an analeg to the d

used in the t statistic just described. Again jf the minimum practical
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difference {s greater than zero, then use of the ordinary F test amounts
to asking the wrong question.
Once a researcher has determined what constitutes a practical
~difference, then the next problem is tc associate this difference with
| the appropriate noncentrality parameter If this 6§ is correctly deter-
mined, then the new model guarantees that statistica] significance will
be related to practtga] significance. .. The 1nflunnce of sample‘size on
the F value is no lnnger a prob]em since as N increases, § also increases
in such a way that the critical F value is automatically adjusted upwards
" to compensate for the increase in the F statistic due to the larger

sample size.

Estimating the Noncentrality Parameter Associated with a Practical
Difference

Kirk (1968) defined the nc ntrality parameter] as

- « d =V§m(m-u)'/a;‘ = VZF"J o« /r.t .

‘where J = number of treatments - - ,
ng = number of subjects in the jth treatment o
j ‘= mean.of the jth treatment '
= grand mean

2 = error variance '

The noncegtrality parameter expresses the size of tne effects in
tenns of the.differences between the various group means and the grand
mean. Hhen one speaks:.of practical differences, he is usually referring
to the d1fferences between treatments rather than the difference between

_each treatment and the overall mean. Of course:, if a%researcher‘cou}d

relate what he cons1ders a prac ’caﬁgd;fference with the squared

g‘%a

]Tang's (19383.c1assic on power defin d the noncentraljty paramgter as

- GI/J: ’ o . - — . j':,» ,_.é;“
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differences between tﬁe group means and the grand mean, then he Eould
directly substitute into the formula fbr 6, and thus determine the non-
centrality parameter aésocfated with a practical difference.

Since, however, differences among t.reaiments is the lﬁore common
approach, these differences will be related to § by the following

theoremzz |

2t:‘.fm’A(und.ated) proved a similar theorem for the relationship
E T 1 F 3
between Zof 04 8 (il

st " gexey



" B ..,.. ) - ‘-"f\ 15 .

. J .2 ) .
THEOREM: T E&; =& (- l“*)
-l (T4

" where J = number of tream)enté, M = mean of ith treatment,

7
A= Ui~ ph.., where .. = (f;,u;)/f.

Proof :

y . , - .
Ei = (pope) +lpeopi) + ot (ay i)
PRI SR R 2

Ry RINEY TEt
=(/<.- T )+...+ (uy -3

- J‘ r z 1 ‘ o . yﬂ"‘ ’ 2'45 "‘:/-’;
=2 ai- 7 & (ni +,2*.,u:/«;)+1(“4 T )
<. LX) oty

4 ' - . .
:_(F ;’"'})‘gﬂf— }(N**"'*Xﬁﬁy)* ?(ﬁ/.‘;...f}"“/(’)

-1 1 1 .
= —:'r—‘§,“i - ?"% /“/“J

<)

= (AO‘- 27‘0/‘:_'*/“:) f (/l,z~z,u,,u,-f/u;).‘._,_+

(A‘l."" Z/“t,“’ +ﬂ;) +..+ (ﬂf.l -Zﬂf'l)‘f'f/‘;)
o -

= (’“, - Uy )t + (,u. M ,)‘—& ot {py -,a,)‘-f...i' (/,..-/(,)

‘e -

_-:'z‘ (/“i "/“o-)

. eecksY
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-The main purpose of this theorem is to enable the researcher
to relate practical differences, which can be expressed in terms
of ("j" vk). to &, which is a function of"(uJ - u..)z. It wouls
be difficult if the researcher had to translate practical differ-
ences in terms of (uJ - u.l)

Given K treatments let M = the minimum practical average
difference between treatments, expressed in terms of absolute
values. :

“‘7 1 a-pel average of pafrwise differ-
M= ¢ ences (absolute values)
o (:.) ‘
Ccns.der the case where cell sample sizes are equal. Since

= (n g ;5 )/ Ce x and the previous theorem showed that

8

3 (5 om) [ Z lﬂ;-;w‘], ES]
zs—[T (%)

[

. : T 2 1
then ag\'rea;qnable trial substitution for ,“;::d-‘ s M [(IH)/).]
The squareyéf the average of the pairwise differences is to be

substituted for the average of the (differences). So we have

) 3 2 : i 2t
5:_:(5_-’ "‘{’)/‘"t ) . ﬂ_"—g—"H (%)

() M

For J = 3, wehaveszz-T—z 3

Besides using the minimum practical_average M, it is also
possible to substitute the individual minimm pairwise differences
if these can be stated by the researcher.—In addition, orthogonal
a-pkiori contrasts may be performed with a & being determined by
the particular contrast. Post-hoc contrasts 1ike Scheffé's can

still.be used as currently practiced since they centrol the Type I

o T T e e s il




error for all cond}ésts, independent of the truth of the null hypothesis
(Scheffe, 1959).

2
Let R = %3 = a measure of how good an approximation results from

2

using MZ in place of %d- By using several sample sizes, means,

v
and variances, a canpu;e; program was used to compute several such ratios.
R turns out to be a function of the relative distances between the means;
fot example, the lbwé§f ratio (and therefore, the best estimate) wus
obtained when the means were equally distant (e.g., vy =7, up = 10, 13 = 13).
The worst estimate occurred when two means were as far away from the third
mezns as possible (e.g., uy =0, up =15, u3 = 15). In between, the

ratio was exactly determined by the variable e = |a - {]|/(a + b) where

u3. Accordingly § can be

a e |up - wgls b= fup - w3l and vy <wp <
readily determined by multiplying 5 by R.
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Figure 1: R in Terms of Position of Means

ke - y
e = |a-b]/(a+b)
M Mz Ms

Special cases:

1) e=0=> R = 1.13 (best astimate)

asp _
o 2 —H b 3 e = |a-b|/(a+b)
= 0/(a+b) = D
I } 1 )
1 1 3 I 4
Hi - He Hs
i) e = 1 => R = 1.5 [worst -estimate)
a sz
I< . = e = |a-bl/(a+b)
: = a/a
a
—:lr ‘b-
P - M
Hs3

o
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Figure 2: R = §2/82 as a Function of

e= l(uz-u])-(u3-u2)|/(u3-v;)

1.50¢
1454
1404
1354
1304 | :

125 ¢

1.20%
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Performing the Noncentral F Test L e

Once the a-priori practical difference is used to determine
| 8,5 an ordinary F test is performed to test the hypotheses:
Hy : 62 < 82 (there is no practical difference)
 Hy: 62> 82 (there is a practical difference)
Instead of rejecting Hy when the observed F $'Fv], vz‘(i-a),
now Hy is rejected when the observed F > Flups vor &5 (1-a), the
. noncentral F cutoff point.

Patnaik’'s Approximation of Moncentral F

The noncentral F distribution (denoted by F' ) has been tabled
only partially (Johnscn 8 Welch,-1939; Barton, David, ) 0 Neil],
1960; Severo & Zelen, 1960; Tiku, 1966). Unlike Ceqtral F, F'

cannot, in general, be expressed in closed form (Wishart, 1932;
Price, 1964). A reasonably complete F' table would probably be
too unwieldy for practical use (there are 389 pages in Resnikoff
and Lieberman's Tables of the Non-central t-djstributign.hi§3?ffm”““" "ff”““
Of the several approiiun;ion procedures developed, Patnaik's (1949)
seems the most usable sinpe‘it utilizes the already available and
familiar centra] F tables. |
Although pPatnaik's method involves laborious computation
(Feldt & Malmoud, 1958; Grubbs, Coon, & Pearson, 1966), the result- -
ing formulas for the fixed effects ANOVA fase are relatively simple.
The accuracy of Patnaik's approximation has been verified in sev-
eral studies (Pearson, 1952; Tukey, 1957; Sankaran, 1963; Seber,
19632‘ A brief outiine of the method appears in the Appendix to
,Séﬁé?fé's.fhe Analysis of Variance (1959).
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Der‘lvation of Patnafk’s Approximation for ANOVA
It can b€ shown that E (Xy nE VfJ‘ and variance (Xy,d‘)

2y + 48° " where 2’_ nJ = noncentral

X with noncentrality parameter J‘ = 4 £nj“j/¢7. (5c|;,effé. 1959)1 - .

A possible approximation of Xu s s ¢ X5
Equating means and variances of the two distributions, we get

cT=ve 8 (since E(X5):F) andcX(25)= 20+ 48"
D e pys 2 since var (7{;) =2V . Solve for ¢ and V.

V(ct-c) =4

Vfc te) = 2v+3dS

J(C te) /e —c)-ZV+3J

d (c+l)/(c-l) =zyp+3d
'A{J'LA(CH)“(C‘I)(ZV+3¢$") (gsta) 28% v
c(8-2p-38%) = -6 -2v- 34" 2e= (s-2) &y
;= i fele-) =S (o’ +U){J +V)/(ZJ' +y)d‘

= (SN et )

Noncentral F can be considered as (U /y1)/(02/y2) where l. is Xy,,

and u2 is )(,, X

. 1] — of 4 1 -

S0 F y‘,yz,J = xy,,-f/" - c.'k ! ( u‘z ) C‘{J"n&,h
roo W/ 'Xu./"t  CYLY A

285+ (oY vt
“ _ (] + V. =# — __l__ 2 -
il = S ey T s W, %

e L34 (F- 1)+(I~1)J Fr
R e T e A T

' '\..

g Scheffé's problem IV.4 t\as an error in it. The expression
Pr {2s(x- J‘)U-rl-) i\} should 'read Pr {gc(: &)1+ 7.) }

X



22

Hith the formulas for % and Fv], Vg é§ a noncentral analysis
of variance can now be performed. In the fo]lowtng illustrative
example, notice that the observed F statistic would be significant
for an ordinary ANQVA.

I1lustrative Example
Nancentrai ANOVA:
J=3  Ne60 n=20 0,225

1.  Researcher states that the average difference between pairs
\ of treatment must be greater than 10 in order for there to
N be a practical significance‘ ~

2. The sample megns are 38.9, 51.6, 5353;-F = 47.8
a"x,'x;’, b:liz'fs’#",lz~7, 6‘1.7
e = la-bl/Cath) = Il.o]144 =. 74 2> R=1.35

_ . :

; a2z aM _ 20 (107)

b = = — « 80

L g =R G =-135(%0) =108 | ~
8. U = FUlC2F-1) = 2284.8/14.4 =24.1
5. Fu,u, o (.95) 75; (5+8) Fi,n (.95)
T =7 (108 +z)F,”,, (.15)
. | =55 (1.7) = 93.§ — ———

. Since F < 93.5, do not reject ”Ho There 1s no practical differ-
e ] ence. .

Monte Carlo Test of Noncentral ANGVA

Rationale: '
The CAL DEVIATE computer program (Hﬁtchinson, 1967) was used -
to generate pseudorandom samplgs from three normal populations

¢




fy
G

-with the following parameters: ¥ ® 40, up ® 50, ug = 553

97 ¥ 0p% = 052 = 25; ny = n, = ny = 20. The Jonte Carlo test

2 3
for noncentral ANOVA {s based on,the following rationa1e~

(1) Suppose a researcher has been able(_to, |
average practical diffe ence amona‘the gbf@ﬁ grqusr_JngLJKm

described earlier rela" s this functiona’ﬂy to 8 where the

pﬁstu]ate a minimum

researcher uanos a. stat’stically significant result to imply that
the average d1fferences amongkgr;ups are ;uch that 6-> 8. (2) If R
the popu]ations are set up such that th popu]ation § = &y, then

a verification of the model woqu require that for a Type I error

rate of a, 100a% of the time the observed F would .exceed Fbﬁme;é?;ﬂ_f“”_;[m
tabled or computed\gfncentral F. Figure 3 pf;sents pictorially %

what is happening. 4

Figure

Rejection Region for Noncentral ANOVA

Reject. Ho': §2 = §,2
L if the observed F

is greater than

F'V]’ vz, Go.gjl-yu)




:_‘r’;‘
L &

. ,*_.

P

. Notice that if the ordinary ANOVA were used, a"“staﬁsticqny

. s1gnif1cant result would occur qucbﬂmore often than 100a% of the
_time even though the true differences are not sufficient to be of

4pract1ca1 signif1cance. |

5y

Procedure:

Ong- hundred analyses of variance were run using the BMDO1V
program The. popu?ation 1s set up so that ft. barely misses
meeting the criterion of having practica] difference. In ANOVA
“hypothesis tes;ing language: s

L Hy: 62 < < 62, there is.no practical difference
fxﬁb' : Hyt §2 > 62, there 1s a practical difference
where Gzpop = 60 . Since X (sample mean) is an unb1ased estimate

- of ¢ (population mean), the grand means of the three entire

samples generatediare used in calculating ézpop _Each u{ repre-

_«xﬁ;_-” sents the mean of all the data generated from the: dth popu]ation
iy = 39.95, iip = 50.44, iy = 54.99"

n.. = 48.46 = grand mean of all the samp]es combined

o] = 6.53, a2 = 1.8, a3=-851 (1,=u«;-u s

o1? = 42.64, op? = 3.92, a3? = 72.25. =>§e<,-11881

J = \Q‘J‘Z‘?d’ )/d'¢ “ ,
.200i8.8) -

-9i88 7
The rejectien peint is F'y » Y28 (1 -a) e ? F- \}Q" (1- ,()

S

where F = F observed. Fpop 1+ 82/2, v] = F2/(2F - 1)»' -

r .. . REISR

v - Ll A A
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These formulas were derived earifer in this paper. & vy

a 94.84 . . (48.42)2 3
Fp= 1 +5 48.42, v; = srg gy 7 " 245

p

-
O
-~
—-—
1 ]
[+
—
1]

(48.42) Fpg 5,57 (1 - )
102.65 for o = .0

82.31 for o = .05

73.11 for g = .10

B

1

Since 100 samples were run, approximately 1 F value should
exceed 102.65, about 5 should exceed 82.31, and about 10 should
exceed 73.11. |

‘Table 1 compares the expected with the actual number of

F values exceeding the various cut-off points.

/ Table 1:

Summary of Monte Carlo Test of Nonceritral ANOVA _ﬂ~m“M,;

VAN Expected number tual n;mbér

a - exceeding cut off- exceeding cut off
.01 ' 1 - 0

.05 5 8

.10 10 : n

The misfit for a = .05 is not as bad as it seems, since of
the 8 exceeding £2.31, three were barely above that value (82.36,
82.56, and 82.89). |

summary .
The Monte Garlo test, in general, verified that the non-

central ANOVA procédure is operating 2t near the appropriate
Type I error rate. MNotice that an ordinary ANOVA prOcedqre would

A 4
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have yielded 100 statistically significant results where the
population has imposed upon it the characteristic of no practical

significance.

'
"N




Summary and Dfscussion

Some of the common inappropria-e uses of the trad1t10n31 analys1s
of variance and also the shortcoming~ 1nherent in the ANOVA model ‘tse]f
" have been described. The ANOVA node1 was modified to integrate practical
significance with statistical-significance. The modified version, based
on the noncentral F distribution, included procedures for estimating’the
required noncentrality parameter &, given that the researcher can state
a priori what constitutes a minimum practical difference among the group
means .

This proposed noncentral ANOVA would seem to be an improvément over
ANOVA in several éspectgz

1. No longer can trivial (in the educational sense) results-
attain statistical significance.. Hence; the illogic of the géncept
of "too large a sample" does nbt exist apart. from cost effectiveness.

2. The researcher is forced ;p,relate numerical scores with
practicality instead of analyzing scores in and of themselves.

3. Post-hoc contrasts (e.g., Scheffé: Tukey) are‘computed oniy
around non-trivial (in the eQUcaticnal_Sense)*resu?ts. ‘

4. A statistical rejection Ean no longer be followed by two
contradiétory outcomes. In ordinary ANOVA, statisti;a] significance

can go with (1) no practical significance or (2) a practical difference.

With noncentral ANOVA, statistical significance goes only with Practica]'

significance because the appropriaie hypothesis is being tested.
If noncentral ANOVA becomes widely used, it would be desirable

to have easiiy used nonceﬁtra] F ‘tables where a researcher need only

@ -

‘\-.



specify ¥y Voo and § to obtain the torréspon¢1ng noncentral F value.
Tne variqug‘part1al tables now in existence are geared mainly for
power calculations and not réadi]y‘ugable (e.g., Tang, 1938; Cohen, 1969).
The overall.importance of the procgdures presented in this study ‘
is the bringing togethgr 6f statistics and practicality. This 5ynergism»
enables ﬁbt on]y‘mOrgfmeaningful presentatibn‘pf results, but also the
boweffq} use of stat1st1cs‘1n a complementary rather th:ﬁrritualtstic
_way. o |
) !The use of noncentral ANOVA can improvelthe quality of data analysis,
- while at the same-tiﬁe be stra1ghtfbnnéfd enough .for undérﬁtand1ng'aqd
use by practitioners. E. S. Pearson (1938, b;l§71) aptly described the

importance of noncomplex concepts for users: ' TS

If the object of the mathematical statistician is to provide
tools for practical use, it seems important that the connexion
between the abstract and the perceptual should be expressibie
in terms of the simplest possible probability concepts.
Noncentral ANOVA would seem to meet this critér1on while at the same
time provide a means of eliminating some of the crucial shortcomings

‘of the curféﬁtiy used ANOVA mode]l.
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