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This volure contains the papers presented at the SIGUCC Symposium on the Administration and
Management of Small-College Computing Centers held at the Sheraton Biltmore Hotal, Atlanta, Georgia,
June 9-10, 1972.

Though the material presented here does not represent a klueprint for successful operation of a
ssall collage computer center, careful study of the papsrs will reveal many solutions to probleas
most directors face. A unique feature of this volume is that the prohblems and solutions are given
by people who have been there. For the most part the material does not represent philosophic views
of individuals looking down from on high.

As in any meeting there are many acknowledgments that need to be given; to the SIGUCC officers
and especially Goruon Sherman for encouraging “he creation of the meeting; to R. daldo Roth and
George Heller for their service on +he planning committee; to John Hamblen for handling local
arrangeaents; and, of course to the speakers and attendees without vwhose assistance the meeting
could never have been held.

Gerald L. Engel
Pernsylvania State University
General Chairman

Harris Burns, Jr.
Randolph-Macon College
Program Chairman
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THE COMPUTING CENTER AT THE SMALL-COLLEGE: THE SENSE OF THE MEETING

Gerald L. Engel
Pennsylvania State University

The forces have met; th2y have agreed they have problems; they will meet again.

Such is the sense of most meetings and indead this one was no. exception. what was an exception
vas that some fifty individuals with the common experience of running small computer centers on
swall budgets got together to compare notes. This was a meetirng of those who had been through {¢,
and those that are in it, not a nmeeting of high bheliefs of howv things should be,

In wy opening remarks as Symposium Chairman, [ characterized the small college computer center
director as part teacher, part registrar, part dean, part business manager, part janitor, and partj
football coach. Nothing I heard in Atlanta chang2d my mind on this, and instead my respect for
these individuals, who will give so much time of themselves to bring adequate computing services to
their campuses, is justified, :

What did w2 discuss? The topicé vere

Sources and Types of Service

Programsing Support and Faculty Development
Administrative/Academic Interface

Computer Sc1°nce/Computet Center Interface
Conputar Center Policy’ !

Orientation and Organization ind Services of Users and Groups.
/

/

What did we learn? That given any problem there are many possible answers,

But to characterize the meetings by the sessions and the speakers is a mistake. The heart of
the me2ting was the contact with people with the same problems. It was the swvapping of programs and
materials that went on after the formal sessions had concluded. It was the knowledge of sources of
aid that could be called on vhen problems ccme up in the future.

All types of schools with all types of facilities were represented. The common bond was that
they had not had a forum for airing ¢heir views.

If there was a common gqround, in a sense, to the meeting it was this, The small college
computer center is a very individual beast. There are no magic formulae that will solve all the
problems associated with its oparation. Instead as many alternatives as possible must be considered
and from these the best choice must be selected.

From uy experiences at the meeting, I am convincel that the small schools have the people that
make tee best choices of altermatives, and it is ay hope that this meeting, and future ones like it,
will prove to be the place where the alternatives are presented and discussed.
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INTRODUCTION TO THE SYMPOSIUM

COMPUTER SCIENCE AND SMALLER COLLEGES

Preston C. Hammer
Chairman, Computrr Science Department
Pennsylvania State Upiversity

Of the many problems facing smaller colleges, the most difficult may well be the selection of a
philosophy adequate for these changing times. While fipanrcial difficulties cannot be disreqgarded,
these are protably easier to understand than it is to providz educational opportunities which
attract students. I have in the course of the past twelve years visited over 100 colleges. In many
of these I was asked what the college should do about the hyperactive computing field which was
customarily regarded as a threat by the mathematics faculty. The major handicap seemed to be in the
interpretation of the role which computer science eldncation might conceivably kave in a liberal arts
college. The intergretations of computer science amounted to regarding it as vocational training
rather than as a possibly vital component of a liberal arts education. Being a graduate of a
liberal arts college myself, 1 have some idea of the ideals which such colleges have. I shall
accordingly adiress myself to the roles which coaputers and computer science right play in colleges
and, conversely, what the colleges may contribute to this new area.

COMPUTER SCIENCE AND RATIONALITY.

Modern el2ctronic computers are time aaplifiers. They are, in common with all our tools,
extenders of our capabilities. Where they differ from such scientific apparatus as microscopes,
telescopes (space amplifiers),: accelerators, and other gear is in the universality of their
applicability. In virtually every area of crganized human activity there are at least some few

‘individuals making use of computers. Applications are being made in health services, natural

sciences, engineering, social sciences, architecture, fine arts, music, historical studies,
businesses, governsental agencies, colleges and universities. In some of these applications
cemputers do tasks which could be done manually but, in the best applications, *“asks are being done
which were nct possible before.

The versatility of electronic computers is, in large measure, due to their incompleteness.
That is, the computer enables a large number of specific tasks to be done by following instructions
provided for it by people. Thus @a ccomputer is not simply one machine; it is a possibility of
myriads of machines depending on the ingenuity of its human ussrs for the effectiveness of the help
it provides.

The computer is best at repetitive tasks. It can carry out millions of arithmetic operations
and make millions of decisions which it has been instructed to dc. It will also. carry out
manipulations with symbols with great speced when properly instructed. Accordingly the most used
branch of mathematics, arithmetic, achieves vastly increased usefulness when computers do the work.
Computers, when provided with proper software, can carry out formal differentiation better than
humans. However, prople have to do the planning and provide the software, even as other people had
earlier designed, made, and distributed the hardware.

The utilization of computers then requires study of strategies to reduce classes of problems to
computability. For example, I have stated and proved a rather 1largs number of +heoresas, If
computers are to be used effectively in proving theorems, then a study must be made of the
strategies and flows of proofs in each area where they are to be used. Now, on the working level, I
might claim to know hoWw to both generate and prove theorems. Yet I do not know a strategy of proof
which I can convey vo a computer. While workinhg on strategies of ©Pproof is a higher 1level of
activity than proving theorems, this does not mean that individuals who try to mechanize proofs are
somehovw superior to *hose who ably prove theorems, Howaver, I anticipate that there will be some of
the best matheaatical minds of the future developed in the attempt.

In some ways, the computer provides a means of separating the rational (i.e. computable) from
the irrational. Any process which w¢ comprehend thoroughly might be simulated in a computer, but
those which we do not comprehend resist reduction to & computer. The proktlem of mechanical
transiation of languages was once deemed a matter of doing a rather moderate amount of work to
achieve success. The attenpts provel that lanquage is not that simple, anrd 3 pew aPpreciation of
linguistic structure has been developed as a byproduct. It was once thought that computers would
make great strides in nmeteorology possible. Today we must admit that the weather is *oo poorly
understood and too coamplex to.be well predicted by any yet known means.

The computers are poorly suited for recognizing geometrical patterns. Biological problems are
generally beyond their scope, It is easy to stats medical problems for which solutions would he
desirabhle which are simply too ¢xpensive to solve now. It is easy to giva simple wathematical
problems which would be beyond the reach of computers even though, in principle, they would so be
managed. '

Thus the presence of a computer, which may be and has been used as a means of escaping the
rigors of thinking, actually encourages greater use of the intellect by the promise of amplifying
its product,
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There is scarcely a more rigid discipline than programming for comnuters. Vvery slight errors
lead to completely erroneous results as the machines follow inrstructions exactly. One mathematical
logician has pointed out that the discipline of prograrming is excellent preparation for study of
logic. Ccnvers=ly, a grasp of formal 1logic is a wuseful background for effective computer
programaing or computer design.

To put this in the context of this paper, there is much in favor of having computer science in
undergraduate programs in liberal arts colleges.

CONMPUTER LANGUAGES.

) Having bea2n responsible for the irnitiatior of two computer science departments, and having «
background in mathematics, I have mused on the necessity of establishing separate departments. The
immediate necessity arose because of the necessity of teachiny computer languages and software
design. In general, the electrical engineering departments do not teach non-2ngin-ering students,
and the *“eaching of computer 1languages was Pplaced or the sasme flane as tecaching ®nglish.
Mathematicians in universities, on the o-her hand, while accustomed to teaching service courses,
generally would not take computer languages seriously.

Accordingly it was necessary to start a new discipline. Almost everyone admits that the
learning of foreign languages is best started when young., The same is true of computer languages.
Whether the learning is for the objective of a career in the computer profession or for applications
in some area, developing real facility with computers requires more than casual efforts.

Despite several sporadic efforts <the computers have not yet been effectively wused in
undergraduate education in courses in most areas. This 1is not because it would be ideally
impossible to make use of computers, but because of the major revisions of courses whici would be
needed. Wherever the computer is used effectively, a drastic revision of educational procedures 1is
necessary.

I think that liberal arts colleges could take the initiative in experimenting wyith educational
vses of computers. This belief is founded on the dedication of faculty to education as compared to
the research emphasis cf universities.

Horeover, the cultural aspects of computers are-cer*ainly more likely tc be clarified and
presented by scholarly educators rather than by technical research workers.

PRACTICAL ASPECTS OF COMPUTER SCIENCE.

While somez colleges may not admit it, all colleges of which I.knovw are basically career
preparaticn oriented. Rare is *he student these days who feels he or she can afford to ignore
planning beyond the baccalaureate degree. Communication skills are acquired and coamunicating with
computers is becoming increasingly useful. Anong the sciences and nmathematics there 1is no
discipline  which prepares a student for employment as well as computer science does at the
baccalaureate l2vel, For almost all areas of gradnate study anrd research, prior study of computers
is an asset, with the possible exception of pure mathematics.

Why is computer science so practical? Because, what a student learns in one or more courses is
almost all used in any computer applications the student may later make. In contfast, how mnuch of
other courses really is that effective?

THEQRETICAL ASPECTS OF COMPUTER SCIENCE.

The theories needed for the study of computer science are ma‘thematical ir aspect but the
emphases are different. Constructive logic in general, recurcive functions, and algebra structures
of logic achieve a relevance in computer science which was not noted before. Arithmetic and algebra
are essential. Autcmata theory and formal linguistics are defined axiomatically. Graph theory and
combinatory analysis are of concern in analyzing algorithms and organizing programs.

How about such mathenmatical classics as geometry and calculus? Despite the tendency of many
computer scientists to belittle these areas in favor of discrete mathematics, both are important in
computer science. The calculus and analysis provide continuous models of real systems and
continuous implication systeas (logics) to deduce their implications. Since only a few of the
practical problems of analysis are solvable effectively in closed form, numerical analysts replace
continuous logics with discrete logics and enable more soluticns via computers. Fach real systenm as
we idealiza it is embedded in a four-dimensional space, hut usually the number of its parameters
places it in a higher dimensional space. The formns and shapes of systems are usually represented
geometrically. Hence geometry should not be ignored.

However, does computer science actually need any Lbut extant theories and interpretation of
mathematics? The answer is that mnuch important cencepts, as that of function, take on new life and
meaninrg in computer science. For example, I pointed out three ycars ago that the customary synonym
wtransformation®, used for functiocn, is better replaced by "transformer". This idea came to me when
I was interprating a computer as a function which transforms input (projram) into output. A
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This means that from elementary algebra on, identities have been misinterpreted in mathenmatics,
since they confuse the result with the process which produces the result. In computer science two
algorithms which prcduce the same results are not to be regarded as equivalent completely! 1In other
words, the distinction between a verb and the object in a sentence is relevant in computer science.

It was in using so-called random number Ss2gquences in computation that I jelled ay conclusion
that randomnesc is ncnsense, which it in fact is. Horeover, I have recently written an essaY on the
relationships batween algebras and georetries. These relationships are necessary to computer
science but hava never been clarified in mathematics. Why are they necessary in computer science?
Because each computer has only a finite number of symbols available, and it is necessary to use
these symbol structures to represent systeams. But the lanquage (algekra) of gzometry is finite, and
so is the language of analysis. It is more important in computer science, then, to find out how
these algebras work, than it has beer in mathematics.

Now in my estimate, the situation of computer sciencs with respect to ma:thematics is that
computer scienca is restoring the dynamic and culture-sensitive aspect wvhich was disappearing fron
mathematics. It is much easier to wuse the cook-book formulas of calculus than it is to design
effective programs fcr computers. On the other hand, a thorough knowledge of mathematics is needed
for many aspects of computer science. Small abstract systems may be manipulated by computers in
vays not possible by man. Patterns in such systems are still hard to discern using computers.
Finally, computer science provides one of the best filters for current mathematical effectiveness:
it shows the limits of our knowledge with disconcerting sharpness.

CONCLUOSION.

Liberal arts colleges can do much to save computer science froau becoming a merely technical
specialized field. This capability rests, in part, on the usual dedication of scholar educators,
and in part on the  mental energies of the studants. Since the computers will enable new symbol
structures, such structures may well be considered in liberal arts colleges. The research oriented
college teacher may find that analysis of data, collection of data, and control of experiments can
be helped by computers. However, such teachers should not be swayed toward trivial work, seduyced by
computers, but use computers to produce better results when it can be done.
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KEYNOTE ADDRESS

THE COMPUTER CENTER IN THE SHMALL COLLEGE

¥. Taylor Revelay, President
Hampden-Sydney College

William N. McBain engaged in a bit of crystal gazing as he contemplated the future of higher
education in an article entitled "Educ=*ion Ex Machina".! His hero, Jack, marched to college;
exchange® a numher of dollars for an equal number of tokens; select=d the course he would study that
day; and was assigned to an appropriate booth. There, after introducing himself to the computer, he
proceeded from where last hz had been in the course.

The computer analyzed his perfcrmance and set the pace for his further study. Jack placed a
token in the proper slct, and the comput2r proceedi2d to the next gquastion. If he answered that
qguestion correctly his token was returnad, and he deposited it again for the next question. #hen he
did quite well on a series of questions, Jack reczived more tckens than he had deposited. Further,
in addition to the “jack-pot" incentive, he periodically received a special token permitting him to
have an hour's coufsrence with the professor. The particularly able "Jack" could earn his way
through college and also spend many hours in close discussion wi*h hisprofessor.

The author elaborates the educational advantages c¢f such instruction:

"The writing of a program forces upon an instructor the necessity of logical
development. The analysis of errors makes his lapses self-evident, while the
common discirline of this approach to imstruction makes: comparable standards more
likely. The classroom boredom as well 3s the frequent absente2ism of the brighter
student 1is reduced, as is the lagging and con- Jguent bewilderment of the duller
one. Indeed, there is some reason to believe thac the laggard student is not nore
stupid, but only 1less gquick. Failing the develogment of the long touted 'smart
pill', it may be that all students parmitted +o achieve at their own rate (a
possibility naver before 'realized in actuality) will eventually arrive at a higher
plateau than previously believed possible.n2

This Orwellian glimpse into the future probably does more to frighten contemporary academicians
with the spectre of blinking, whirling, giant-sized computers gradually engulfing the campus than it
does to documant the educational validity of computer technigues. It is somewhat like the TV show
which described the university conmputer in the hands of an unscrupulous but brilliant technician.
Four students had manufactured an imaginary person complete with all necessary credentials in order
that they might use "his" credit card. The technician, in order to appropriate the identity of the
person thus created, used the computer “to murder three of them before his evil machinations were
discovered and he was unmasked. ’

I cite these two approaches to computers to illustrate academic and popular amazement, wonder,
and, yes, even fear of the computer. Its voracious capacity to abscorb 3ata, rearrange the
relationships of those bits of information, and regurgitate with split second timing vast quantities
of hitherto inaccessible calculations and ccllations, is enough to tfrighten the stoutest heart. The
high opriests who tend to its n2eds, constantly feeding its insatiable appetite for data and closely
guarding its hoard of mystic knowledge, increase the mystery for the wuninitiated and- extend the
fears so that the very mention of the name "computar'" strikes fear in the hearts of all who hear.
Thus, when Hampden-Sydney first secured a ccmputar and that fact was proudly announced at the
opening convocation, one student rushed to me quite perturbed. He did no*t want to have the college
own a computer, for he felt that the long~chearished personal gqualities of Hampden-Syndey's
educational pattern pust inevitably be extinguished.

Perhaps the most important aspect of the irrational fears aroused by the computer on campus is
the witness of those fears to the tremendous importance of “his new instrumert of modern technology.
To use the torm "new" in describing the computar may seem strang= in the academic scene of 1972,
Statistical analysis suggests that at least 2/3 of the colleges and urniversities in the nation have
some form of computing facility. A manual. prepared by the Association of American Colleges entitled
"poes Every Campus Need a Computer?"” seeks to inform the spall college of the virtues and vices of
adding a computer to their program. It poirts to the fact that th2 "Use of cozputers on the campus
‘has passed the innovative and status phase. The larger universities are so committed to their use
that they could not function vithout the assistance of computer programs. Many of the larger
liberal arts colleges have now arrived at the same position."?

Yet less than a decade ago a book, which was published in 1967 in fact, points proudly to the
fact that "more than 1000 are installed on approximately 500 campuses".* liowever, at that period
curriculum cfferings, although preliferating rapidly, demonstrated "little uniformity of opinion as
to what represents adequate academic training in computsr or information service®,S Furthernore,
“only a very few universities in th=2 country ....have faculty menbers prepared to teach in wrach of
thoﬁn areas, and are most fortunate if they can cover two or thren."s Under the auspices of the
[}il(jremendous progress has been made in bringing curricula order out of the chaotic diversity of
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the earlier years of the 1960's. Even so, the path of the small college in exploiting the academic
features of the computer continues to be obstructed by economic, organizational, and intellectual
barriers. :

Let me turn to a more positive statement concerning the importance of the academic uses of the
computer. One writer compared the cost of the computer operation to that of the library. He found
that computer budgets in the institutions under survey zmounted roughly to about one half the amount
spent on library budgets.? Another justified such an expenditure by pointing out that:

"It is safe to predict that within the next ten years a major college or university
vhich does not have adequate coaputer facilities will be considered as unattractive
as a college without a library... One even begins to hear it said that in

humanities and liberal arts programs there 'is a growing realization that the
citizen of tomorrow had better know as much as he can about computers."?

. That last comment strikes mcme. For it suggests that ccmputer science nust appropriately find
a place within the spectrum of the liberal arts. I sense the importance of this occurring not only
for the integrity of the liberai [arts, but also for the integrity of, computer science.

If +the role of +the liberal arts curriculum can be found in preserving the great ideas of
mankind, in und2rstanding man, in pres=srving his humaneness, then it must follow that a discipline
which speaks a language open to all men, which forces men to respend with precision and clarity,
which touches almost every other discipline, aust find a place in the liberal arts. It does not
seem too extravagant a demand to insist that some awareness of the nature and function of computer
science be a part of thc-experience of any liberally educated man. Just to know <*hat one 1is %o
return the strange looking card without punching, bending, or rutilating is not enough.

By virtue of its impact on all other disciplines, computer science remains essentially a
service discipline, and one of amazing proportions. Professor Richards describes this role well:

"The outcomes of technological revolutions are probably unpredictable. Foresight, at
least, was in short supply as to what would happen with each of the sudden wurheralded
accessions of power which have divided the last three centuries into pariods more charged
with hope and despair than even those marked by the coming of agriculture, metallurgyv, or
writing. Hhat was done with:steam? Hith electricity? With the automobile? With radio
and television? What has been done with the airplane? What is being done with nuclear
resources and missile capacities? What is likely tc be done with weather con%trol? 7Tt is
¢vident that immense transformations of human possibility that may 1look 1like blessings
can come to seem more like afflictions., Why should we think that a means to the increase
of human power, in many ways surpassing and transcending all of these together, will in
fact be more intelligently, more humanely, and more wisely used?

All the foregoing epochal steps may be regarded as extensions of familiar specific
capabilities; steam replaced and transcended wmen's and horses' mnmuscular energy as
photography and telephcny surpassed and extended the range of our distance receptors.
So, more widely, did radio and television. But the offerings of the computer go beyond
all such services; they extend the resourcas of the central nervous system itself. The
computer can supply an inexhaustible slave service for whatever w2 have the wits to
instruct it to do, Suddenly, we have a Caliban-Ariel executive that will achieve for us
all that we, in our wisdom or folly, can contrive to tell it how to handle.

Someone will reply that computers, by taking immense intellectual burdens off our
shoulders, will free us for precisely these tasks of ultimate choice, these 1legislative
acts. We: may hope so, while fearing that they will not. Almost all of us are products
of the assistance we can accept. Equally, we are potential victims of those who, for
wvhatever motives, would like to run things for us. Like all pewer sources, the computer
is not going to lessen our responsibilities but to increase then."®

Because the computer performs primarily as a servant to knowledge rather than a creator to
knowledge, the chief academic function of the computer center must consist in preparing the way for
other disciplines to Achieve new and hitherto impossible advances, The role of servant in this
sense represents no mean calling. 1Indeed, the computer programmer must needs ba, or soon become, a
liberally educated man if he is to fulfill th2 promise of his position in m2lding the language of
the computer with the language of each of a wide (ariety of disciplines.

Professor Roberts selects anoth2r but not too dissimilar analogy to describe this .relationship
between the computer expert and those with whom he is associated. The programmer is 1like Plato's
guardian who has come out of the cave, where men are subject *to the illusion that shadows playing on
the cave wall are ¢rue r2ality, and has reached the brigjht sunlight of reason wherein the nature of
true reality can be observed. HNow he, the guardian, must enter the cave and seek to instruct those
who mistake shadows for reality.to |

This is heady husiness -~ enlightening the enlightened! The computer programmer must not fall
[: ik:o an overweaning confidence in the ultimate absoluteness of his position any more than he can
K : : !
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permit the tanacious proclivity of wmost professors to resist any change which forces them to
reevaluate the entire base of their approach to “he data of their discipline. Ue remains a secvant.
But it is not a service ¢o the illusions of even a learned person's opinion. Rather his is a
service to the quest for truth. To that quest, in whatever discipline involved, he brings a tool
possessing vast capabilities to extend the reach of humanr thought. The computer programmer more
often than not will meet initial resistance to his efforts to serve, and nmust be sufficlently
knowledgeable and persuasive to convince the most tinid of the seekers after truth.

To have argued for the imperative of a service role in computer science in the liberal arts
college by no m=2ans is to deny the validity of computer science as a discipline in itself. In point
of fact, that wvalidity has never been in quzstion. The probleas instead has bzen the danger of
becoming so enasored with the discipline that the service role has been ignored. This is why
computer science needs the liberal arts ccllege., This is why such colleges aust look with careful
concern before institu=ing a department of computer science. It becomes enticingly easy for the
members of the computer Science cperation to be absorbed with just the exciting pessibilities of the
field itself arl with those stulents who share their interests., Important as this absorption may be
in the large uriversity for the proqress of the discipline, it should not, even there, encompass the
entirs attention of the computer center. 1In the small 1liheral arts college, where demands of
econcmy restrirmt the number of computer personnel, the service aspect must take precedence.

Orgarizationally care must be “aken to assure that the overall direction of the conmputer
prograr remains in the hands of a psrson with a comritment to the 1liberal arts. In general,
although not always in particular, +the achievement of this organizational goal means that the
director of the center should not be at the same time the primary professor of computer science.

Probably, withholding the establishment of departments of computer science can not be long
continued; but when necessity or visdcm force the establishment of the department, it Should be
because the service aspect of the computer has become So strorgly established <ha* other departments
are demanding greater sophistication in the training given on the campus. The demands of graduate
schools for better prepared students will also push the college in the same direction.

Farlier reference has been made to the amount of the educational and general budget which can
appropriately be assigned to the computer ofperation; namely, one half of the amount spant on the
operation of the 1library. 7Tn the manual "Does Every Campus Need a Computer?" (p. 16} a survey is
reported which indicated that in some instances cost ran as high as 5% of ¢the educational and
general expenditures. Although i¢ was quickly added that "colleges now above the 5% leval should be
sur2 they are getting enough fror their computer activity to justify the apparently excessive cost."
vhen one recognizes that the approved percentage for library costs in the Southern Association‘'is
only 5%, “he wisdom of the varning seems quite realistic.

However, vwhen one speaks of 2 1/2% or 5% of the educational and general budget, <he moment of
truth has come. It Jjust does not make serse to embark on a program involving a computer wuntil the
college stands ready to make a substartial commitment of its resources to th . urdertaking. And
having once begun the operation, there can he no turning back the ccsts without fataiiy harming “he
progran. Whils no statistics have come to my attention, and possibly because no statistics have
bean widely circulated, it seems likely that very few colleges have instituted computer service and
then withdrawn from the prograz -- another witness to the effectiveness of the program on the
educational process.

The problem arises in a different way. Seldom will the question be "shall we close the
computer cen*er?", Annually it will take the form of "Why can e not make our prodram more
sophisticated?", To do so, a memorandum from the computer center will succinctly explain, requires
only the substitution of a two-disk drive for the present single disk currently used. This will cut
operational time in half (from € seconds to 3 seconds) and it will also make it possible to lease a
different printer operating at quadruple the speed of the printer now in operation. The cost will
be only $700 -- a month, that is.

parenthetically, I have always had a harsh feeling for the manner leasing prices are quoted.
$700 doesn't sound so terrible until stuck bheside "per month". Of course, no one will or can rant
the machine for only a mopth, 2r even 9 months. It has “o be a year. There sceas to be far less
intent to deceive in the straightforward price of $3,400 annually. For the average small college
computer budget ($40,000) that means a 20% increase in cost! And that when faculty ‘salaries
struggle to make 5% and everything else is being reduced or held steady at best!

The terrible part about the memorandum from the computer center is *hat it is undoubtedly
correct. The level of usage, qualitatively at least, has reached that sophistication which nakes
the present operation woefully inadequate. New users and creative prcgrams are crying for equipment
sufficient for their mass and coaplexity. :

In most cases the answer to the memorandum cogently outlining the computer center needs will be
negative. This denial will bear no malice; nor will it reflect a frightenad and suspicious attitud-
on the part of the dean, the business manager or the president, It will simply reflect the fact
that there are no priorities for increased expernditures in most small <coullege budgets; and even
vhere possibilities for increases do exist, they will seldom arrive in 2Z0% patterns,



I speak of such dismal realities not to discourage but to w=ncourage you. The president may
indeed be an irascible, short-sighted obstructionrist; certairnly these are recognizable adjectives in
every president's experience. No doubt they frequently ring with truth. when, however, the
computel center comes for decision, there are few presidents (tht colleges of “he few are probably
deep imn debt and running a deficit) who will not feel a stromg commitment to support and strengthen
the operation of the computer center.

In those colleges where funds could be made available and where the adainistration has a strong
comaitment to the conmputer program, the battle is only half wcn. The second part of victory must be
woh in the computer center. There the functional operation of the cinter aust embrace the purposes
of the college and the purposes of the computer department if they differ. This embrace is no
private affair but must be publicly mad= and drav all of the college academic constitusncy to share
in the emtrace, at least all vho will. In short, the computer progras can be no esoteric exercise
for the initiated few who will spend long hours pursuing personal fancies and racking up "computar
usage" points for later reports.

The last part of the victory to be won in the center itself is the quality of th: memorandunm.
Mos: college deans and presidents have sought to acquaint <themselv2s with th2 functions of the
computer -~ and most of them have reen unsuccessful! Still, even in such an uninformed state it is
not difficult to distinguish a carefully planned memorandum from an irnadequatelv conceived one. The
need must be documented -~ it is nct enough to say a nev gadget has come out and the computer staff
wishes to experigent with it! The cost must be analyzed to demonstrate that the ©proposal made
represents the most efficient use of the ccllege's money. The persuasive line of one ahle salesman
may have sold the ccnputer director, but it is not enough to convince any tough minded “usiness
manager. when all of this has been done and the money is available, chances of success are high.
Howvever, should a negative response still be givan, one more gambit remains to be played.

Correctly administered, the «c¢-:1ter center becomes a Strong power center on campus. The
computer director can issue order: to 2ve2n the most revered of professors. If administrative work
falls within his purview, he cen boss: everyone on the staff., Naturally, then, the administrators
harbor a sneaking suspicion that the pow2r displays in the conputer center represent more +han
judicious and objective utilization of power. "Empire building" justly represents a dangerous
threat, especially on a small college campus, sSince empires on a campus are no less bellicose than
those which keep the world in almost constant strife. If the annual expansion memorandur has been
turned down, the smart computer center operator beats the administration to the next tactical
maneuver. He suggests the need for an objective consultant to be brought in from outside. His
presence and his report can remove the suspicion of a powsr gplay and can also give the
administration some thing to wave in front of the finance committee of *he board. ’

T have not spoken of and will not speak at any length about administrative use of computers.,
Acknowledgedly, such use does not save money either. It can 4Jive the extra precision and
information in many areas. In some others, manual operation continues to remain the most effactive,

1NcBain, William N,, "BEducation Ex Machina", Liberal Education, Vol. LV, ¥o. 4, December 1969.
pp. 497-504.

21bigd, p. 503.

IAssociation of American Colleges, Does Every College Need a Computer?, 1971, p. 2
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THE SMALL COHMPUTER: PKO AND CON

Raron Konstan
The Lindenwood Cclleges
St. Charles, Missourdi

A university computing center is unique in the diversity of users it supports. It must serve
the research and instructional needs of the faculty as well as the information processing needs of
the college administrators. FEach type of user makes different demands on a computer installation,
and for each typ2 of user a different computer system would be best suited. To a faculty member,
easy access to th. ccaputer by means of termirals arnd time shaving wculd be far more desirable than
faster memory cycle time or speed of input-output. Administrators would shutter at being required
to transfer information in and out of a cozputer at terminal speeds. Few comnéCcial computer
service bureaus are faced with users less compatible from a computer service point of view. These
incompatibiliti2s, as well as the companion problem of service priorities, are contirually plaguing
the nniversity computer center.

The conputer center director faced with this diversity of nesds is continually Performing his
Juggling act of services so as to offend the fewest people, and periodically he is confronted with
the problem of choosing equipment to cptimize his services. 1In this paper we discuss the advantages
and disadvantages of the use of a small computer to handle the diverse needs present in the college
environment. In particular, we will trea* the question of the use of a small computer to meet the
computing needs of the small liberal arts ccllege.

2. THE_SMALL_CONRUTER

At this point the dquestion arises of wpat is meant bty a small computer, At the Lindenwood
Colleges the small ccmpuisr is an IBM 1130 Model 23, with BK of memory, one disk drive, a 1132 line
printer and a 1442 card reader/punch. More generally, we will be speaking ¢f computerS that operate
mainly as d=dicated, stand-alone systems rather than those being accessed remotely and supporting
tipe-sharing systems; those that have =simple disk or magnetic tape monitor systems put 4o not
support a large number of input-output units. We mean those that are neither nminicomputers on one
end of the spectrum nor large number crunchers capable of multiprocessing or multi programming at the
other end of the spectrunm.

In subsequent sections of this paper ve will discuss the pe¢rformance of spall conrputer systems
of this type {rom a number of »oints of view.

2.1 Speed

A seeningly obvious performance criteria for a computer system is the measurement of the
speed with which a particular job can be carried out. The use of this criteria to compare
conputer systems is fraught with problems stemming from our irability to define a universally
useful method of measuring the relevant time periods. To illustrate this difficulty, consider
the following relevant time measurss: access time, turn around time, and potential for run
time optimization, Let us consider each of these time measures in turn.

2.1.1 Access Tinme

This is the time which elapses between the instant at which t! user decides to place a
job into the computer and the instant at which the job actually enters the compPuter. Hany
users corsider this time pericd to be the most critical. These users are mainlY those whose
job production is sporadic and possibly tied to their creative output, €.q., the researcher who
wants to use the computer to check out an idea he has but does not want to wait a day or more
before he can submit his job.

For this type of user, the small dadicated computer system, especially if it is heavily
used, has serious disadvantages. He may get to the conputer center and find that the only time
the conputer is free is next week on Wednesday between 3:00 and 3:30 a.m. At that point our
user is likely to get discouraged or lcck for scme other means for getting his job done. The
ideal system for this type of person is a time or remote-job-entry system where terainals are
accessible at strategic locations throughout the college or university as needed. It should be
made clear that such a user might be quite happy to wait overnight for his results, but not to
wait severa’l days to gain access to the system.

It i{s true that there are scme small computer systems, such as 4‘he PDP 12, which can
support remote job entry andsor time-sharing. Use of such systews, however, greatly increases
the cost of the basic equipment.

Frosm the point of view of the ccmputer center staff, access time is directly related to

[(:‘ program through-put volume. On a small dedicated computer an appreciable anount Of time is
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wvasted by the user who signs up for 30 minutes fto rur a one minute job, Time is also wasted by
the user who spends a large fraction of the time -ha® the computer 1is dedicated to his use
deciding what to do next., If a high voluwe of through-put is needed, the hands-on approach to
computer usage becomes unfeasible.

—_——me—emaaa

Here e are talking about the time elapsed from the instant when the job goes into the-
system to the instant when the results are prirted by the system. This time depends, of
course, on the number of Jjobs beirg run by the system at that noment, the operating systen
used, the priority system for runnirg jobs, and the internal spe€d of the computer used. These
times are especially critical in instructional uses Of the computer, The number of computer
jobs which can be run during a class hour canr be the crucial factor, in many cases, in
determining the success or failure of the use of the ccmputer in thatr claiss. For exaaple, we
use our computer in corjunction with a calculus class in such 2 way that a student introduces a
function into the computer which +*he machine thken fplots. The student can than change the
function or change the parameters in the original function and see the effact on the plo%. For
the proper interaction between the studernt and the computer %o occur, i*t is necessary for the
respcnse of the computer to be almost instantaneous. A slower response would lead to a loss of
interest on the part of many students.

If this measure of ccmputer speed is used, the small dedicated computer system can
compete with even the biggest systems. IL the machine is dedicated to a job and the oproblen
tackled is not too formidable, ths responsa times of the small systems are¢ more than adequate,
To illustrate, the solution of the well known Instant Insanity game¢ typically takes 10-20
secondis of CPU time for a student-written PL/1 program on th2 360/50. A similar progran
written in FORTRAN might take 40 seconds on the 1130. However, it shouid be clear that on the
1130 the time mentioned is actually the turn-around time for *ha* job. The studcnt user of the
360,50 at a neighkoring college in St. Louis would probably vait minutes, if not hours, before
he could g2t his results. In the latter case th:s turn arouni time would d2pend on *he usage of
the 360 at the time the job was submitted. Turn-around time on the larger system is. more
unpredictable and this, of course, might Lbe considered a disadvantage of larger systenms.

One sees, then, that machines with higher internal speeds may have slower turn-around
times for particular jobs. And it is the turn-around time and nct the CPU speed that most
users are concerned about.

2.1.3 potential for Run-Time Optimization

Here we are talking not. about an elapsed time which is used up in running a program, but
rather about the potential for saving run time by usxing a particular «computer system which
supports a given set of programming languages. 1In many instances the best computer system for
a given user environuent is the one which supports-the 1languages which ninimize <the users'
programming time as well as running time.

A business user will not want to program in standacd FORTRAN and, conversely, the
numerical problem solver will not want to use COBOL. The uszr interested in string processing
vill want a language more suitad tc him. Considering elaps2d time exclusively, it is clear
that there is an appreciable saving in programmirg and running time for the wuser if the
somputer sSystem supports a language well suited for his type of problem. Furthermore, if the
best language for the job is not clear a priori, the usei might well expect that the computer
center will make available ¢to him a selection of languages repr=-senting current programming
technology for hia to try.

A dramatic illustration of the relationship of language systems used to running time is
given in the following example. On the 1130 the solutions to the Instant Insanity game take
approximately 2~3 hours when programmed in SL1 (an interpretive lanyuage similar to P1l/I
vritten by IBM for the 1130}, a day or mere when programmed ir APL, and 40 seconds when
progracmed in FORTRAN.

In general, large computer systems support the widest variety of computer languages, but
there are a number of small ccmputer systems that are also quite good in this regard. The
availability, for example, of FORTRAN, COROL, SLY1, and iPL on the 1130 are enough to service
the needs of the vast majority of users.

2.2. The_Small_ccmputer

ER LAy L e ) =

_As_A_Pedagogical Tgol

Since one of the major functions of colleges and universities is the cducation of
students, it seens propar to investigate the efficacy of using the small stand-alone computer
as a pedagogical tool.

¥e have found that a small computer system gives the baginning stuient a batter initial

experience with computers than its giant relatives. Many of the liberal arts oriented students

vho take our beginning computer courses are apprehensive abeut machines in general and, in

particular, ahout so-called "thinking machines”, Such <tulents, we have found, can best be

convinced to use computers as patt of their learning expcrience if they are first introduced to
Ay
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them through the use of a machine small ercugh and accescible oncugh that the student feels
confident he can master its use. In addition, if the machine is operated on an open-shop basis
the student receives the reinforcement of obtaining igmediate reesults fron the jobs he submits.

As was noted previously, one <cf the problems of usirng the srall machine is the
unavailability of the vider spectrit cf software accessible c¢cn  larger machines. From a
pedagogical point of view, it woyld be desirable to have available to the student, for exanmple,
a variety of types of programmirg largjuages Tepresz2nting the state of the art in the field.
There are available for ¢the 1130, compilers and interpr=tars for a nussrer of languages even
though wha- is availabla is ¢: 1y a subset of the languagé with the sam® nave found on largert
computer systers. In recent npmonths string dnd list-proc2ssing langquag~$ have also hecome
available for these smaller machines., Thi: sofrware is certainly adequate fcTU the purpose of
acquainting studeits with the rudiments of tiese languages.

For th~ computer science student one muit he corczrned with the ajsaquacy of a computer
system for teaching mechine and assembler languagez, In this pedagogical arca the small stand-
alone compu*er c¢ffers some real advantages. Its pachine and assemhler larguages are simpler
and, therofore, mcre understardable to the beginning ¢tudent. The corrasponding languages on
the bigger machines are much too complex to use, as such, in introductory courses, so the
instruc*tor must he content with using cnly a subset of the lanquages or a simulator of some
simpler lower-level 1language.

The small dedicated comptiter with its small turp-around time gives the beginning student
the immediate reinforcement he often needs when programming in machine or assembler languages.
In as mnuch as 1t is possible to simulate simpler machines c¢cn more compleXx machines, these
advantages can, in principle, be made available on bigger machines, but not necessarily at the
same cost per student,

Anotker advantage of a small computev as a teaching tool results directly from its small
core size, This condition brings with it th2 necessivy for optimization of source and object
code as 1 fact ¢f life. Although the same concepts could be introduc=d on larger machines by
using prop:rly sized workspaces as there are in APL, the limitations seem pore arbitrary to the
student. To give the student thas impression that core is limitless ani optirizing code is a
wiste of time is doing a serious disservice to the student. A spall system such as the 1130,
which allows linkirg and overlaying of progranms, gives €ven the advanc=2d student the option of
writing programs which are reasonably ccmplex without learning sloppy Frogramming habits.

In short, the small computer @vidences several pecagogical advan*ages for the beginning
student at a small college. The disadvantages show yp when ctudents are advinced encugh to
need the languages, spezd, Or space only available on larger nrachines. 1In addiction, we have
assumed that the student generated usage is small enough that we can afforl %o have hands-on
usage with its associated spaller turn-around time. If sSuch usageé rises above a2 critical point
it becomes necessary to run the system in batch mode or go to a time sharel systenm, This, of
course, obviates some of the advantages Jdzscribed above, as well as adding to the cost of
running thes system, since it necessitates adding more¢ personnel and equipmnent.

2.3. Qperating systen

One of the facts of life at a small academic ipstitution is that the computer center is
often a one man ogeration, especially at the beginniang. This mears that this one staff member,
possibly with the help of a part-time secretary and some sStulent assistants, must Jo all of the
admiristration ¢f the computer center while at the same time teaching some programming courses.
All of the ordering, scheduling, software production, and softwWare and hardwarz maintenance
nmust be done by this same limited staff.

Therefore, the small college ccmputar center ideally should use a computer system which
is az fcolproof as possibls and easy to naintain, Urder the hands-orn policy we use at the
Lindenwood Colleges it is desirable to te able to have €v¥2n non-majors in computer science use
the machine with a minimum of prior instruction, free c£ the fear that they will ruin the
systen. \

The smail stand alone computer is ideal for this kind of usage. The eduipment involved
is easy to use and the monitor ccntrol larguage is easy %0 master. In two years of constant
use, our system has rarely heen damaged or even shut down Lecause of the incorrect action of a
novice usar., The major danger to the system from the user comes rather from the advanced
student -who tries to trick the system into doing something its designers never even dreamed
about. But in our experience c¢ven in thes2 cases the reculting systems problems are minor.
The computer centac staffs in charge of larger machines with their much more complicated
operating systems and monitor ccntrol languages would hesitate to give wusers this kind of
freedon.

2.4. Gost
In the Fprevious discussion several advantages of the small stand-alcne system have been

mentioned. But in these days of financial pinch it is the relatively low cost of a number of
spall systems on the market that tend to make these systems sc popular. A small college can
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add a versatile computer system to its facilities for a rental of about $15,000-¥27,000 a year
(or cheaper if they want to purchase used cquiovment and pa2y cnly for maintenance), a+¢ this
price they can get a system which can support computer science courses, @ variety oOf
administrative uses, and other instructional and recearch needs of the institution, such a
system doas not give one the versatility of an IBM 360 or a CDC £600 but *«he difference ip cost
is formidable.

As is clear to computer canter directors but rot always clear (at least initjally) to
college administrators, the cost of a comput=r center dO&s Ot stop at the rental or purchase
of the <computing equipment itself, Peripheral and support equipmert (Fkeypunch pachines,
sorters, cabinets, etc.) and additional staff tend to increase the cost markedly. Most small
colleges cannct afford the larg2 staff cost and equipm2nt costs necessary to keep a large
computer center operating.

3. REGIONAL_COMPUTING CENTERS

One of the suggestions being made to attain the best of both worlds (racely, to have access to
large computers at low cost) is the development of Regional Conputer Centers. Under such a plan 2
large computer center, preferably at a university, supplies computer power for surrounding smaller
schools through terminals.

It @wight appear that many schools would find this to be the only yay they can have access to a
computer system at a price they can afford. But more often a small ccmputer system can be obtained
at the same cost. Using a spall ir~house system as an alternative to participating in a regional
computer system has the added administrative advantage that ¢hc college which owns or repnts the
system has overriding control over its use. A remote computer System is usable only at ¢th= times
and in the manner dictated by the seller of the computer service. The individual 3institutiopns nust
decide, obviously, whether the advantages of a remote system outweigh jts disadvan tages.

It should be pointed out that there are computer systems which are capable of operating both as
a dedicated stand-alone system and as a terminal for remote entry to a largel system. The cost of
using <the system in both modes is cf course higher than either the ccst of a terminal Oor of a stand
alone systen.

4. SUMMARY

The small stand alcne computer system has a number of advantages in the acadenic environmente
the principal one being that such a system =vidences considerable vercatility a¢ low cost

On such 2 system, the turn around time is short, naking it ideal for anpllc\atmns vhere
immediate responses are desirable. Such responss is especially desirable for pedagoqlczl purposes
vhere the students need the reinforcement of not having to wait for extended periods of £ime to find
out whether or not their program has run successfully.

Smaller michines are easier to use in teaching machine and assembler languages, ?o\h because
these lanquages are simpler on the smaziler machines and again because of the reinforcement provided
the srudent by immediate response.

The small computer introduces the student naturally to the concepts of source and object code
optimization.

he smallar machines are easier to operate and maintain with the necessarily smaller computec-
cen teir staffs at small schools.

The disadAvantages of small machines 1lie first in the possibly lcnger access time and lower

‘throcgh-put rate which they provide relative to the bigger systens.

Ssecond, they provide limited space in core for running large jobs quickly. TIn order for large
jobs to be run on the small systems they must be broken up and run in parts, which may greatly
increase the run tige.

The smaller sy stems prcvide less variety of softvare support £or the user. It should be poted,
hovwever, that small systems presently on the market provide adequate suppcrt for most of the needs
of a small ccllege cr university.

our experience leads us to believe that for academic institutions of up to 1200 Students the

spall stand-alone computer system may be the cheapest and most efficient vehicle for bringing
computer facilities to the campus.
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INSTITUTE FOR EDUCATIONAL CCMIUTING

Fred We2ingarten
The Clarenont Colleges

The Institute for Fducational Corputing of the Claremont Colleges provides timecharing services
via a DECsystem10 (formerly known as a ppP-10) computer to cclleges and high schools throughout the
greater Los Angeles area. Operating as a non-profit service orgarnization, thz IEC is owned by the
Claremont University Center, the central corporat2 hcdy for the group. The hardvare link within
this npetwork serves as the basis for a cooperative program tetween IEC and the academic communities
it serves.

The network provides on-line szrvice to 13 colleges, including the Claremont group. A rescarch
hespital, a junior college and three high schools are also tied into IEC. The nearest user is at
our own facility, the furthest 1is 80 miles away. The tcrminals, DNumberirg £rca one to six per
canpus, are used both for academic and administrative applications, although educational ase
predcminates by far.

This type of use requires that IEC serve as a center for faculty education, software and
Curriculum development, and as a repository cf information akcut academic applications of computers
in all disciplines. In this role, IEC offers its subscribers a wide variety of academic computer
services.

since education of the using ccmmunity is its primary concern, the IEC provides its subscribers
with a wide variety of academic computing services in addition to the sale of compu*er time.
Schools ©participating in the IEC's timesharing system receive the services of consulting "circuit
riders", monthly newsletters, short courses conducted both at the IEC and at off-campus terminal
locations, and access to the library of acaderic software collected and documented by the Institute.
The circuit riders are IEC consultants, whose purpose is to provide on-Site consulting for the user,
to develop small applicatiors programs for him, to teach introductory seminars or programming
Classes, and to perfcrm minor maintenance and supplying of our terminals. Their time is distributed
among these funstions as the customer institution sees fit.

The IEC maintains a 1large library cf acadecic software to support the needs of users in the
humanities, sorcial sciences, economics, mathematics, education, psychclogy, and physical sciences.
Programs and applications developed at schcols both within the timesharing network and without, are
collected, testzd, documented, and disseminated by the center, Thus a cooperative exchange of

.computing expertise, curriculum development, and educational applications is encouraged among the

participating institutions.

Development of IEC

Two years ago the Claremont Colleges faced a protlem characteristic of one facing many
instituticns c¢f higher education, that of answaring the growing need for on-line <coOmputing service
for their studants and faculty. Yor th2 p:icueding year, the colleges had had a few terminals to a
Caltech DECsystem10 abou*t 25 niles away. #1lthougk <+“he =service was beset with communication
difficulties, enough experience was gained to convirce the faculty that the on-line terminal was a
valuable educational tool. The need for on-line service could not be met by expansion of axisting
facilities, which included an IRM 360/40 and an IBM 1130. The 360,40, on the pomona College campus,
was becoming saturated with administrative and other large batch work. The 1130 was us~d primarily
by students and faculty in open-shop mods.

We set several constraints when groping for a mechanism for supplying our computing needs:

13} on-line timesharing service is nevessary. It was felt from observing the impact at Dartmouth
and other colleges that th: educational impac* of timesharing was significant. At the same
time, research institutions such as the California Institute of Technology, the Massachusetts
Institute of Technology, and the Brockings Ipstitute (a private social sScience research

institute) were also using timesharing systems in research envircneents,

2) The system had to provide reasonable capvacitv. Pa=ed on early assumbtions that educational
computing meant writing little programs, many people are looking at »pini-computer timesharing
systenms. We rejected that approach because of cuar feeling that educatinral computing is not

trivial computing.

3) A cooperative approach was necessary to afford the resources we needed. No Single college of
+he Claremont group could, itself, support an on-linec ccmputer syst«em, Evern if funds could be
found, the marginal wutility of such a large amount would be greater if Spent on a broader

spectrum of institutional needs.,

u) In a cooperative approach, the distributed cocts must te directly and visibly attributable to

each cateqory of Service. This lessor hao bawan paintully learred by the colleges over their
history of ccoperation in many fields. Since there is, theoretically at least, a benefit to
cooperation, that benefit wust always he as apparent as pcssible to the participating

institutions.
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5) Extensive user support 1is necessary. Since the colleges were embarking on an intrinsically
expensive venture, even with shared costs, it was deemed nccessary to insure that the services
vere used W¥ell and were available to all potential users. We had noted that in many centers,
lack of usAr services vas a suktstartial barrier to many who could make good, effective use of

the system. BEducational use is even more sensitive to such a barrier.

6) A broader base of users beyond only the Claremcat Colleges would help support a faster
developnent or hardware capacity and user support activities, Models for such a broader
network existed in the form of the regicnal centers mentioned in the previous section of this
repcrt. On the other hand, no network had started from scratch without a major injection of
outside funds. By startinrg with a larger system we would be able to support a wider variety of
applications right away, and therefore have a better chance of starting beyond any threshold
vhich aight exist for a system to catch on.

The Institute for Educational Computing was formed as an organization owned jointly by all of
the Claremont Colleges, A basic (then PDP-10) DECsystem10 computar was purchased, and the Institute
vas charged with operating it as an educational resource ard sellirg services back to the Claremont
group, other colleges, and other non-profit users in the Los Angeles area. TEC has dafined three
basic goals it is trying to meet,

A. Provida effective and econoeric academic computing resources to iis customers.
B. Serve as a regional rzscurce for faculty consulting and trairing in computing, and for
the development and cataloging of educational software. This service <transcends the

strictly hard-wired netwcrk referred to in (A) above.

C. Serve as an intellectual center for applied computer science, exploring those areas of
computer technology of particular importance to &ducational and research users.

During the first year we had 33 termirnals installed plus fivé dial-up ports attached to the
computer. We served twelve colleges, three high schools, two research institutions, and a Jjunior
college. The most distant user was eighty miles away. V¥ext year vwe anticipate from forty to forty-
five terminals attached,

with our 1limited on-line storage, we have developed an off-line file storage procedure which
keeps user files on DECtape, small random-access tape files. A simple terminal command systen
allows the usar ¢to <call his files off ¢the tape units without worrying about I/0 control.
surprisingly to us, this system has run smoothly with very little problems. The quantity of file
requests crarely overloads ‘he operator; and users have adapted quickly and patiently to the simple
conmand language and one or two minute delay. In fact, though ve have added more disk space, nmost
of it has not gone to permanent user file storage, but mainly to increased public libraries and
publically available wcrk space. .

The equipm2nt was purchasel with the proceeds of a lcan which called for interest-only payments
during the first year. 1In this way, we helped alleviate the firancial burden of the first year's
operation. Later, as use picks up, the hardware will be paid off.

Terminals are scld on the basis of access, That is, users pay for ports into the system rather
than time and resources used by “hem. There are two fundamental advantages of this system to
academic users. First, it allows the college to plan itz ccamputing budget in advance without the
danger of an unpleasant surprise in the form of gross overexpenditures. Also, ve have discovered
that the control of computer access 1is an unstable system. That is, spall attempts to control
access tend to suppress valid student use beyond necessary limits.

Providing <terminals and access toa CPU is not what we consider our primary activity, howvever.
On-site consultants work with the users at their installations. The consultants, called M"circuit
riders", <trouble-shoot for the remote users, teach short computing courses or give lectures in
regular classes. They also bring problems ard complaints back to the operations srtaff, and so act
as ombudsmen for the user. This feedback helps us resctond to probtlems before they hacome serious.
Our consultants have ccamented that it is a surprisingly different experience sitting 80 miles from
the CPU trying to figure out what is happening. 1Installations providing on-line service can fail
for not recognizing that difference.

User manuals and other system documsntaticn are provided, of course. In addition, we publish a
monthly newsletter to our users coctaining information abcut new software packages and systen
changes. User complaints of general interest ire included in ths letter, along with our responses
to them. A small journal is also baing initiated this summer containing 1longer articles by our
users on their use c¢f the computer in education and research.

Our observaticn is that sof*+ware packages, prewritten systems design2d for nse by the academic
community, are becoming increasingly important for e¢ducational users, To rcraspond to this new
requirement we are building a larqge library of these aprlicaticns along with adzquate documentation.
We are also developing an on-line index to theca packages, along with a simple infcrmation retrieval
syster, designed to be useful to the faculty menmber who is a computer novice, but who is interested
in exploring how he could use the machine in his discipline.

RIC
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There are other IEC activities aimed at stimulatirg the academic user in the
sducational computing. A twvo-week summer training seminar was held to acquaint faculty
experienced with computers or in their use, and to start them on sof tware developnment.
consisted of full-day sessions, mornings spent in the classroom, afternoons in ¢he lab,
BASIC langunage prirarily. Another two-week session is being held this sunmer.

direction of
vho were not
The seminar
and used the
These sunper

prograns have been supplemented with lactures by other outside exfperts in educational computing.

O
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COMPUTERS IN SMALL COLLESES

Bruce K. Alcorn
National Laboratory for Higher Pducation#

%The work reported here was conducted while the author was at the Southern Réegional Education Board

INTRODUCTION

“he impact of computers upon our society is increasinrgq almost daily. This impact, while having
reached rost segments cf our scciety, is greater in some areas than in o+%hers. In the field oOf
higher education the impact is so extensive that the larger institutions coull nct operate without
then.

While computer usage by colleges and universities for the nost part started in the larger
schools, the pressures for such facilities are rapidly moving down into the shaller ones. They tOO
have computing needs in administrative data processing, in instruction about ani with computers, and
for some research. In fact, the possession of computing facilities is sometimes used as an element
in faculty anl student recruiting.

Terms such as "small" and "large" are relative. When referring to colieges in such terms, the
descriptior most of tan refers to student enrcllment; however, it cah also inClude variables such as
number of levels of degree offerings, facilities, and firancial strength. Here, a small college is
one whose enrollment is less than 2500 and the highest level of offering is the bachelor's degree.

OPTICNS FOR SMALL COLLEGES

The variety of oprions cf computing facilities for the small ccllege has rapidly increased in
the last several years. The following list of options is basically Sequential in terms of costs and
capability; however, the latitude within each is such that a great deal of overlapping eXists.,

1. 0ff-Campus Computers: No Terminals - Colleges have used the computeéIs at other educational
institutions, governmental agencies, or commercial organizaticns by physicallY transporting the data
and/or users to and from the campus. This type of service has usually been thought of as temporary,

or specialized, at best.

2. Terminals to Off-Campus Computer - Slow speed inexpensive terpirals ¢o a COmputer at a

university or a commercial vendor have been quite successful under the proper Situations. Distance
between the terminal and the central computer, and the type of use Can cause pProblems.

If the distance exceeds one hundred miles (a rule-of-thumb) the communication costs may exceed
the computer charges, especially if reqular telephone rates are in effect. Administrative data
processing is generally not too practical within this opticn, as well as other high input/output
arplications.

3. Cooparative Use of Computer; No Terminals — There are many aredS of vhe country where
several small colleges are in very close proximity to each cther. In such inf*ancc= the sSharing of
one facility can offer better and more flexible service than that provided bY the previous option.
The major reason why this procedure is not very popular is because in actual Practice it is very

difficult for such institutiorns to actually cooperate in major undartakings of any kind.

4, Mini to Small Computer Orn-Campus ~ This is probably the most pcpular option in use todaye

RERS iS Dheein St hesan SldaZoed&aT

There is no standard vrelative to what a mini-computer is as compared With small, medium and
large; however, one reference classifies it in the following manner:

TABLE 1t COMPUTER SYSTEM CLASSIFICATICN BY cCOSTS?

Computer Size Mopthly Rental
Mini under $1,200
Small $1,200- 5,000
Medium £5,000- 40,000
Large $30,000-150,000

The total annual operating ccsts for systems within this oOption wculd probably range from
$10,000-%$60,000, The hardware would typically range from ar 8K system with teletyp» I/0 plus one
symbolic and one comnpiler lamguage on up to a 16K system with disk or tape, Card reader and punch,
line printer, plus multiple lanquaye capability. The smaller of these yould be batch systems while
others might also have some time~sharing abilities.
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5. Coopzrative Usz of Computer; Terminals - The advantage of this over Option 3 is that each
institution has "something® on-campus., Soma use of this type is going on; howaver, at the small
college level, some one college usually has the central system and sells "timz" to the others. This
is then like Option 2 for most of the schools. There are some laryz:-scale examples of this option,
notably the 7Triangle Universities Conmputation Center (TUCC) in Research Triangle Park, North

Carolina and the Middle~Atlantic Educational and Research Cenrter (MERC) in lancaster, Pennsylvania.

5. On-Campus Computer with Coommunication Capability - This option ranges in hardwvare from
the high speed remote batch terminal (card teader and punch plus line printer) with no real stand-
alone ability (=xcept card to printer), to the so-called "intelligent" terminals to a small computer
(such as the higher end of Option 4) with the ability to act as a terminal to a large scale machine.
This does provide increased flexibility; however, the cost/benefit situation must be carefully

examined.
STATUS OF COMPUTER USAGE AT THE SMALL COLLEGE
To obtain some idea of the status of the situation in the small cclleges relative to the use of
computers, a look at the study by Hamblen? is in order. The information presented here has been
abstracted from the inventory report in such a manner as to highlight the small college data. It
was not necessarily presented in that report in the same fashion as here.
Table 2 gives the number of institutions of higher education by two enrollment categories and

four degree levels. There are 1,413 small colleges as definred here. 1In other words, 57 percent of
all institutions of high education can be classified as small colleges. .

TABLE 2: NUMBER OF INSTITUTIONS BY ENROLLMENT?
AND HIGHEST DEGREE OFFERED - 1966-67
HIGHEST DEGREE OFFERED

Enrollment Associate Bachelor's Master's Doc

____________________________________ torats Taotals
Below 2500 630* 783 297 171 1,881

2500 _and_over 143 —l8 211 __ S ;1 N —-236_
~IOTALS ______ -——113___ ---831____ -.508___  ___ 365 __ 2,477

*Total "Below 2500" and no higher than "Bachelor's"=1,413

l.ikewise, Table 3 presents population estimates of the number of colleges and universities with at
least one computer installed or on order to be in use by the end of 1967. Of the 980 institutions
with computers, 301 of them are small colleges. The percentages in Table 4 are computed directly
from the data in Tables 2 and 3. ’

TABLE 3: ESTIMATED NUMBER OF INSTITUTIONS WITH COMPUTERS*
' BY ENROLLMENT AND HIGHEST DEGRZE OFFERED ~ 19656-67

HIGHEST DEGRFE OFFPERED

Ercollment Associate Rachelor!s gaster's Doctorate Totals
Below 2500 Ti48* , TE3* 32 78 471

2500_and_over w105 ___ ———l3b —--182__ .--186___ __509.
TOTALS 253 189 274 264 __930_

-_—_, e e ——— ——— e s o o e —— e ———— et e

*Total “Below 2500" and no higher than "Bachelor®'sv=301
TARLE 4: ESTIMATED PFRCENT OF INSTITUTICNS WITH COMPUTERS
BY ENROLLHENT AND HIGHEST DEGREE OFFERED - 1966~67

HIGHEST DEGRET OFFERED g
J

Enrollmaent Associate Bachzlor's Mastecr!s Doctorate Totals
Below 2500 23% 205 328 46% 25%

2500 _and over ——-J3% __ SO 5 . T ——BR%F__ R -3, S ~B3%_
TOTRLS _____ o —e33% 235 -1 L. 228 40%_

»Total "Below 2500" and no higher than "Bachelor's"=21%

The computer hardware actually reporteds at the small cclleges is listed in Table 5, with estimates
of axpenditures for computer facilities in Table 6.

Q

ERIC - 19 \

Aruitoxt provided by Eic:



TABLE S5: COMPUTER REPORTED IN USE OR T0 DBE TN USE BY THF END OF 1967 AT
INSTITUTIONS WITH ENROLLMERTS LESS THAN 2500 AND OFFERING
AT MOST A BACHELOR'S DEGREE.
{1125 out of 1413 reporting)®

Type Fo. Type ¥o. iyre No.
BUR E 103 1 HON 200 3 IEH 1130 48
8UR 101 1 MON MARK XI 1 IBM 1401 36
BUR 205 3 MON 2000 1 IBN 1480 1
cDC G 15 2 MON 3000 1 IEN 1620 49
CDC LPG30 1 PDS 1020 1 IFN 360 1
CLY DE 60 1 U¥NI ATHENA 1 IBEM 360/20 9
DEC pDP 8 1 UNI 1004 1 I8M 360/30 4
GEC 115 1 UNT 9300 1
TABLE 6: ESTIMATES OF 1€6€~67 EXPENDITURES FOR COMPUTERS BY
ENFOLLYENT AND HIGHEST DEGREE OFFERED IN MILLIORS
OF DOLLARS?
HIGHEST DEGREE OFFERED
Eprollment Associate Bachelor!s Haster's Dogtorate Totals
Below 2500 8.5 5.0 6.2 18.6 38.3
23500 _and_over ~=13.0_ ———3eI -20.5___ ~-185.6__ ~182.8
TOTALS 21.5 8.7 26.17 164, 2 221.1

*Total "Below 2500" and no higher than “Bachelor'sv=13.5

It is interesting to note that according to this study, the swall colleges comprise 57 percent of
all institutions of higher education, make up 31 percent of the collages with computers, and are
responsible for 6 percent of the funds expended for computers by colleges and universities.

AN EXPERIMENT

In 1968 an experiment was initiated in order to gather some data pertinent o the use of
computers for instructional purposes in small colleges.® Three different ways oY%  options for
obtaining computing facilities are involved--terminals to off-campus computers, small computers on
campus, and cooperative use of 2 computer without terminals {(Cluster cf Colleges or Group).

Figure -1 identifies the institutions participating, shows their locations and indicates the
option in which each is invclved, Scme descriptive informaticn about each college is givan in
Pigure 2, and a listing of the hardware at, or used by, each is presented in Table 7. This latter
table, as well as all the following data represent the status as of May 31, 1970.°9 This experiment
will be essentially completed at the end ¢f August 1971 with a final report to be published by the
end of that year.

L e L TR

The staff of the Conputer Science FProject of SREB are involved in a variety of activities
contributing to the experiment, in addition to collecting the wusual data and administering ' the
project. These activities can be identified in three groups--Evaluation, Materials, and Services.

1. Evaluation - A case study is being written fcr each institution with the purpose of
allowing others to see what kind cf colleges did what with how auck. In addition, an attitude
guestionnaire was designed (o nmeasure attitudes toward computers in general) and is being
adminiscered to the students, faculty and administrators of the eparticipating schools to see if

attitudes toward computers have changed during the experiment.

2. Materials - Several items were, or are in the process cf being produced to assist the
colleges. They include an annotated bibliograrhy for introductory courses in computer education, a
prototype users' manual for a small collejs conput~r center, a listirg of the time-sharing services
available in the SREE region, a collection of 135 problems useful in teaching programming, computer
science, mathematics, physics, bhusiness, eccnomics, :rd statistics, a short course to provide an
introduction to IBN 1130 FORTRAN programeing, anl an instrument for determining machine independent

measures relative to courses utilizing the ccmputer.

In addition, Eaculty at four of the colleges received one-year grants from the NSF for computer
related curriculum developmant in chemistry, economics, natural science, numerical methods anad
physics. . The materials developed were diszeminated and demonstrated ‘to and critiqued by faculty
from all the colleges in a serins of two workshops.
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ON-CAMPUS HARDWARE

TASLE 7

FACILITIES STATUS AS OF JUNE 1,

1970

OFF-CAMPUS HARDWARE

1969-70
%R &I* MOS. MODE OF INSTITUTION/COMEARY
INSTITUTION USE OF USE UNIT USE UNIT LOCATION OF COMPUTER
Call-A-Computer, Inc.
Loyola 100 12 ASR-33(1) IN-UWATS GE-265 Long Islend, N.Y.
Call-A-Conputer, lnc.
Maryville 100 12 ASR-33(2) IN-WATS GE=-265 Los Angeles, Calif. B
12 ASR-33(3) IN-WATS GE-265 Call-A-Computer, lnc.
Wofford 100 1 H-P7200A PLOTTER : ) : Los Angeles, Calif.
- IBM 2741(4) LEASED L.k IBM 360/50 Auburn Univ, Auburn, Ala.
Huntingdon 100 et R el L R
ASR-35(4) IN-WATS GE-265 United Computing Systems
Kansas City, Missouri
Call-A-Camputer, Inc.
Millsaps 100 9 ASR-33(5) IN-WATS GE-265 Los Angeles, Califommia
ASR-33(5) IN-WATS GE-265 United Computing Systems
Kansas City, Missoun.:
Mississippi Rescarch and
Mississippi Valley 100 10 IBM 1050 LEASED LINE I5H 360/40 Develepuient Conter
State College 12 IBM 360/20(6) Jackseit, Mississippi
(8) University of Oklahoma
Murray State 100 12 IBM 1050 LEASED LINE IBM 360/50 Norman, Oklahora
’ LOCAL University of Texas
Hucton-Tillotson 100 8 ASR-33(7) TELEPHONE ChC-6600 Austin, Texas
Queens College 100 12 ASR-33 IN-WATS I8 360/75 Triangle Uniwversities
97 6 IBM 1050 FX-LINE Cenputation Center
Research Triavgle Pare, N.C.
(1) Two units capable of on-line use for the whole period. A third unit, for off-line tape preparation only, addued
from Decembér-May. Some free time available on an IBM 1130 and a UNIVAC 1108 at local induvstries,
(2) A second unit added from January-May, primarily for off-line tape preparation.
(3) A sccond unit added from November-May for off-line tape preparation only.
{#) Auburn University services used Scptember-December; United Compubting Systems from January-Hay.
(5) Two units capable of on-line use. IBM 1130 at Jackson State College utilized as part of several courses. CAC used
from Séptember-December; United Computing Systems from Tanuary May,
(6) Used for administrative .data processing only.
(7) A second unit added in November.
(8) Prior to Ducember 1, 1969, the central computer wa3 ‘an IBM 360/40.
*Research and Instruction
1965-70 ON-CAMPUS .
%R &I MOS. CORE DISK CARD SY#ED LINE PRIKTER
INSTITUTION USE. OF USE UNIT STORAGE STORAGE READ PUNCH SPCED MLNC
Peabody 53 12 IBM-1130(1) 8K 1536K 300 60 340 1/m.
Xavier: & 12 IRM~1130 8K 512K 300 60 80 1/m. e
) Storeage Accesa
Centenary 74 12 IBM-1130 8K 512K 400 60 80 1/m. Chapnel 11
Eastarn Mennonite 57 12 IBM~1130 8K 512K 300 60 80 1/m. .
Fairmont State 60 12 18M~1130(2) 8K 512K 300 60 8¢ _1/m.
Transylvania 70 10 IBM-1130(3) 8K 5128 300 60 BO 1/m. R -
' 1252 Cptieal
Page Readur
Atlanta University 100 12 1BM-1130 16K 1536K 340 6GC 340 1/m. 1627 CAIL-cOMP
Center Covporation 12 TBM~ 1401 () 12% 3000K 600 1/n. Plogtex

(1) Also available is a HP211l4A on campus, plus an XD3
(2) During the iast 2.5 months of the reporting pcrlod

Virginia University.

(3) Also avoilable is the IBM 360/65 at the Unlveroxtx
Kentucky was used some as park cf

@ Regional Computing Experiment, Computer Sciences Project, Southern Kegioncl Education Reaid
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(4) Used for administrative data proeossing only.

23

SIGMA 7 at

of Kentucky.

Vanderbilt University.
an on-campus ASR-33 was connected to an IBM 360/73 at \est

Aun IRM 2741 terminal to the University of



3. Services - Arrangements were made for a common library of prograas for those terminal
users using the same time-sharing supplier.  Ekach inutitution was vicited several times hy the
project staff and seven group meetings vera held with the principal investiqgators. These meatings
involved a variety of topics froam installation and management problems to curriculum develcpnment

project reporting.

Pigures 3-9 give some indication of the extent of the activities during these tvo years. Of
the twenty institutions involved, 13 have ccmpleted two years cf computer activity and the ramaining

seven, cne Yyear. Th2 figures show this with pairs of colurns for each type »f facility. The one
labeled "First" presents the first year data for all participating institutions regardless of
whether their first year was 1968-69 or 1969-70. "“Second' presents the second y=2ar da*ta only and

involves only those institutions which started with the 1968-69 acadesnmic year.

Piqure 3 d2picts the equipm=nt utilization in terms of the average numbar of console hours used
per month. This is cnly an approximation since coansole hours are not always measurad in the sanme

way. It must also be remeapered that for the "Grouvo" this is the average for the entire group and
not the average for each institution in the gqroup. The (N=1) refers to on2 dgroup of five
instituticans It should be noted that the <colleges with the "Small Computer" facilities also

utilized them for administrative data processing.

Figure U4 gives estimates of the percentagzs of the total stulent bodies (registrations) using
the computer facilities for instructional or research purposes. Figure S5 1is analogous, ©but for
faculty oparticipation., The data in parenthesas and the portions of the "Pirst" columns below the
broken line are the first year data for those institutions having comgleted their s2cond year. In
other words, the first year (1968-69) - data is separated from the 1969-70 first year data. For
example the three colleges (N=3) which have completed two years, had 16 percent of their faculty
participating during 1968-69, their first year and 19 percent during their second year, 1969-70.

Figure 6 shows the percentage of total facilities utilization for instruction, research and
administration. A separate IBM 1401 center is paintained at the Atlanta University Center (Group)
fcr administrative data processing. A separate IBf 360/20 is similarly used at Mississippi Valley
State College. Administrative use of small computers (IBM 1130's) ranged as high as 50 percent of
the total utilization at one campus during the first year and 46 percenrt at the same campus the next
year.

Althcngh apprcximately four times as puch was -expended to maintain the small computer
facilities as was spent on the terminal facilities (see Fiqure 7), the average expenditure for
instruction and rescarch use per registered student was only twice as much during the first year and
one and four~tenths as much during the s=cond year (see Figure 8).

Since the data shown in this report are partial (not. all institutions have had computer
facilities for two years), and what is even nore critical, the data is for the initial start-up
periods, interpretation should be kept in this framework and attempts should not be made to project
these data as bsing indications of later years of operatinn.

Figure 9 presents the averaye cost per participating student in each of the major acadenic
disciplines cr qroups within and for each type of facility. The seemingly high figures for the
first year for the "Group" ($5230) can be partially explained by the intensive usc2 of compaters by
students ir proyramming, computer science and social science. If these costs appear high, even in
their present context, the reader should bear in mind that few, if any, other aspects of college
instructicn are allocated on this basis. Usu&lly such cost as litrary operations are computed as
average costs per student enrclled and not on tha basis of usage.

Problens:

The problems related to the establishment and operation of a computing facility in a small
ccllege ar2 basically the same type as in a 1large wuniversity, only nmagrified because of the
inexperienrce. The start-up pains are of shcrter duration however, than they were ten years ago.

The wusual hardware and software "bugs" are still around, includinyg difficulties with vendor
ce, The collages often startsed out with, or grew into, a shortage of space, staff, card
punches or terainals and computer related curriculum materials. This was followed by pressures for
2rs, faster printers, additional software packages and bketter scheduling priorities.

A very consistent problem was that of a lack of faculty with computer expsrience, and heavy
teaching loads which made it difficult if not 1mposs1blo at times for inexperienced faculty members
to overccre this dnt1c1pncy.
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FIGURE 7

* AVERAGE TOTAL EXPENDITURES
(Instruction-Rescarch-Administration)

$88,964

N=29 ' N=35 N=1 N=1
Year First Second I First Second First Second
Facility Terminals Small Computer Croup (5 colleges)

D Institution - NSF

FIGURE 8

AVERAGE EXPENDITURE PER REGISTERED STUDENY

$26 $28
$13 $20 $13 $16
N'= 9 N =3 N=©6 N=5 N=1 N=1
Yeavr First Second . First Sccond First Second
Facility Terminals Small Computer Group (5 colleges)

D Instructional and Research Usc - Adninistrative Use

NS Regional Cemputing Experiment
" Computer Sciences Project
Q Southern Regional Education Board
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Even in this shcrt pericd, there has been enough evidence to draw some conclusions, even if not
final. 1In most cases the project has be2n successful from the college standpoint. In fact, sone
have admitted that they would be lost without conputer facilities.

Every one of the twelve institutions which is no longer receiving NSF support are now operating
on their cwn at the same level or even greater. Some even feel that “their computer™ is a positive
element in recruiting both students and faculty.

The beginners do need help in most arzas, but especially in getting the faculty actively
involved. The success of such facilities is strongly related to the leadership, "~ enthusiasm, and
attitudes of those really in charge of them; that is, the personnel making the important decisions,

The reader should be cautimns in 1interpreting the data vrelated to this experiment. The
emphasis is placed vron utilization of the different types cof computer facilities for instructional
purposes and does nct discuss research and administrative uses, real or potential. The reader
should keep in mind the following as he interprets this report:

1. The initial thirteen participating institutions had little or no computer use prior to
July 1, 1968, and the latter seven had little or none prior %o July 1, 1969.

2. The "first year" of computer use covered by this report varies from six to 11 months (see
Table 7). The "second year" is a full 12-month period.

3. The average total computer use inr hours per month during the second year ranged@ from 85
to 229 or from 24 percent to 65 percent of capacity based upon a maximum (conservative) two shift
oFeration {352 hrs./mo.). :

4. The characteristics of the institutions differ considerably (see Figure 2}.

"Because of the above, costs per participating student are still inflated as compared with
similar ccosts at centers which are several years old. However, the total costs do represent good
measures of "“start-up" costs for the different tvpes of facilities included. Seconrd year total

aZaas

costs increased 20-25 percent while costs per participating student showed a significant decrease.
As computer use becomes greater the operation of the facilities becomes more efficient and unit
costs will tend to level. This leveling can be 2xpectéed when the facilities approach two full
shifts (352 hrs/mo) of wusage. This will probably occur during the thirdé or fourth years of
operation. '

Footnotes

1John W. Hamblem, "Central Ccmputer Center Organizatrion and Computer Systems Options fgr
Institutions of Higher Education,' prepared for Prcceedirgs of Conference on Computers in
Instruction: Their Future in Higher Education, RANWD Corporation, October 1-3, 1970.

2John W. Hamblen, Inventory of Computers in

National Science Foundation, 1970).

S. Higher Education, 1366-67, (Washington:

3IIbid, I-5
*Ibid, II-3
50f the 1u13 institutions in this group, 1125 reported.

¢John W. Hamblen, "Computing Facilities in *he Small Institutions: 1966-67,? Proceedings of a
Ccuference on Computers in  the Undergraduate Curriculd. {(Iowa City: Center for
‘Conference and Institutes, Universicty of Iowa), 11.19 and 11.20. .

?7John ¥. Hamblen, Inventory cf.Computers, 1966-67., Ibid, III-2.

sngyperiment on Ways of Supplying Computer Facilities *to Small Cclleg2gs for Instructiogal Usgs"
is supported by NSF Grants 269-275, 277-280, 330, 404-u06, 417, U861 ard 1is being
conducted by the Computer Sciences Project of the Southern Regional Education noagd
(SREB). The Project Director is John W. Hamblen and the Asscciate Project Director is
Bruce K. Alcorn.

9Another related experiment was initiated by SREB during the susmer of 1970. It involves yet
another cf the options, mini computers, and is called "an Experiment on Otilizing Hini
and Very Small Computers for Instructional Wses," NSF Grants 1072 and 1111, This project
has a duration of three years, involves ten colleges in seven states (including Maryville
Collage}, and includes products of three different manufacturers.
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COMMENTS ON SOQURCES AND TYPES OF SERVICE

Whitney Johnson
virginia Council of Higher Education

I'd like to ask for a show of hands: low many of you represant state-supported institutions?
How rany represent private institutions? Looks like just ahout half and half. Okay. I thirnk that
we all know, and it probably is appropriate to re-emphasize, that the compu:ing needs of any
€ducaticnal institution fall into several categories. We may narrow thése down to three, roughly,
as being the instructional support area, the research support area, and the administrative support
area. (keeping grades, student records, reqgiszratier, and what-have-ycu). 0f coursz som2 would
have to add extensions to public service and othsr arcas, bhut you can usually break those down into
components that fit into one of these three. whether you have a small ins<itution with a hundred
students, or an institution with thirty cr forty or fifty thcusand studants, vyou hava all of these
compon2nts having a need for computing at your institution. Novw sons of you are only interested in
one of then. But someonre at Your institution also has to be interested in the others. As our
keynote speaker indicated, there are cases where you sinply can't afford to get involvad with the
computer in sowme of the administrative tasks, ard T think we should recognize that. We, as the
computer pzople on campus, need to look at projects to make a decision, or to halp our
adninistration make a decision as to whether it is cost-effective to do it this way, or should we
really djust say, "Keep doing it by hand. 1It's the best way."?

When you get involved with a statewide system cf higher education some way, you find that the
people begin to look at the money you sp2nd in a little different manner. They begin to say, "Hell
now, let's ses. We don't care, really, whether it costs you more from your budget to do it this
particular way. In the end result, it costs the state and the taxpayer less to do it this way.".
So very frequently the concern is not with th2 cost on an individual campus. The concern turns out
toc be with the cost to the *axpayer and the state system. So you have movements around the country
towards setting up large, massive central systems to serve the needs cf the state.

I+ was net too lecng ago tha%? right here in Georgia this was a heavily dzbated issue in the
legislature. There was a move hare to rut all computing within the stare--that is all computing for
t he various state agsncies and state-supported <educational irnstitutions--into one massive,
ce2ntralized computing network. That included all of the systems in the colleges and wuniversities.
That ircluded all the people, tcc. There would not be any Zowmputer Center Directors repor*ing to
college presidents. They were going to report to the computing czat at the state capitol. well,
fortunately--I think--there was enough discontent registered that when it finally qot through the
legislature, th2 educationral institutions had been exempted from this massive computer-czar
arrangement. However, I think that these institusions see the handwriting on tha wall and recognize
that they'd better clean up *“heir own house, so to speak, in terms of getting the dollar's worth for
the taxpayer within their own system of higher education.

In cther places around the country, w%we sce regional computing centers being developed. That's
what we are trying to do in Virginia, for example. They are doirg it in other states. They are
encouraging +the smaller institutions, located reasonable near, geographically, to major educational
instituticns, to go to the major institutions for their prirary compun%ter support. This essentially
says, then, that some of the smaller colleges may only have a card-reader-printer-type real, batch
station., Others may have an IBM 1130 with a synchronous comrunications hookup on it, gning into the
major ccmputer certer. The latter type of operation, in nmy opinion, has several advantages to the
smaller institutions. It doesn't say that they can't have scme small ccmputing capability to give
the student some hands-on capability, but it doves give *hem access to have major computing concapts,
the major computing languages, “he wide variety of languages, the wide variety of support at the
wrajor university nearby.

Yow in Virginia we made it a specific point to include the private institutions as well as the
state institutions in cur plan. We feel that by hooking up tc cn2 of the regional centers, you can
get a lot more computer power for your dollar than you really have to pay for that that you actually
use. : ! _

I think we see generally arsund the country a tendency ¢o mcve more towards what you might
refer to as a “hard monay" policy in university computing centers. That is, the open access idea of
the library is beginning to te nmoved aside in terms of, "If you'v2 got money, you can come and buy
computar time. If you haven't got money, wetll let the computer sit idle.". To som~ of us that 1is
a problem because we think computer cycles go to waste. ©But the nser must racognize that it costs
money to use it. Hard money is one way to do this.

I wculd 1like to make reference to our keynote speaker's talk again. He said that computer
costs represent about half of liLrary costs. I wasn't quite sure where he had gotten that. I hoped
he would be here, but I saw him leavirg at break time. A5 I recall, the President's Advisory
Committee suggested.that computer support ought to be aboutr equal *tc¢ library support, anrd that
library support ought to be, as Dr. Reveley indicated, abou* five porcent, I did a little survey of
the state higher-education agencies last December, arking hew much had been spant in each state for
education anAd dgenearal expenso. (now this, of course, runs everything together, but thaere is a
question of definition,). How wuch had been spent for conputing suppert, and how many students,
" ( count and full-time-cquivalent, were involved. Of course, the information I got back varied,
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depending on the responsibility of the individual who received the questionnaire. In some cases I
got fiqures for the whole state system; in soae cases I got figures for part of a system; in sone
cases I gct numbers for one individual institution.

I think the interesting part is that approximately threc percent of the total educational
general expensa is going toward support of computers. Some States were as high as seven percent;
some states were below one percent., Overall, it was arourd threas percent. This alsc snakes out to
be about forty-five dcllars per head-count student, or fifty-five dollars per full-time-equivalent.
Now naturally there are more heads than there are full-tinme equivalents because you get part-time
students added in. I don't kncw what all this means. I don't waent to imply that this is enough, or
anything like that; but it gives You a picture of wha%t is teirg spent around the ccuntry.

Now, we have in Virginia one regional computer center operaticr that I would consider fairly
successful, the Center at the College of William and Mary, working on a System/360 Model 5S0. There
are twelve institutions, both ©public and private, *ied into that center. Th2 community college
system is just completing what they call & student informaticn system, with all of their student
files for those institutions in the community cnllsge system that they are bringing up now--they're
rot doing them all at once, but they have about five--all of their files and <student records are
going to be maintained at <*he regional ccmputing center. There are rarallel operations at two
institutions this spring that have run very nicely. We think this is a good illustration of what
some cooperative effort can generate. ’

Another 1illustration from this same regional canter, we have an institution that is actually
larger in student bedy than the Ccllege of Williap and ¥ary that had a 1620 and wanted to upyrade
i+, We encouraged them to go to scomething that would tie into the regional center. Then, of
course, they wyanted feople %o write all kinds ¢f newv programs, and we said, “"Look, why don*t you
just go over to the regional center and talk to them and see what's there?®., when they finally did
this, the report came back to us, "They've already qo* programmsd ninety percent of what we need."
And so we have *his institution that is picking up packages that were already running a* William and
#ary, and doing their accounting, their s*udent records, and all of these kinds of things that
William and #ary was already doing, so there was no reason why this other institution couldn¥t use
them if they wanted to. I think most of you would have found this true had you 1looked a%t these
types of alternatives. You will find that <the university nearkty does have a fairly extensive
package of administrative data-processing prcgrams. Though you may have to give a 1little bhit on
wvhat Yyou have been doing, you can usually use those programs very, very effactively at almost no
programming cost. And that is very important to you, it seems to me.

We are nmore and more in +he ctate systems running intc state data-processing systems or State
data-processing agencies that are not involved in higher education, and ¢th2se concern me. I
personally believe that coordination of computing in higher education should be maintained within
the family of higher education. Of course this is where I differ with the director of the Division
of Automated Data Processing in Virginia.

ERIC “ \

Aruitoxt provided by Eic:



DISCUSSANT COMMENTS ON SOURCES AND TYPES OF SERVICE

Glenn Inqraa
washington State University

When Jervy Engel asked me to serve as a discussant for this session, I said I'd be pleased to,
but on second thought, asked how I chould prepare for the job. His advice was, "Have your sense of
humor, be prepared to fill in for Preston Hamaer if he doesn't make it, and if Gordon Sherman
doesn't show up. you can talk about NSF and ACH.™

Reflecting  oh these three pcints, I realized vith soms sadness that T was ill-prepared for the
role, PFPirst, as a Ccmputing Center Director, I don't have a sens<e of hunor. Second, as an old
Giant fan, I've had a recurring dream of being called to pinch-hit for Willie Mays, but I didn't
have 2notigh time to grow a heard or acquire the o+ker attributes necessary tn pinch-~hit for Preston.
And third, I believe Milton had a somewhat easier task in justifying the wiys of God to man than
Gordon had in justifying the ways of NSF to spall colleges.

Since my task wasn't rigidly defined, I'll feel free to comm2nt on this morning's speakers as
vell as those of this session. Jerry led off with a description of the dutiss of a computing canter
Director in a small <oll2ge, noting that you taught computaer science classes, probably served as
assistant dean, perhaps as reqgistrar, ardl quite likely coached foothall on the side. This reminds
me that in th2 old Jewish Bible, the Rooks of Kings, Jeremiah, ®zekiel and Isaiah were arranged in
that order, with the rationale that the Bocks of Kings ended in desolation, Jeremiah was all
desolation, Ezekiel beginrs in decolation and ends in consolation, and Isaiah is all consolation.
while the day of Isaiah is not upon us, there are some rays cf hope.

One c¢f Preston Hammer's swbtle comments provided one tay. Of course, he had wounded ume earlier
with the remark that anyone who could rememher ths CPC was too old to be herz (I started conmputing
with a 402 and 602A, and thought a CPC was really a computer!)., But his word of consoclation came in
his definition of a valid computer application: if you reclly know hcw to do a job, turn it over to
the computer. Be reassured - no oné will turn a Computing Center Director*'s job over to a machinet

Gordon Sherman éxglained NSPF's primary mission, and iy a resronse to a question, indicated that
there was little prospect for direct help to spall colleges. As I indicated =arlier, I <can feel
sympathy <£for Gordon's position, because I found myself in siwmilar spots a number of times during ay
years at NSF. But if we accept the view that the Sabbath was made for man, and not man for the
Sabbath, then a ccncemitant view should be that federal agdencies were created to help institutions
of higher education, and not the converse.

The point of this is that although we've all taken parts of our educational responsibilities
very szriously, we've all naqlected on2 significant part. We have worked hard to introduce the
computer to our faculty colleagues and our students, and to explain it to our administrations. But
how many ¢f us have tried to educate taxpay<rs or legislators to the importance of computing? We
may let cff some steam in talking to Gordon as a representative of NSF, bu+t he domsntt set policy -

some ex~Pfc. Wintergreen in the Office of HManagement and Budget does that. You all have Conqgressmen

and Senatcrs, and you have an educational challenge there.

The Presence of Dr. Reveley at a meating of this sort is significant. Jus* the fact that, as a
ccllege president, he had faced the qu2stion of whether his college needed a computer, and had
reachad an affirmative conclusion, is important. But obviously, he has investigated issues related
to computing, and its role in a liberal arts college. He had studied costs for computing centers
nationally, and ccmpared them with library costs. This is a frequent comparison, and it has some
hazards that I'll return to later.

Pr. Reveley spoke of the exchange of nemoranda with his key faculty on the subject of
computing, and at one point came to th® surprising conclusior that the Computiny Center Direactor can
boss everyone on campus. Jerry Endel aust write 2loquent memcranda. BY contras:, I recall the case
of an exchange of memoranda in which the president criticized one criginating in the Computing
Center as laien with jargor and <cliches. The president received anothar memorandum from the
Computing Center Director nnting that his jcb required that he put his shoulder to the whe2l, kaep
his nose to ¢th=2 qrinistone, his eye to the future, his =ar *o the q:ound, and the wolf from the
door, and he didn't have tima2 to develop a new writing style.

I've filibustered long 2nough, and will turn to this afternoon’'s session. Aaron Konstom gave a
good frawevork for the typical small college cinter, ohserving that it was essentially a one-man
operation, that it had to be cost-effective, with cos%t as the over-riding consideration, and that a

Director typically adopted a minimizing princigle of operation: make as few people angry as
possiblo He also noted educational advantages of a srall computer: students are aware of the
finiteness of r2sources, and learn criteria for the quality of a program - reiuce core size and

optimize run time; further, *here is an opportunity for hands-on experience. [ believe the first of
these is a real advantage, and it is true that big - computer people have a certain type of
provincialism that leads them to underestimate how much can be donc on a small computer. The second
point - hands-on experienc? - shnuld be guesticned, I holiecve., The fundamental question is hands-on
vhat? Clearly, anyone who submits a job to a computer has had his hands on something - deck of
cards, keypunch, terminal,:etc. But how much is learnirg advanced by actually operating a computer?

.
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?his 1leads into the next prasentation by rred Weingarten. Pred outlined a half-dozen
approaches to reqional cooprrative computer uses, and listed ths five criteria on which his own
center chose its .equipment and organized its operation. H& noted tha+t in his opsration, when
students or faculty had a choice between operating a =tand-alone computer cr a terminal, terminals
wver2 anch more popular, and stand-alone use withered. This may not be a universal phenomena, and
many of us can't afford the luxury of providing the choice. :Howe¢ver, i% doss provide a commentary
on hands+~on-a-coamputer experience, and suggests that alternatives may be viable.

Two other <compents by Fred merit attantion. He said that one of the criteria for his center
vas, "Computing service alone isn't enough." W2 all believe +his, and I don't know what the
implications are for a basically one-man operation, but we are back to ar educa-ional problen. He
also called attention to matters of financing, billing and accounting. Scme of you have said that
you don't bill for computing services, but I doubt %“hat you can cecntinue to avoid it. P=arsonally, I
don't believe thz meek will inherit the earth - I believe auditors will - and for this reason as
well as for intarnal justification, adequate accounting seems necessary and inevitable.

Whitney Johnson enlarged thc scope of discussion of cooperative efforts to the statewide level,
and in dcing so, forces us to examine some potential problems. This ccmment wmay seem to apply only
to state-supported institutions, but I believe <there will be a very strong trend to statewide
networks that may include private cclleges as well. The burden this will place -on privite colleges
is the examination of the alternative way of securing conmputing services. And one cannot dismiss it
with the argument that communications costs are high if the distancas are large. To return +*o0 one
of Raron's points, it is the total cost that must be considered, and computing costs may well be low
enough to cffset the communications hurdle. WHearly all of us who have been involved in regional
computing projacts have found that participating colleges have overestimated the amount they would
spend on computing services. '

Whitney no%2d that those individuvals whc propose state-wide netwcrks tend to view this from the
standpoint of total cost for the system, and suggested that the global cost optimization might not
coincide with optimizing costs on a local basis. He also pointed to potential pressures to have all
computing done in one massive center, with a campus director reporting to a state computing czar
rather than through campus channels. There is real protential for a problem hare. Perhaps some of
you find yourselves in a position similar to mine with regard to equipment acquisition. 1In my honme
state of MWashington, every computer-related acquisition - including keypunches, terminals, and
acoustic couplers - must b2 approved by the State Data Processing Coordinator, for all state
agencies, including colleges and universities. We are fortunate: our state coordinator is a very
able, knowledgeahle man who has a broad vision of the role cf computing, and he has assembled a
staff that 1is intelligent and capable. I can imagine a less happy situation in which a man in such
a position might regard his job as one of holding the line or minimizing costs without regard to
benefits, I believe the writing on the wall is clear - as Computing Cent=r Directors, we must be
willing to consider state networks with an open mind, but having reached a conclusion, be prepared
to document it. And I believe there are excellent reasons for a director to report throngh existing
campus channels, rather -than to a state czar; we may even find allies in our own administrations on
this issue.

The final speaker, Bruce Alcorn, shifted our attention to the national scene, through calling
attention to th2 tabhles in his paper, “"The Role of Computers in Small College Management.® Bruce, I
did have a gquestion atout Table & on page 12 of your paper: does the first half of the table apply
to fiscal year 1966-67? (Bruce Alccrn replied that i* d4id). This is a yvery significant table: it
shows that expenditures for computing in higher education more than docubled in the three-year period
from 1966-67 to 1969-70. And the footnote calls attention to a particularly dramatic increase: for
institutions with enrollments 1less than 2500, and offering no degree higher than the Bachelor's -
i.e., that class of institutions that forms the primary representation here - the expenditures
increased from $13.5 million to $44,7 million, a more than three-fold increase! But it is the total
figure fcr all of higher education that is most likely to capture attention: $472 million in 1969-
70. .

The latter figure reminds me of the Pierce Report, and suggests a hazard tha%, collectively, we
face. The so-called Pierce Report was published in early 1967 as a report by a parel assembled by
the President's Science Advisory Committee, and chaired- by Dr. John Pierce of Bell Labs. It
considered the role of computing in undergraduate education, anrd presented a numbher of
recommendations. The one recommenda“ion that really caught attention was +he one that, if memory
serves correctly, expenditures for undergraduate educational computer use shoull reach a 1level of
about 3400 million in 1972, and that the federal qovernment should provide ahout 3/% of the total.
Even in Washington, D.C., figures in the range of $300-3400 millicn are noticed, and I'm afraid this
looked 1like the initial excavation on a botromless pit -~ it scared the pants off some people, and
led to a classical gambit: conduect a low-cost experiment to datermine the feasibility of the
Report's recommendation. The results are clesar - the  experiment 1is withering away and the
recommendation is gathering Adust. I reqard ¢his as a classical example of a revolutionary proposal
that makes sense, but for which there was no adeguate edncaticnal campaign in the Tight c¢ircles.
This may suggest that we're playing with fire, but I wonder where wa'd be today if one of our aearly
ancestors hadn't been intrigued by flames.

Q
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PACULTY DEVELOPMENT

louis Parker
North Carolina FEducational Computer Service

My organization, the Ncrth carolina Educa*ioral Computing Service (NCECS), is a regioral
ccmputer center currently s2rving forty institutions of higher <ducation in North Carolina. We have
been heavily involved in faculty training since our network kegar in 1967. After about two years of
network operation, we realized that computer usags in disciplines other than computer science was
very limited. We saw a need for efforts by the central staff to develop computer use. inh the
physical sciences, the social sciences, business administration, etc. I would like to spend my time
today no* on technical ¢training but on NCECS activities to promote cGmputer use in a variety of
disciplines -~ an area we call "curriculum development."

We received a grant from the ¥ational Science Foundation 2-1/2 years ago to support a statewide
program cf cooparative curriculuz development. The program has included collection and development
of curriculum ma%terials, introducing the materials to faculties and students across the state
through wcrkshops, documentation, and supporting the materials by both technical and information
services. One of the first things we did was to create a position of Curriculum Developmen* Hanager
on the central staff, and to obtain som2one who was primarily an educator (with brcad interests in
computer applications) rather than a ccmputer scientist. The program described below has been
managed by Dr. Joe Denk, Curriculum Develcpment Manager for NCECS, and the following description was
derived from his rerorts.

Since 1 Yovember 1969, approximately 700 different packages of computer-based curriculum
materials have been collected from outside sources or developed by the ECS staff. Although many of
the packages have potential uses in other acadenic discifplines, the materials have been categorized
as follows: acounting, biclogy, business administration, chemistry, econonics, humanities,
interdisciplinary, mathematics, Fhysics, sociology, statistics, and technology-engineeting. A
limited amount of material has also heen collected in data prccessing and in psychology.

Collection of a package does not necessarily lead to full availability to a user. Those
involved in transporting materials r~alize the problems created by differences in machines and
programming languages, as wall as the barriers to importing educational philosophies associated with
materials. Therefore, NCECS may give a package =ither full or low sufpport.

A package which reaches full sdpport is available to run at the Triangle Universities
Computaticn Canter (TUCC) from & documented library. Lowvw suprort means that NCECS has the materials
but that they are not iumediately available on the computer fcr one or more of the fcllowing
reasons:

(o)) A program may not be translated into a language supported by the IBM System at TUCC.

(2) Materials may not be of interest to more than a few users.
(3) Documentation is insufficient.
(4) Programs or materials are not completely debugged.

-

NCECS ©fpublishes a catalog-journal for each of the disciplines mentioned ahbove. Program and
Literature Servics (PALS) was published for the fifth time lPecember 15, 1970. That issue listed 392
packages available at NC®CS, the 1locations of sevaral packages not yet obtained, and a limited
nunber of reviews of literature on ccmputer-based materials.

PALS is published not only to inform us2rs of the availability of packayges, but also to inspire
work toward importing packages into the network and to keep a running tally of the evolution of
packages toward <full support. It has proiuced requasts from outside North Carolina for 1,000
programs and from inside the state for 300 proqrams. The August, 1971, issue of PALS contains about
700 packages.

Availability of materials is lavgely duc to efforts of the curriculum development staff of
NCECS. However, a significant proportion has been made available by faculty membcrs and students
under two funded programs of NCECS: a summer program involving full-time work (12 have been
funded), and a small project program not involvirg releas2> time (20 have heer funded). These
programs were geared to transportirg and bringing to full support existing materials, as well as to
creating new materials -- 76 of the 700 packages were created in North Carolina. The curticulum
development staff also created a few new packayes.

Priority for achiaving full supfort was given to materials which run better (or could only run)
on a large computer like that usaed by NCECS at TUCC. This priority did not exclude materials which
@ also run’ on smaller installations, but it did reflect an emphasis on the unique educational

] 34



aspects of a large computer. Among thesec aspects is the ability to store and handle 1large complex
sirulations, data bases, data handling sys+ems, conplicated tutoriale, and statistical packages not
available to small rpachines. Develcpaent was not limitsd t0 thess large, conmpléex systems, since a
vide spectum of materials is necessary for education. Re-creation of this spectrum is impossible
for each installation. Priority in support, therefore, wvas also given to npaterials thought
necessary to produce this wide spectrunm.

During the academic years 1969 to 1371, NCECS ran 32 workshops invclving all of the disciplines
in which materials are supported and several additioral disciplines. These worksheps provided one-
on-one training in the wuse of over 200 computer-based packagess tc a total of 1173 participants.
This meant twvo days of training in the actual running of packages for approximately 400 teachers and
100 students. Of the 104 instituticns of higher learning in North Carolina, 76 were represented,

In the majority of the workshops, "group l2zders" (teachers receiving summer avpointment by
NCECS} coordinated the activities of their own disciplines. When it was possible, authors of
packages or experts in the wuse of the packages were brought in from inside and outside North
Carolina to aid in the training. In this manner, not only were materials transported but the
educational philosophies and theoretical bases of the packages were brough:t in also.

Since soma of the participants had no previcus programming experiencaz, during most of the
vorkshops the NCECS technical staff (assisted by some experienced users) gave <chort courses inh
beginning skills in programming languages, Job Control Language, and in the use of several packages.
They also proviiad one-on-one training, assisting the group leaders. In this way, they provided
user service oriented toward the discipline rather than merely toward computer science.

NCECS publishes tw0 1levels of documentation ~- a brief form referenced as "LIB-ECS" programs
and a teaching unit called a Computer-Based Educational Guide (CEG}. The rpurpose of the LIB-ECS
documantation is to give brief instructions for using a package and to touch on the theory and
educational approach involved. A CEG is intended to amplify these instructions and the nducatlonal
philosophy of the package. To data 33 LIB~ECS documents and 11 CEG's have bean published.

NCECS takes a conservative approach to documentation; no documentation is produced unless a
package has reached some degree¢ of acceptability by teachers in workshop and classroonm tests. This
approach explains for the most part the availability of relativaly few Jdocuments —-- only U4 out of a
possible 700. Almost 200 programs have been tested in workshcgs ard over 100 have been used in the
classroom. A total of 77 programs are actually available on the computer.

Another cause oOf the 1low number of available documents is the difficulty of getting
documentation out of anyone. Almost 50 documents are now in greparation.

NCECS wmaintains an automated memoranda index which gives a documentation bibliography followed
by 2 Key-Word-In-Context index. Another automated system wsaintains a wuser 1list by discipline
involvemert. The communications system provides easy dissemination of appropriate information and
results inh quick feedback from users. Currently, there is a lag of less than two weeks between
announcements of and subsequent requests for available documen*atlon. Wworkshops and meetings carn be
arranged assuming the same quick response,.

This information service has taught NCECS a valuablé lesson. Cnce direct contact can be npade
vith active or potentially active faculty users, irnterested personnel become involved. Indirect
contact with administrators and departmental chairmen did not produce nmuch involvement during the

early curriculum development activities of NCECS.

I realize that I have bLkeen talking about a large central facility having substantial HSP
support (although the activities I described vere designed to meat the needs of small colleges).
The regional network offers one reans of providing such services to the smaller institution. IXf
there is general agreement on the need for this %ype of suppert on the small college campus, then we
should try ¢to adapt these concepts to the environment of the ccllege with its own stand-alone
equipment and limited resources. I propose this as a topic for discussion later in the session.

Q
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THE TRAININRG OF TEACHERS IN TEE USE GOF COHMPUTERS
. IN THE CLASSROON .
Pamela McGinley
Technics Education Corporation

Since the use of computers is increasingly common in school administrative and instructional
programs, teachar and administratcr training is of utmost importanc2. Teachers and adaeinistrators
are being called upon, increasirgly, to make important and costly decisions regarding curriculua
content, computer languages, and equipmen*, as well as the administrative side regarding scheduling,
grade reporting, budgeting, etc. Too often these teachers and administrators have haa little or no
appropriate preparation for this respcnsibility.

Traditional college and university courses in computér programming or data processing have not
been suitable for the special reeds of teachers or administrators. The typical course 1is PORTRAN
programming with 1no exploration into the why or the how of conmputars, no discussion of appropriate
teaching methods and materials, and no motivation in using the computer to extend instruction.

Part of the reason for lack of college lavel courses for teachers and administrators is that
there has been in the fpast vary little dewand for such courses. Now, pressure is being applied to
teacher preparatory institutions from two directions. Stud2nts entering «college have had an
introduction to computers in high schocl arnd are pressing for further education, and high school
tecachers are demanding inservice classes.t

There must be instruction to equip all teachers and administrators with the knowledge and
pmaterials they need. There are two distinct areas of trairing: inservice training and initial
training in the universities and colleges. The experienced teacher is confronted with new topics,
and university educaticn methods courses need new slements.

In either initial +training or training of. established teachers, it would appear that the
mathematics staff is best equipped to deal with computer related materials. However, it is not
essential, and indeed it is undesirable, that a generzl course on applications be the sole domain of
math departments, A general course Gemonstrates the broad relevarnce c¢f computing to diverse human
acvtivities, and hence involves the social impact of the computar. With regard to the training of
established teachers or administrators, the approach to the material is different than in university
courses. )

It has bzen suggested that the introduction of computing to teachers might be patterned after
the same methods which they themselves use in their classroom. It is most important, however, to
deal with ¢the subject in more detail than the teachers might do with their pupils. These teachers
have an intensive knowleddge of the school situation and are generally nmuch more critical of the
innovation cf computing.

To run a course aimed at being an education course, rather than a computer prodramming course,
can be a harrowing experience; proparly run, it need not ba. Once the teachers have grasp=2d ¢the
basic ideas of computing, critical and most worthwhile discussions arise as to what we are trying to
do and why. Personally, I find these discussicns ir this area most stimulating and consider it
quite essential for anyone in the area of curriculum enrichment.

I+ is very easy to complicate the teaching ¢f computing., However, only logical thinking is
required. Important recent dev2logments in interactive terminals, mark sense card readers, and
conversational languages have made ccmputers e=asy.to use in the school enviroanment.

Conversational 1languages, ®&cst notably PASIC, have made the biggest impact on our approach to
computing in schools, ard therefore tc teacher trairing. It is now no longer necessary to teach a
complex high 1level language which will take some days to mastzr. A ccnversational lanquage can be
used interactively after an hour or two of study. This fact has removel the one wmajor educational
objection tc¢ computing in schools, thereby allowing the computer to be used as a tool in enriching
curriculun, :

Oover the past few years the United States government has funded a number of research studies
into the usa of computers in education. Unforturately, very few of the results have really been
readily available to the ‘administrator and the teacher. An excepticn to this situation is Program
REACT - Relevant Educational Applications fer Computer Techrology.

REACT 4includes a series of cours:s developad by the Northwest Regional Educational Laboratory
under the direction of the Office of Education. Several years were devoted to development and field
testing of thre2 training courses for teachers and admiristrators. These computer~related education
courses emphasize educational conputer applications and provide "hands-on" use of computers.

SRV

f

36



The series of courses demonstrates ways *he computer can be used in schocl instruction and
administration. As a result, school fersonnel increase their understanding of the prohlems and
potentials of using conputers. Intelligent selection car then bhe made from the growing number of
possible uses of the computer in education. These training courses are ‘organized in separate
modules for school administrators and teachers.

REACT'S Course I - (Administrators and Teachers) - COMPUTERS IN FDUCATION:. A SURVEY. This
course provides administrators, teachers, curriculum specialists and undergraduate and daraduate
educational majors an introductory familiarizacion with computers. Through tha study of elementary
computer concepts and the role of the computer, the educationzl uses cf computers are presented in a
broad context. The teachers and administrators develop an understanding of:

Concepts of computer components, input-output, storage and differences in computer types,
generations, sizes, and sgeeds.

How man communricates his problem to the computer for soluticns through different types and
levels cf progranmirg.

The concepts of mini-computers and time-sharing, the wuse of ¢the teletypes for on-line
introduction and elementary EASIC programming.

Teachers and administrators are introduced to the fields of educational computing and prepared
for intensive study of classroom uses or administrative use of the computer through presentation of
the over-view of the field. Understanding is developed for the potential of computer use in
classroon problem sclving, vocational training, compuier-assis%ted instruction, . simulation, library
management, guidance and training, curriculux management and integrated data management systems.
There. is classroom, presentation and "hands-cn" experience with individualized instruction.

REACT's Course II (Teachers) - CONPUTER-ORISNTED CURRICULUM. Tbhe course offers a coaplete
description of application units available in Social Studies, =#nglish, Business, Sciencns and
Mathematics. This includes a comprehensive review of the rescurce materials currently available.
Materials augment present course outlires; that is, the program supplements and enriches existing
learning and teaching methods -- it requires no change in curriculum. Curriculum is extended
because of increased efficiency and capabilities inherent in computer use. Each application  unit
from the various subject areas includes:

A description of the computer progran.

A rationale for the unit.

Suggestious for several ways the unit could be integrated with the on-going curriculum.

Objectives describing the desired student performance after each unit.

Required preparation for students planning to use the unit.

Directions for further study and exploration of the concept.'

A complete computer program run.

Emphasis will also bhe given to studant-oriented materials, laboratory and demonstration
techniques and inter-disciplinary approaches. 1In addition, the course will include a contiruation
of the elementary FASIC instructicn offered in Course I. Instruction will b2 completely

~individualized and tailored to meet the specific requirements of each participating te2acher or staff
member.,
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REACT's Course II (Administrators) = CCMPUTER APPLICATIONS/ADNINISTRATORS. The course utilizes
a demonstration data management system. in a “hands-on® environment +to explore a variety of
fundamental administrative data processing conrcepts. A system is constructed for a model school in
order to examine majcr application areas. The applications range from the routine (preparation of
report cards) to the imaginitive {(a prograr planning budgeting system). General topics of study
include:

Recognition of an effective ccmputer apglication.

Traditional educational administrative applications as isplemented on a computer,
The computer as a decision-making and planning tool for school administrators.
Basic computer functions as applied to educational applications.

Opportunities and problems presented by a computer. ‘

State of the art.

The administrator will have a broad picture of the types of tasks within a school district that
are best suited to a computer and an appreciation for what 1is involved in implementation.
Implications from a management standpoint will b= discussed. Spe2cific areas of interest of
individual participants will be addressed as time allows. Classroom and workshop environament.

Each of the classes just described utilizes a series of publications developed under the REACT
program., The manuals are also available irdividually or in course sets for use as texts in
university education curriculum, or for individuals who wish to use them in a s21f-study setting.

Infcrmation ahcut the REACT program is available from:

Duane Richardson, Director

REACT Program

Northwest Regional Educational Laboratory
S00 lindsay Building

710 S.W. Second Avenue

Portland, Oregon 97204

Technica Bducation Corporation
655 Sky Way
San Carlos, California 9407;

Initiative and enthusiasm are the only prerequisites for being involved in computars in
education. Obviously, I think that all teachers and administrators must b2 involved wvwith the
cemputer as soto as possible, This impcses a tremendous challenge on our educational training
system and it is one which we must tackle with all resources.

tHolznagel, D. C. and Stonebrink, G. "Inservice Education, The Cregon Computer Instruction
Network Experience.", Data Proc=ssing for Edugation, 1970, Vvol. 9 ¥No. 7, 1-2,

YA FullToxt Provided by ERIC




ERIC

Aruitoxt provided by Eic

PROGRANMING SUPPORT AND FACULTY DRVEZLOPMENT: A VIEW FROM AN
INSTRUCTIONAL COMPUTING CONSULTING SERVICE

Karl L. Zinn
University of Michigan

Three fpurposes have motivated this presentation. First, I would like to proviie information
about twec prcjects in which I an involvad in Michigan. The one of most interest for this symposiua
is Project EXTEND, a small college consulting service for instructional computing. The second is
the MFRIT network ccrputing prcject, a prototype for a regional computing sarvice in Michigan,
Purther details abcut both of these can be obtained from the references (2inn et, al., 1971; Herzog,
1972; Carroll et. al., 1971).

Second, I would 1like to report scme of my experiences with user services and faculty
consultation. Although my experience has been primarily with University of Michigan faculty,
recently I have axtended these services to the small college environment.

Third, I shall offer my views on scrme contributions of engineering, informational and
behavioral sciences to computers in college teaching and learning activities. 4y prejudices as a
behavioral scientist should be <clear; ©perhaps it is wuseful tc know that I was trainad as a
psychologist, T teach computer science, and I do most of uwy consultation and service work in
education,

TO generate interest in faculty consultation in a few short pages I shall bhe guite explicit and
perhaps controvarsial. Por supporting arqum=nts, the reader might ccnsult the publ.cations from
which +*his material has been drawn (Zinn, 1970, 1971, 1972), I hope I will hear from those who
would e@xchange ideas and materials with either Project EXTEND or MERIT.

SOME PREFERENCES AND BIASES

I shall take wup my ¢third point first in order tc expose scme of my biases about what a
computing center and its related cffices shculd provide to college faculty. Most important, the
computing capabilities should be very accessible. Simply to provide interactive computing is not
enough. A number of university computing centers acquired NSF funds %0 <estaplish "a regional
ccmputing network." Initially, these were not networks, except in a degenerate sense; they did not
offer service! The funds wvere used by a computing installation to improve a facility; only
incidentally wvere partial services offered to nearby colleges.

Simply to make computing interactive and somewhat available through telephone lines and remote
terminal devices doesn't pake it useful for instruction. FPurthermore, a university computing center
is continually changing its system and software; much of the computing software is not particularly
suitable for instructional uses; and documentation 1is quite sparse and nusually in=ffective.
Consultation Aat a remote Site has been almost non-existant except for two or three isolated
successes of reqgional services. The current funding of regional service activity seers to bhe
correcting many of these mistakes. )

Acquiring interactive computing through a commercial service does not offer much better chances
of ins®Tucticnal uyse. The software may be more stable, and some of the documentation somewhat
better than in wuniversity settirngs, but the capabilities are not particularly suitable for
instruction in most cases. In-house, multiple-*erminal systems are not clearly the answer either,
at least at the present state cf software development.

Although it helps to make computing more accessible by providing good software and manuals, T
nust add that to provide a simple programming largquage 1is not encugh. Dartmouth College has
assenhled impressive statistics on ccamputer use, but couversations with faculty there and reviews by
professicnal colleagues elsewhere raise questicns about the extent of contributions to instructional
computing. Later versions of 8ASIC and spacial packages such as IMPRESS (MeV=rs, 1959; Denk, 1972)
have made more of a contribution to computers in education. However, the mere existence of facility
for simfle programming has not 1led to intelligent use by any <fficient route. VNeither have manuals
written for specialist users of package programs provided sufficient guidance for novice compuyter
users.

T visyalize the siutation with the needed computing capability at the center of successive
levels of user suppor%t. Softvare and manuals make up the first levzl of effort to reach the  user.
A seccond level I call 1"yser interface coasiderations”, Significant ideas can be druwn from
engineering, information ard behavioral sciences to build effective tools fir instructional
computing. The expertise of a number cf different scientis*s is involvad in the intelligent
selection or design of convenient terminals, command language, file structures and other asprcts of
the interface with the user.

39 .




o

ERIC

Aruitoxt provided by Eic:

A  third level grovides even more convenient access for the user through applications proqgranms,
packages and conv-=nient user documentation., A fourth level in my view involves (Figure 1) general
education about conputers and <+he training of specific skills for users. These last two areas,
applications and training, will serve the majority of users on a small college campus; a small
minority are interested in programming languages and techrnical manuals.

PRy the set of concentric circles in Figure 1, I mean to represent a perspective which might
help some computing center directors seérvice users. Sore other diagram might be drawn to give the
view of a faculty membér or applications programmer. I want to point out here the additional
services and considerations which must be added to computer availability to maks it convenient and
appropriate for instruction. Incidentally, T am not a proponent of interactive computing for
instruction regardless of the application; in a number of situations I think it is nmuck better to
punch cards or enter c¢cmmands and leave - the system to do its work and return results in sonme
convenient (probab'y bhatch) mode of output, 1In face, the distinction betwean interactive and batch
will decrease in the coming years until it no longer is a relevant dimension. Users will care only
about distinctions between interim and firal results or transitory and permanent records.

For this audience I want ¢0 enmphasize that the behavioral scientist makes ar important
contribution to instruc«ional computing in the carefnl analysis and evaluation of instructional
needs and computing resources. A pattern of resourcc development has evolved at the University of
Michigan in which the student Is introduced to computing through a simple programming application
which typically is Fresented as a gaming or mapagemaent situation, Before he tries of this game, the
computer program or the teacher encourages him to look beyond the game a2t the underlying model or
simulazior on procedure. Most students then becore interestzd ir learning more about uses of
computers in their discipline; some sSeek additional training to acquire specific skills and
informaticn for other uses of computing. The arrangement of resources is diagrammed in Figure 2, 2
similar succession c¢if experiences and another diagram of resources has been derived from experience
with the teacher-author.,

¥y differences with scme others working on instructioral computing in college teaching may come
down to a nmatter of strategy more than educational philosophy. Some =say it is important to get each
student to Program at a very basic level, develoning each new application according to his own
conception of the procedure. Others say it is better to get the student to look at real examples of
ccmputing in the discipline being studied, attending to procedures at the user level rather than the
prograsmer level. In fact, it should be possible to achieve some balance between these two views.
My diagram ©f resnurces (Figure 1) should not imply any kind of rigid toundaries or comprehensive
set of opportunities. one should encourage the faculty member or student through whatever kind of
computer use qets him started, and then help him to move from that kind cf ccaputer uce to ancther
and from :ne resource to another as may suit his needs. A teacher @©ay beccme interested in an
expansive kind of desk calculator, but, because of a convenient user interface in the system, then
try other package programs for social science data processing; such a computirg center has done its
users a gqood service, Furthermore, an effective arrangement of opportunities will help a faculty
user to become acquainted with how conputers are affaecting the lives of his students in general, as
wvell as how they influence research and scholarly work within his discipline.

PROJECT EXTEMD AND THE MERIT NETWORK

The 4ichigan Education ©Research and Information Triad (MERIT) has establishz=d a computer
network experiment. Informaticn about this project is availakle in the progress reports and other
publications listed in the bibliography. It has been working on engineering problems for some tinme,
and so far its major cortribution to small college computing in Michigan is one of communicatiorns
and the assembly cf resources.

If the MHERIT network is successful, and so far the progress has been promising, small college
usars of computation and information files throughout the state will be able to draw on “he greatly
enriched pocl of three or four large uriversity computing centers. MERIT planners do no* propose
that all computatioral needs will be met by the network facility; nevertheless, certain important
resources fcr instructional and research prcgrams will not be economically achieved in any othec
vay.

project EXTEND yas €¢stablished within the MERIT environment to bring demorstrations ard trial
experience with computing resources to small college users. It draws from MERIT an inventory of
rather unique computing and information resources, attempting to rackace them for convenient use.

project EXTEMD also draws upon the various computing centers, but particularly the University
of Michigan Center, where the Michigan Terminal System (MTs5) criginated. HT5 is a rather usable
computing service; it provides both remote batch and terminial acCass for college users with a very
rich library of software on an IpM 360 dual 67 (Boettner and Alexander, 1970). A sacond version of
MTS is being used at Wayne State University and also includes administrative data processing.
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Figure 1: A Perspéctive.on Service to Users
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ADDITIONS
(FROM A LIBRARY OF POSSIBILITIES)

Figure 2: An Open-Ended Apﬁroach to Student
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Project PBXTEND draws heavily on. the software and documentation provided by these computing
centers; however it has attempted tc adapt s=scme of these materials for szall .college users. For
example, the documentation on MTS is given in vien volumes; an EXTEND staff member (Davis, 1971)
reduced it to a 50-page primer. EXTEND staff are also working on task-oriented summaries of
different program packages, including an abbreviated gquide to use of the terminal, some parts of
which can be cut out and stuck on the various terminal devices as reminders fcr proper use.

Prcject EXTEND also draws on the resources of the Center for Research on learning and Teaching,
which has been consulting for ten years on various matters of learning ard teaching, including
instructional use of computers. This office has beer the prisvary source of demcnstrations of
instructional computing for small college uses, However, its materials must be rewritten and
adapted to fit the remote computing environment and to be usable outside the University of Michigan.

The nmost important contrihutors to the success of ‘instructioral coasputing are the departments.
The ideas and judgments of people in the various disciplines are crucial to acceptance of new
techrology for 1learning. Project EXTEND staff have relied heavily upon teachers in the various
disciplines. Not only is their judgment on the value of various applications crucial, but their
advice on documentation, user guides, and cther support saterials is guite important.

I feel very strongly that the contribution of the disciplines cannot be handled in some other
way, for example, through ccmputing centers, the administration, consortia, publications on
instructional computing or whatever else does not include the leaders in the teaching of each
discipline agart from computers. The decisions will be made, and the incentives will be provided,
by those people who are lead2rs and set quality standards for what is important in the discipline
and its teaching. Perhaps for a time, the field of instructional corputing will be aided by a
journal on techniques for undergraduate education; perhaps it would be handled more appropriately by
an annuval conference, a proceedings and similar ore~tim= publications. However, the publications
activity must be picked up by the teaching journals in various disciplines if it is to be recognized
and survive.

Initially, Project EXTEND was named tou suggest the =xtensions from research to instructional
use of computers, and from large university centers to small cclleges, For instructional computing,
at least at the large university, a relation between research and teaching uses is very valuable:
use in teaching is easier and more likely for a professor who makes gimilar research use of the
computer; some research uses benefit through new ideas arnd programs developed for the instructional
ase which can be applied back in the research activity. Almost before Project EXTEND began, it
became clear that it might as well be called Project EXCHANGFE. Current computing activities at
small colleges include as significant instructional uses as at the large universities. The project
will make a major effort to ©pass around ideas and prcgrams from one institution to another,
considering the small colleges to be among the most importar< sources,

The Project has nothing to sell; it offerad time.on the Michigan Terminal System only because
MTS was convenient and available for demonstration with a variety c¢f examples of instructional
computing. I try to hide my preference for large systems when I go into a small college for
consultation; if I have any bias it is against providing the major amcunt of instructional computing
2t a small college through a large university center. 1 wculd like to see a situation develop in

_vhich the large universities which support rescarch provide the <computing procedures and program

packages, and the spaller universities and colleges which excel in teaching will provide the
pedagogy.

SERVICES AND FACULTY CONSULTATICH

Project EXTEND is attempting a translation of services at a large university to small
institutions in the area. S5mall ccllege computing centers must look fcr cocperative arrangements to
assemble resources and expertise. I have argued that many different scientists have something to
offer, and a small cappus is not likely to have sufficient staff .or the particular expertise
required. Some oOf the services and support functions which Project EXTEND provides are listed
below; the interested reader should lcok into our reports for details,

1. Information., The files and technical memos Of the project provide information and advice
abou: the capabilities of ccmputers for use in instruction, The <srall-college administrator or
professor is referred to various resources: first those vhich may already be available in his

instituticn cr from a service withir the state, and then to external sources such as newsletters,
national directories and professional meetings. We try to make information easy to access and
rewarding to use. :

2. Demonstrations. A number of rather general demonstrations have been prepared, each one
indicating another kind of computer contribution to learring, W2 try to adapt these to the
individual if he is really serious about examining computer contributicns to his particular subject
and his way of teaching. That is to say, we have consulting staff and a programmer vho will adapt
and extend a particular demonstration along the lines suggested by a pctential user. Sometimes this
leads to regular instructional uce of the demonstration as modified by the professor. Again, we try
to make access to these demonstrations easy and their use rewarding,
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3. Consultation and Training. Prcject EXTEND triec to provide advice and training in the
context of the goals and needs of the students and thkeir institution. |IMearly every activity of the
project involves improving the 1learning resources for individual students. MWe advise individual
faculty and provide training through workshcps and writtan materials, emphasizing means for carrying
on effective instruction. The development of compuser-related instruction nmaterials is a primary
subject of workshops and consultation; advice is cffered on develcpment procedures, personnel
requiremerts, appropriate equigment, evaluation cf outccmes, funding of further development
activities, etc. In some cases, ve give speciric training in programming or instructional design
procedures. Project EXTEND provides consultation and training a%¢ 1it*la or no cost to the
instituticn or the individual, and the major cost ¢o the perticipating college is fersonnel time.
We do encourage institutions to provide, as an incentive, *tice release from other duties; hopefully
the suppcrt of one's peers also provides an incantive and is forthcoming if the work is of quality.

4. Prograaming Assistance. Project EXTEND offers prograrming to meet the specific and
inrdividual needs of participating faculty and irstitutions. The staff work is done through a
notation for describing instructional procedures vhich is scmewhat independent cf any programming
language. This beccmes the documentation for <the instructional frocedure, and a medium for
communication between progqrammer and teacher. To be successful in this area, we try to be very
responsive tc the ideas put forth by the faculty member. He is encouraged to make suggestions,
observe their implementation on the computer and test them out with students. 1If it is easy for the
designer ¢f exercises to see a change followed through to execution, he seems more likely to nmake
program changes as the need arises.

S. Reproduction and Distribution. Project EXTEND Provides special equipment and services
that may rot be availatle on individual campuses. Faculty may generate anira%tions by computer and
find the troduction cf short films an effec%ive way to conveY graphic representaticns to students in
the classroom or individual study facilities. Supplementary written materials for computing
exercises can be duplicated with Project EXTEWD facilities. Perhags more important, the staff of
Project EXTEND assist with editing and production of wmanuals. It dces seem that the quality
appearance of documentation 1is a great incentive to do further and careful work; furthermore, a
specialties office such as that associated with Project EXTENTC can do the work more economically
than each individual instituticn.

6. Evaluaticn and Reporting. The project provides information about local and national
publications which might carry reports of instructional computing at participating schools. We
encourage careful attention to evaluaticn of the activities, including objective measures of
performance cr reports of studert attitude «herever possible. Perhaps wcr: important is the
professional review by peers in the same teaching area. The incentives for reporting activity are
acadenic credits for publications and the increased likelihcod of promctions or salary increases.

These ideas about services and support are still evolving thrcugh Project EXTEND activities.
For current details and examples, the interested reader should writs to the Project EXTEND office.

SUMMARY

I have suggested that a consulting service at the small ccllege or vithin some regional
consortium has to take what the computing center or other computing services have to offer, consider
the needs and requirements of the people in various departments, drav out the advice an¢ assistance

.of the instruc+<ional resources facility, and btring ¢hese resources toagether for the purpose of wmore
Q p

affective instructional computing. This ccmbination has been acccmrlished to some extent by the
staff of Project EXTENL (Figure 3).

For example, we rewrote the System documentation because we did not wvant the participatirng
teacher tc have to spend a week or a month learning about the systen. He sStill have to provide
useful updates to the participating teacher so he will not wvaste time maintairing current knowledge
of the system. W¥e write brief guides to use of the termiral, with stick-en repinders at various
places on the keytoard so that th? student, who may have orly brief experience with the computer
during a course, will not spend more than a fev minutes learning the typing procedures and the
ccmmands of the system.

I have pointed out the importance cf determining vhether thke computing activity is really
contributing in a substantial and economic way to the 1learning ané teachingy resources of the
institution. Many decisions about th2 r2sources at an institution are made on an ad hoc basis, such
as deciding whether a library chould buy a certain set of reference wcrks, Increasingly, decisions
are made vith a more careful analysis of the neads of learners and the specific contribution of the
resources under consideration. Because computing is believed to be expensive, and perhaps a luxury,
it comes under more critical exawination. Procedures and tocls can te borrovwei from other areas of
science tc assess the contribution cf the ccmgputer. oOn2 of the products cf Project FXTEND will be a
set of gquidelines and checklists for deciding where and in vhat way to use the conmputer, and how
much effort to spend on developing particular applications.
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. Figure 3: Combining Resources Through Project EXTEND
G ‘ for Instructional Computing '

45



I do not have answers to the icportant quections such as vhether a small institution must put
resources into an instructional service center, or whether scme ccrsortium arrangement  can provide
the same or better service for 1less nmoney. I am sure, hownver, that come kind of validation
procedure and somé kind of protessional review of the proposed computing activities is needed if we
are to be sure to move forward in the fi»ld of instruc*tional ccmputing.
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COHUENTS ON THE ADMINISTRATIVE/ACADEMNIC INTERFACE

Jacques La France
Wheaton College

Wheaton College bhegan with data processing twelve to fifteen years ago vwith'the use of a 402
accounting machine for the college accounting system. This was scon replaced with the 403 and then
a U407 as the apglications began to expand beyond the business office into the arcsa of student
records. In time the 407 was combined with a 1620 computer, and with the acquisition of the 1620
computer students scon Lecame invclved.

Por & few Yyears, the administration and the academic areas used the 1620 jointly, with a
scheduling of each group to particular time periods. However, by 1965 the use of the 1620 by both
groups had becozx2 so heavy that at certain time periods there weren't enough hours to go around, and
each group tended to need to have the computer when the other one was supvosed to h~ve it. Students
wculd need it to get class assignments dones and the administratinn needz2d it to get out some
reports. At this time, the colleqge decided that the only effective scluticr was to get two separate
ccomputer systems for the college,.- one for <each group. Hence the 1620 and 407 combination was
replaced ty a 360/20 for the data processing department and an IBY 1130 was ordered for the academic
departments to use. I 40 not know what the organizational plans were for the administering of the
1130 operaticn.

Prior to the installation of the 1130 the college was given a PLCP-12 computer on the condition
that they would hire somebody on the staff with training in %the area cf computer scisnce to give the
college leadership in the use Of the digital computer in academic disciplines. The college accepted
this and at that point the Academic Computer Center was esteblished, and the director of this new
center was hired in the spring of 1970. With the establishment of the Academic Computer Center,
there were then two separate computer centers on the campus, separately administered and reporting
to separate alministrative officers. The d=partment of data prccessing, which handled all the
administrative use cf computers, reported to the college treasurer through the business manager.
The academic computer center handled all the computing needs of the students and faculty and
reported to the Dean of Faculty. -

Since 1I'm the director of the academic computer center, I've only had experience on the cawmpus
under this two-iepartment system. However, I find that this has worked very well in +hat I have
been able to devcte my full attention to the academic computing needs and have not had to concern
nyself with the administrative computer needs and the maintaining of the college records. Also, the
students have had essentially unlirmited use of the computer facilities in the academic computer
center because there has been no need to work around the schedule of the administrative needs. As a
result, all the computing is done hands-on, primarily through running a small time-sharing systenm
with 7 terminals for about 4 to 8 hours each day with the rest of the ¢tim2 period in each day’
.available for single-person use of the computer.

oy

There are some changes for the future that will affect this two-part system, however. The
college has outgrown the capacity of its 360,20 wi:h only 4K of memoTy, since it was still being
used with the same operating philosophy that was developed for the 407 accounting machine. The
decision was male tc replace the 360,20 operation with a PDP-11 time~sharing system, with a
completely new philosophy of data proc2ssing. In this rew operation the various administrative
offices will have terminals into the PDP-11 system, and data entry will be by way of these terminals
from the department that has the data to be entered, thereby bypacssing several intermediate steps of
transmitting the information' to somcone in the data processing department for keypunching. ° Besides
cutting out several intermediate steps it is expected this system will alsc improve the reliability
of the data, by placirg the responsibility for the accuracy of the records with those that are
responsible for gathering and using the information. Third, it should increase the availability of
the information since through the termimal the interested department can access the data on a
moment's notice to retrieve whatever informaticn is needed frcm the data bank.

It is‘also expected tha* terminals on the PDP-11 will be made available to students. This will .
help absorb the increasing studsnt ccmputing needs which are nearly tc the point  of exceeding the
capacity of tha2 PppP-12 to handle them. This means that we are wmoving back toward a system which is
used by both adninistration and acadenic departeents. However, in this case, because it is a time-
sharing <ystem, neither group should interfere with the other as long as they have separate
ternminals or there is an adaquate number Oof terminals. There is no firm plan at this point how the
administration of the PDP-11 system will be mainrtained, other than the fact that the manager of data
processing and I have an extremely gcod relationship.

In summary, I believe that it's better for the academic program to have two separate computer

systems, or have one system wvhich is a time-sharing system so that ¢the students have essentially - -

unlimited use of the computer, limited cnly by the demand or the other students, enablirg them to
rake use of the computer syster at any time. Havirng a single batch systnm. I think, is not as '
desirable, but ia many cases may be necessary siamply from the economics of the situnation, in whick
case it would be better to have a sirgle batch syctem than no system at all. But if possible, I
vould recommend having a separate system for the academic use or having a time-sharing systen.
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COMMENTS ON THE ADMINISTRATIVE/ACADENIC INTERFACE

Ronald Anton
Swarthmore College

Svarthmore College is a spall liberal-zrts college, located in southeast penusylvania. The
attitude of the administration towards the computer until just recently was strictly hands-off. If
you ¥alked into an oftfice and said, "How abcut putting something on the computer?", they would get
up and walk cut, or they didn*t hear so well that dav, or scmething like that. At present, wve are
doing a 1lot of adsministrative work on the computer, mainly because the vice-president put out a
letter that said, "Use the computer." That was all there was to it.

We are starting to bring in the ganeral ledger and accounting system for the business office,
the alumnj mailing 1list, vhich is atout 22,000 names, and probably next month we'll do our first
mailing, and nuner jus other spall jobs which fell our lot because Miss SO-AND-SD who's been with the
ccllege fer fifty years finally retired and nchody khows how to do the work she was doing. We print
things 1likxe payroll labels, which they used to print by hand once a week on the time cards--about a
thrze-hour job that we do now in about thirty seconds. Other things are vacation and sick leave,
vhich is a mcnstrous problem, mainly because rcbody else can figure it out, or wants to be in charga
of finding the sick leave €very month. They blame it on the ccmputer if it's ¥rong.

Primarily, the reasons that we svwitched a lot of the work to the comput®r were (1) the grant
vhich had specified that the computer sas to be used for academic purposes had expired, and (2)
because c¢f presant economic conditions the admiristrators felt that we needed information up to the
date, Tather thin have it two ysars later, when we finally got around to getting that "new"
analy.is, which was out of Jate long ago. So that's what we are now working toward, to create nev
data-base files to do these reports that previously had to te done by hand by sOmehody going through
accounts and ‘taking off numbers. Th2 computing staff at the college now conSists of four people.
I+ was one for a2 long time. We have a Director of Computirg Education and Activities. His primary
purposé is to be a politician., I gc around and ruffle the feathers, and he Smoothes them down and
takes them out to lunch and talks about their tennis game, etc., and gets them Settled down again.
Thare 1is 4he Director of the Computer Center, who primarily keeps the place running, ruaffles
feathers, yrites prcgrams, and handles the opesration of the computer center. We have a secretary,
vho does pore computer operation than secretarial work. She comes in very early in the morning and
does all the administrative running. And there is a keypuncher, who is a keypuncher fifty percent
~f the time, and also goes around to each departreny, discusses with them the never projects, how
they should lay out their ¥ork, and sort of helps them over the rough spots, like #yhat is a card?®
and things like that.

#e operate the computer center frowm cix a.m. to midnight daily. Six a.m. to noom is the
administrative time, and it works vervy nicely, when scmebody--not myself--comes in at six a.m. and
does all {he administrative work. Nice and quiet. The telephone doesn't ring 2t six a.m., and you
can get a Jot of work done. From noon to five we're open for students. It is necrcssary to set a
time limi¢ on the machine which will kick them cff after any .time interval that we set. Usually, if
it*s very crowded, we set it for five minutes; if rot, we just leave it alone. From five to six is
usually reserved for one-hour runs or faculty. The faculty are interested in APL, and they come in
from five tc six. Six to widnight is reserved again for students, and the center is operated by
student supervisors. ¥e usually hav2 two a night, mainly beccuse they can't hack six hours at a
crack, SO they switch off. This has run very well. Ever since the day the computer came 1in there
have been student supervisors. Students are very good at programming and canp answer almost any
question. In fact, I sometimes even have to call them up and tail myself out. Welve spent a lot of
time improving the efficiency of the operation, ¥&¢ have abhout four-tifths of the operating systen.
When ve started playing around with it, IBM came around with a li.tle piece of paper that you have
to signh saying You won't turr any APAR'S in. We send them in arywvay.

Also, ve like tc soup packages up. We are presently vorking on a re-write Of RELCV. We've got
it running 300 percent faster than when it originally came, We operate the FMU coapiler, which has
increased efficiency in operation and alsc is a great aid tc students in writing programs with the
logical statements.

I have a problem: Hov can the ccoputer Center e€xplain the operationh of the computer to
administrative personnel, ¥ho (1) aren't interested in the computer and are beird forced into using
it, and (2) still think the o0ld way is better? This is sort of like the problem yesterday with the
faculty, but it's a little harder vith the administration’ since they haven't be2n ip a classroom for
forvy or fifty years and are not about to start. If there are any solutions, or if anybody has
partially solved this problem, I'Q te interested in hearing about it.
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CCUMENTS ON- CCHMPUTER CENTEK POLICY

Richard Vogel
Western Maryland College

It looks 1like I will be touching on some of the topics that have just been mentioned, because
some of them will be affected by whatever pclicy people might use for c¢btaining or selling data-

processing services outside of the college envircnment. First of all, I'm sure each of you at

one

time or another has considered this possibility. It looks immediately attractive if for mno other
reason than that it brirgs somz extra income to the college, thereby defraying somewhat the cost of

the hardware and staff that you have in your center, Arother azdvantage that you can achieve

by

selling <some time and getting a little =2xtra income is that perhaps ycu could support a somewhat

larger ccrputer facility than you might otherwis2 be able to afford. Fight more K of core
awfully attractive, or ar extra disk drive or something like that can be real, real handy. If

is
you

" -can drum up enough business to support this sort of thing, you can put yourself in real good shape.

The other area would be 1in persornel. ¥ith the cxtra income you can support additional
persornel. I'm not qoing to identify the particunlar uses that we have nmade--unless I'm asked--in
selling services, but I'm Jjust going tc give you the general implications of a decision to sell

data-processing services outside the college.

First of all, please be aware that you are going into business. You are no longer operating in

an academic environment. -Thé reason I say that is that you will now te faced with the problens

of

the production, distribution, and marketing areas of business; and there ar2 problems in each of

these areas that you must consider, or you'll get yourselves into very hot water. First of all,

in

thé production area, you have to provide scme type of programs for your outside users to use. These

can be in the form ¢f packages which you can create within the computer center, which you will

then

sell individually to different concerrs, or you may choose to go oh a custom programming basis,
vhere you will approach people and see what they need, and will then respond accordingly. In either
case, You must be prepared to devote some Of your resources to writing these programs, either the

initial packages or the custom progranmns as they com= along. This is ar open-enied operation;

once

you have taken this route, you wmust accept the fact that there will be improvements that must be

made to your programs. If it's a package, you'd like to erhance it; if it's a custom progranm,
know perfectly well that if you give the guy this column of figures, he wants three more next to

you
it,

You will also be faced, in the maintenance area, with having to make changes in the programs

that you have written for your outside users, changes thkat are no* caused by the requirenants

of

these users; namely, if you change your hardware--go to a larger system--change manufacturers--you

must bring your customer's programs along with you. If you change Yyour ' operating systen for
reason or another, or the systenm approach that you.have, you will have to include them when
consider the programming changes. . '

one
you

If youtre going to sell computer time outside, your custcmers are going to want their payroll
to be run on time, and it will be very difficult for you to convince ther that thers’ is a student
wha 1is working on & compu%er science project at the moment and the payroll will have to wait until
tcmorro¥. You will be forced to do job scheduling if you have not done this already. Another

feature c¢f selling computer time, particularly becauss you are a college or university sellirg
time, is the concern of your customer with the security of his data and- his program. He has

the

been

reading tlie newspapers the same as you ard I, and is coavinced that every college and university is

a hotbed cf potential fanatics who are out to destroy tne computer center. He is going to Dbe
concerned that you will provide adequate protection for his wecrk,

very

In the distribution area of Yyour business the probler is not quite co severe. AsS a matter of
fact, sirce in most cases we are talking about a small college with a-'single center, single staff,
etc,, really you don*t get into this as you might if you had half a dozen different computers

offering these services at half a dczen different locations. :

Remember, then, that you do have a marketing problem i€ you are getting into selling computer
time. You will have tc supply your customerl with a reasonably accurate estimat2 of his progranmping
and operating costs for an application. You may no% have had to do that in the past--I know we

never did-- the registrar wants this job done, and she really doesn’t care how wmucn it costs
isn't going to et billed anyhow. So you Jjust sort of do it and it 9¢éts done when it gots done.
addition to estimating the cast, you'll alsc haye to set up scmw sort of billing procedure.

means you will have to come up with a fairly accurate evajuation of your true cost for running

and
In

This

the

computer facility. Since many of us are not businessmen, it is very, very =asy to take a month's

‘rent, divide it by 176, and say, "1his is what the conputer costs." fThat's not correct. There
overhead expenses, personnel expenses, just an infinite number of considerations, so Yyou must

are
ha

able to come up with the cost figure properly. It must not be so lcw that you are supporting your
customers, and they are actually paying less-than costs; and it must not be so high as to frighten
them away. Again, if you're working as a service bureau--and pleasc repember that the role of a

_ service Lureau, in general, is an introductory role for the szall institution or small comnpany
o get into data processing--your customers will probably leave ynu at som® point to get their
equipment, so you must make the cost of the opsration scmething that they can accapt. Since you
reun+  on  each of Your customars leaving at some tim2, you must he constantly prospecting for
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customers, bearing in mind what you have to offer and who you would like to do business with. 1
would warn you in this particular case about falling into the problem that So many major businesses
in the ccuntry 1o, and that is becoming wvholly depende«nt on orne customer. If you do, and if that
customer pulls up stakes, you can find yourself in a rather disastrous financial position.

Now the impact of selling computer time on your regular data-processing operations is rather
considerable. First of all, T think it is vital that you . establish priorities 1in the coamputer
center that you might not otherwise have done. We tenrded to work under a FIFO arrangement prior to
"~ this, but now such things as payrolls, pericdic reperts, etc., have had to take precedence over sone
academic and administrative work. You must have the support of your college if you're going to
establish these pricrities, and you must have these priorities if you're going to do business. I
know we got into trouble when scmebody who hadn't gotten the word found out that his job had been
bunped because we were doing work fcr somebedy outside, and he got pretty upset about it.

You should protably accept the concept of a closed shop. We 8o not have in our installation
sufficient physical facilities to be abl2: to lock up all the édata that would relate to customers so
that we could just turn over the shop to students with reasonable corfidence that they wouldn't get
into anything., So we have just decided that it is strictly a closed-czhop operation. Therefore you
must accept th2 idea that you will need an operator. You must accept the idea that you're going to
have a certain amount of your machine ra2sources dedicated, be they disk packs, parts of core, or
vhatevar. There aze Jjust going to be some things that are gcing to ke unavailable to inside users.
You must accept the idea that vou must be a year-round operation. If your computer center closas
during the summ=r time, particularly those that are academic-only types, very few businesses . can do
business with you. I don't know of any businesses that close for three months. So while vyou are
making the decision whether to sell computer time outside, I guess the big dquestion is whether the
income will justify these "expenses." That is something you ar2 going to have to determine within
your own shop. )

I will give you a dJuide as to wher® you can look for customers. We're in a very rural
environment, a few thousard in the town. We have a lot of small business there, so you can 1look
around for small business in the area, vyour local government--city, county government--public
schools, particularly if you have some sort cf terminal facility to provide, other collzges, Jjunior
colleges, ccamunity cclleges. It could be that you could work out an arrangem2nt that your college
uses the computer all day and the ccmmunity college "comes in at night and uses it. That might be a
very nice arrangement.

I will, in <closing, point out the ideal customer that you're looking for. First of all, he
does his cwn programming, so that you don't have to load your staff. Secocnd, her buys at least a
full shift, the second or <third, and is [fully satisfied. And third, he is an alumnus of the -
college, because alumni tend to think that anything they can do to help the college is really great,
and boy, that!s worth something! '

So it's not all a bed of roses. There are implicaticns, severe implicatiors on the computer
center operation; but it can be worth it if you set it up right.
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COMMENTS ON COMPUTEHR CENTER TOLICY

f, Jim McDonald
: Morningside College

i Several years ago we started teachirg a b2ginning FORTRAN prograaning course, and, havinyg no

1 computer of our own, we used the University cf South Dakota, which is about 45 niles -away. This

% meant that I had to reserve the college s+tation wagon and drive five or six s+tudents at a time so
they could take programming. Llater we got scge organizations in town to lend us their conmputers,
but these combuters were only available a¢ inconvericent times, and they would just as soon bump us
off then as any other time. So we wound up back at the Universi:y of South Dakota. Eventually, I
got tired of driving and said, "I just want to teach mathematics, and I don't want any more to do
with the computer."

At that time the Yational Science Foundazion began a program, the Colleqga Sciance Improvement
Program, and someone pointed out to me that we migh* be able to get scme money to get a computer of
our own, Along with several other facul-:y nembers, I wrote a proposal to do this. It was during
the first four months after +he institution of this program, and I quess the N3P found out they were
swamped with pecople who wantoed computers. They moved into the Office of Computing Activities, and
our particular draft was one cf the first tc go in thers., Scmzbody made the remark yesterday, I
balieve, that it helps if you're first, and I think that's right. '§a were proposing an acadenmic
compoutar center; we were proposing that we buy an 1130, which we evzntually did. We ware visited by,
the N5¥, and we did get a 345,000 grant to help us buy the conputer. :

This was still hard to do., Briefly, the installation that we got was a $94,000-%$100,000 set-
up. It was an ordinary 1130, single disk, 8K, 1132 printer, 1442, 2tc., and we bought two or three
keypunches. The grant wasn't enough. It happened that a+* the time vwe weore also building an
addition to our scierce hall, and we had a Higher Educa*ion Facilitics Commission grant, which also
paid for a third of ¢the contents of the buildirg., It was logical to put the computer jin that
buildirg. (This is where I would have put *the computer anyway). We . had 345,000 plus another
$33,000, and it still wasn't enough to buy the computer. Morningside is a private church-affiliated:
college with about 1500 students. ’

one of +the neighboring cclleges also requested money for a computer. It was also a church-
affiliated school (same church) about 25 miles away, going after this sam=2 kind of installation.
Their request was turned down, and we got ours. To take up the slack, we approached them to ask if
they would liks to come in with us on a joint operation. It secemed a feasible thing to do &t the
tim=, and so w2 3did this in 1968. This other ccllege, about 1000 in enrollment, camz in and bought
¢ about one-third--well, it's complicated--take 45,000 away frcu the 3100,000, and they came in with
i one-third of the remainder. A computer con:tract was written up binding the *wo schools, one Wwith
i the other. The-8%7,000 figure was cne~third of the remainder after tle grant was taken out, SO it
seemed logical to set up a one-third, two-thiris ratio of use. We have kept 2 log of the time of
© use from the beginning, and it's heen roughly that. We've been open from seven in the morning until
! ten at night, and e have set ufp a schedule. Because the conmputer is located on the Morningside
‘ campus, thte other ccllege has been given *he priority for chocsing times. They've =2nded up taking
two afternoons, two evenings, and one day~-about 25 hours evary week. Thiz has worked vary well,
: with only a few difficulties. When I've talked to other peofple over the years about this kind of a
! set-up, they've seemed amazed that the two colleges could get together.

The other mathematics professcr, who taught computing at his school, was as disturbed as I had i
bean, because he had to drive so much; but still, the facility was much better than anything that .
either school had ever had before. We were happy to work together, Eventually he left, and I
: remained.

The one-third, two-thirds ratio also involved me. In the beqinning I was teaching half time-
and evantually I saw myself having two full-time jobs plus half of another job, so I chose to remain
as Director of the computer certer. The other school agreed tc pick up one-third of my salary. ‘Yow
I belang to two schocls., Computer committees ware established, cne on each campus, which also nmet
jointly. This involves two faculty members and two advinistrators from each campus and-myself.—- It i
i eventually appeared that it would be nice to hava the praesidents on the ccommittess, so we made thenm :
7 ex officio members. We had been dcing things that they didn't know about, so we put them on to see

how it would work out. This has helped. They now understand our.protlewms.

My role, then, has been to report to the academic dean at zach college. T write up a weekly
report estimating the percentaga cf time I've spent on each preiect. Uobody has aver questioned ne
on these things. It's almost like I have my own separate installation., -Nobody seems to know, or
sometimes care, what's going on. So we go alorng with our apglica*icas, In the baginning we set our
usage at eighty-five percent ‘for. student time, ten percent for faculty, and five percent for
administrative applications. '

In the summer of 1968 the computer was installed on the Morningside caupus on the 28th of
August. On the 6th of Septemhcr, by the time school opened, with a student's ha1lp, we ware ready to
do reqgistration fcr our registrar. So we did have a comnmitment to the registrar's office. The
business office had. their payroll with a service bureau downtown. - We encouragsed them to lsave it
lthere until such time as we could afford to take it over ourselves. It's still there, I was the
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only member of the computer center staff. Our center, as in the other school, depended entirely on
students. We bhired students to do the registration and everything else. The other school

f'-eventually hired a full-time administrative proycammer, assigred to the business office, and he diad

write a payroll packaqe for them. They put their payroll on, but we stayed away from it.

The students who work in our center have been assianed to work with other students, with
faculty memnbers, and to supervise the computer center. We have remained on a seven a.m. to ten p.nm.
shift. Students operated, the computer for the registrar and did a few other odd jobs for the
adesinistration.

We have hal proposals from some of the other members of the Collcges of Mid-America, an eleven-
college ccnsortium, of which both schools are nembers, all church-related, and all smaller than we
are, to see if we could do some work for th2m, We tock on cre of the other collzges right in Sioux
City. This is an institution that taught th= course on their campus and sent their students to the
Morningside campus for hands-on time. Their students vere allowed to operate the computer with our
students suparvising them. We Lad cooperated rfrom the peginning with them by leasing the  coamputer
to then fcr four hours a week whenever they needed it. )

Wwe have a 1230 optical mark page reader which we use for our faculty for test analysis
programs., We have worked with some of the high schools and some of the neighboring colleges in this
area. We have developed some surveys of different testing and research techniques that some of our
faculty as well as c+thers, are using.

A high school has now asked us if we would do their registration procedurss, We didn't really
want to take it on, but they'd cancelled their other contract befcre they told us. We were going to
be there... o i

As of June 1 of this year, we now have at Morningside a full-time programmer, assiqgned to me,
to work with the administration. I see his as a multi-purpose role, too, because I would 1like to
teach a cours=2. I'd like for him to order the cards and paper and things like that, and allow me
time to teach at least one course. :

A year ags, the Sociology Department within our college--they have been a pretty good user of
our computer--made a proposal to the City of Sioux City (Sioux City has about 100,000 people, the
second or third 1largest in the state). The city of Sioux City was making-a proposal to the
Department of Transportation for one of the Alcohol Safety Action Project grants.  There are sonme
thirty or thirty-five of these in the United States. They warted to use our computer to do the
evaluation. Our Sociology Department wanted to do this evaluation as a subcontractor for the City
of Sioux City. Their proposal was approvad, with this work Jjust begGinning this sumpmer. This is a
42-month grant to the City of Sioux City, so it’s a u42-morth grant to us. 1It's a 2.1 million dollar
grant to the city, with Morningside to receive <fifteen to twenty percent of that to do the
evaluation. The Morningside Computer Committee managed to use, from the Sociology Department sub-
contract, enough money to help purchase a 1403 Model 7, an 1133, and the Memorex 3610 disk drive.
This has set us up with what we now have. We are expanding tc a 24-hour day at least five days a
week, and perhaps seven,

This has led to serious problems because of the contract with the other college. The contract
that was set up spacified certain things, and I see now the need for a lawyer. Fach part of that
contract can be-interpreted two ways because there are two schools. If there were three, it could
probably be interpreted three vays.

We have 13 24-hour/day schedule, with a contract that's quite beneficial, and the other
college--let's call them College A and College B--College B feels that College A has taken undue
advantage of ¢the situation, and that Collegs B should have one-third of this $400,000, College A
takes the view that the projact is being done cn Collage A's tima, and that undar the provisions of
the contract each school has the right to allocate its share cf the tire to wha“ever use it chooses,
as a precedent had been established. It vwas the decision cf Ccll:ge A to use part of its share to
bring in some money for the college. Each colleg= initially had been asked to bid on the evaluation
sub-contract; College A was the only college to respond.

So this spring we had a lot of new e¢quigment coming in, and I could jus*: sce mys21lf coming in
at ten o'clock at nigh¢ and firding College B using College A'$ cquiprent. I didn't know wh2thar I
would turn my back or what I'd do. Colledge B says, "We dcn't have enouch money to help huy this
squipment but we want to use it.": Well, vhen you have a 600-line-a-minute printer sitting heside an
1132, I would want to use ir, also. And when you have five disk drives instead of one, I'd want to
use that, too. So I've been caught in the rmiddle, and have spent a great deal of time during the
past year meeting with people at thke colleges. As cf the first of June we had handled our problems
excapt that one night around midnight, when it came time for the ASAP project, the alcohol project,
to use the equipment for the first tim2, th2y found tha: Colleyge B was using equipme:nt on ASAP time.
I had a kpock on my dcor the next Mcnday morning, and I had to find out which contract was going to
be honored. I found that one business manag2r was gone for the summer and the othar one was at the
lakes; one president was in Europe and the other was in Oregon. The president's secretary didn't
seem to know who was in charge to answer my question. So I said, "Well, I's in charge, and I'l1l1

‘make the decision." " She said the president would be back in town on the eighth of June. I said,

"1911 be in Atlanta .on *he 2ighth of June, and this is my decision. This is what we're going to
do" I sent letters to the approjpriate peogple, and then I left town.
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Oone of the clauses in the contract says that eith:r party may buy the other party's share with
a one-year written notice, but that the other party hLas thirty days in which to make a «counter-

.proposal. The faculty of Colleqc A has tried to convince the administration that now iz the time to

give the cie-year notice, that thay should huy out Cnllege p. This is probably the only reasonable
approach, but problems still exist., What does College A have and what does College B have? Does
College B have nne-third of the total equipcent? Docs College B have one~third of *he $100,000 or
one-third of the recaining $55,000? Did ¥SP give the grant one-third to Collega B and two-thirds to
College A? HWhere does either college obtain cash to buy out the otherxr?

College B feels that it has one~third cf the original $£100,000 including the $45,000 grant fron
NSF. College A's business manager doesn't agree. I'ye done a lot of talking %o business managers,
too, and lavyars and everybody else. I think what will happen-~I have to say :hat up to this pointg
the colleges have cooperated very, very well--i$ that in the natural course of avents, each school
will require its own computing facility. Each school is now using its portion of the time to
capacity. Each school has a lot ¢f studants working on the comnputer. Each school has several
faculty members doing projects and teaching courses involving the computer. W2 now havs FORTRAN and
COBOL courses; ve have taught an kPG course and a Prcgramming Languages courss using an adjunct
faculty mepber from the local community. Lorg-range planrs had called for the eventual termination
of the contract in any case. WNou wa're right a% the point in time, except that the way in which the
termination is coming about was not part of the long-range plans.

Each school wants its own computer; College B does have a place in its new science hall in
which to put one. The computer coordinator has done a good jcb on each campus in promoting the use
of the computer. HNeither school has a computer Science madjor, minor or program of any kind. Each
school has taught the use of the computer soxt of like the 11brary' a place to do research, a tool
tc be used in a variety of courses.

My problem as to whom I report has really been no problem, because it seems that the dean to

. whom I report at College A or College B is in complot° cocperation with me; the computer committees

have been in complete cooperation, I have no vote in either ccmmittee, and y=t they have never gone
against anything that I have recommended.. At the same time I have never recommended dnything but
what I thought was needed and should he done ¥e have added, from the beginning, only one piece of
equipment, and that was the plctter, which each schocl uses quite a bit.

. I think the problem will be 'resolved, but I am nov seeing the importance of having such a
contract, and having a good contract between two schools.

The person that we hired tc work with the administration is a former student who graduated in
June, a young man who came to the colleg2 with four Yyears of experience wcrking as a computer”
technologist with the Air Force. He could already program in a couple of lanquages when he came on
board. I had had him as a student in night classes in COBOL when he was in the Air Force. I
convinced him that he should be one of my advise=s and that he should major in math with business
administration as a second major. So we have here about 3.5 students versed in about six 1languages
and really good at each. I see him working now with the administration: the businass manager, who
wants *o put on his payroll; the admissions officer, who wants a ”Lomplata admissions package; an
alumni director, who wants all his alumni put on; all of the deans in the collegs want1ng various
reports; and ve are already completely committed to a registrar program.

We have had some people approach us. with packages already developed for the 1130, complete so-
called ccllege systems to do accounts receivable, accounts payabls, payroll, etc. These people say
they'l]l do a feasibility study, they'll come in and get all these programs up for us in whatever way
we vant. They will train the ladies in the various offices to use these programs. The price, it
appears to me, is about equal to yhat we're paying this man for one year. I don'%t think that in one
year I could expect him to geot 2ll that don2 along with the other duties that I'd like to have him
do for nme. I would like to yet som2 reaction frcm sometody here who has tried such packages or
knows anything ahout people who claim that they can do_such a thing for a coll=ge,

We have a decision to make, and I've attempted to gat a decision from our president because

-this programmer is assigned to me. How Wwill we use him? There is a 14ob resum2 which I have written

UE. Does it look feasible? HWe have to establish priorities. Which administrative office will we
do first? Certainly we can't do them all piecem=al, coacurrently. &s yet W= have reached no
decision. I have been given no priority, because at the same time our aiministration sees an

- opportunity to sell time or sell services, mainly to some Of our sister collegzs in . the Consortium

and to the area high schools which want service. So, do we have our man uorklng for the college,
writing its own system, or do we have hia making money, so to speak--in othar words, making up his
salary? .

I don't believe this man Should have been hired-to do services for people outside the college
at least in the beginning. To me, this seems an irappropriate use of his time. fThis is a policy
that I will have to resolve in Some teras right away.
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THE FEDERAL CITY COLLEGE COMPUTER CENTER

Jesse Mayes
Pederal City College

The Computer Center is estahlished to enrich the academic programs of ¢he College, and to
enhance the education of students. The Center seeks to fulfill .these purposes by formal and
informal classes, laboratory sessions, disserinating information to stisulate the imaginative use of
quantitativé and symbolic information, and by developing and stimulating interdiscirplinary curricula
and seminars which relat2 to Computer Science. Although the ccmputer is not used as a substitu%e
for the teacher, it supports teaching and creative inquiry Fy.. making available to the teacher
teaching tools and classroom procedures which each teacher may use to improve instruction,

The objectives of the FCC Computer Center are to:

1. Provide computer support in the advancement of Federal City College's aims in education,
administration and research.

2. Make available ¢to every student at Federal City College the appropriate instruction in
computing, and required computing support in order to enhance his professional
development.

3. Study the latest developments in ceomputing applications and techrology in order to insure
that the most modern productive computing tools are used by Federal City College.

u, Devzlop a major - role in the District of Columbiat's progranm for advancing higher education
through the concepts of panagement information processing and computing applications.

S. Provide the best computing facilities for soluticns ¢f research and development problems of
the College, District of Columbia, and industry for which Federal City College may be
given responsibility. .

The academic workload, which constitutes sixty percent of the tctal system utilization, can be
delineated as follows: ‘ .

1. Batch processing of student jobs in a wide rarge cf languages (FORTRAN, COBOL, RPG, PL/X
and Asscrbler) as well as use of many IBM supplied package programs for statistical
"analysis or linear programming, etc.

K 2. Time sharing capabilities have allowed students tc interact with the computer using such
i languages as BASIC, FORTRAN, and Assembler. The-use of this facility has proven to be of
o significant benefit in motivating the student in-introductory courses, as well as proving
% to be invaluable tocls for upper class students in finding solutions to problems in a
i wide variety of academic disciplines, The use of terminals has provided in excess of
i ' three thousand student hours per nonth with the computer. Thesc terminals range from an
on-line registration system using TCAM to a remcte job entry and spooling system using
HASP, to a ‘time sharing facility capable of supporting FORTRAN,  PL/I and BASIC
concurrently vwith other academic and administrative reguirements. o

New develcpments:

An on-line registration system has been developed for the College., The new system allows a
student to fully register in one stcp at a computer terminal and eliminates card pulling, accidental
overrun ¢f classes, long lines. -

A new system of grade reporting has been developed for the Ccllege., On a quarterly basis, each
student receives a grade report that not only chows his grades for the quarter, but shovs grades for
his entire college career. This enables a student to cee at a glance his position and proqress
toward a degree. Such reports not only benefit the stulent, but save many mar hours by elimirating
the need to respond to individnal requests rfor grad2 informaticn €rom previous quarters. The new
grade reports are prepared in triplicate and:the master copy can then become an official transcript
of student records after it is signed and sealed by the. Registrar. :

Based on the data processing requirements of the college, a comprehonsive plan was put in place
‘:t6 mect the requirements. This plan called for installatiorn cf ap IBNM 370/745 with adequate core
~and peripherals to replace the college's 1IBM 360/40 corputer. The IBN 370/14S wvas chosen for
several reasons; (1) it was compatible with the existing T&d 360,40, (2) it providad three times
the computational sperd of the Model 40, (3) for comparablc configurations that would be applicable
to the college's requirements the 370/145 was less expensive than the 360,40, (4) plus a technology
that will provide the college with a higher degree of systems availability, made the 370/145 a
natural choice. - ' :
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COMMENTS C¥ THE COMPUTER SCIEHCE)COHPUTER CENTER INTERFACE

Robert Kyle
Emcry University

I'd like to find out how many people ih this group come from institutions of 4000 or more
studenrs. How many of you come from institutions of 2500 or less? Hcw many come from institutlions
of 1000 or less students? Hov many of you have your own computer? Are there any of you who don't
have your own computer on campus? Of those who lon't have thcir own computer on canmpus, how wmany
are using some Xkind of real-time systam or shared systen of some Scrt? SO everyone in here is in
some way alreadv in the computer rackast. HNcw let me g2t one mcre pair of questions and then hreak
off from this Xkind of audience participation. How many of you come from irstitutions wh2te your
computer is used almoSt--not necessarily altoge%her, but almost--exclusively for adnministrative
purposas? Are ther2 any people here whose computer its wuzed altogether for instructional or
educational purposes? Okay, that gives me a good idea of where things stand. It's really quite a
broad spectrum of interests and tackgrounds, as one might expect. Meetings of this kind fraquently
announce that they are appealing tc small collegas, bu*t because small colleges can't afford to come,
the me¢ ium-size cclleges, who think they're semall anyway because they look at their budgets and
realize what they'd like them to be, are the pzople who make ur the group. I'm pleased to see the
broad spectrum of irterest.

Thare wer2 a dood many comments earlier about curriculun. I come to you in a sense from the
American Society of Informatiorn Science, a group with which I*ve had a good bit of involvement, and
i* is currently espousing a new curriculum look, inspired in part by "Curriculum *'68." 1In the
American Society for Information Science we would make the claim--incidentally, I should preface
this perhaps, with Harris's charge to me to produce some nice, controversial comm2nts and bait you
into a great deal of responsSe--that information science is the basic rcutinec, ard computer science
is a facet of it. This is also true of likrary science ard sevaral other ficlds which are quite
different. All these have a common intarface in an area which might te called informatior science,
and as such, the American Society for Informatiorn Science recognizes that curriculum efforts so far
have all teen so computer oriented, so specifically use-of~ccmputer oriented, that they've decided
tc explcre the possibilities of some more curriculum material. One cf-the-intsresting things to me
is that your comments this morning led me to realize that there has been no consideration built into
this plan, per se, for the smaller schools. I think that's a big ristake, and I intend to try to
see that something is done about it. I don't know how far this might bhe carried.

I had praviously thought, and still have some feeling, that the'smaller schools have the sanme
curriculum reguirements that the largest schools do. 'They may be richer or not as rich, depending
on circumstances, and perhaps have to substitute personal attentiorn for the extra courses. But if
you're going to make that statement, then you find yourcelf facing the issue of how you go abhout
producing that @personal attention.' The computer sciences lend themselves to this in some
spectacular ways, I think,

Wa have a program at Emory which we-call—the“High School Fellows for Information and Computer
Science. This has grown out of an activity I'll be talking about very briefly as we go along, but
it invelves some intense relaticnship with some of the high schocls in the Atlanta metropolitan
area, and we have invited the -advisors of tha schools, the people who are most involved in conmputer
activities in th=se schools, to nominate onre of thz=ir students--at some of the schools there are two
of them-~to come on our campus two days a we2k., They are expected to Le there at least four hours a
week, twc hours a day. oOne of these hours is a very informal lecture. So far we've just made the
rounds, taking the staff of the computing caenter, the p3ople who are competent apd interested in
this kind of thing, and l2t them come in and “alk to the Fellows for an hcur. Wwe've generally had
these talks unformatted; they've just been geoneral discussicns with a fair amount of interaction.
Tt's a little Adifficult to gat good interaction with high-school students urtil they evolve some
real friendship with you. They feel, apparantly, quits accustomed to sitting in a classroom and
being 1lectured to, and they're a little slow to assert themselves., They've gotten over that in our’
case, almost more than one can stand, but this has been a spectacularly effective program in some
ways. : ‘

As 1 =see 1it, the most irportant concept that has core out in the use of the computer for the
support of other subjects, aside from computer science per seg--the most important philosophy
involved, at. least-=-is to think of the computer as a pupil. This applies to the use of the computer
in all subjects--chepistry, physics, mathematics, Snglish, rodern languages, sociology, biolegy, or
what-have-you, In my opinion it has some potential in every cne of these areas, not as a primary
tcol, but as an aid; and the idea cf computer-as-pupil is central to its effactive use. I like this
idea. It*s not an original one, but I surely have made a lct of mileage with it. The concept very
simply is that everybody seems to lsarn a lot more when he's required to teach.than he " learns when
he's required to 1listen, anl T don't know anyholy who doesn't agree with that idea. So far,

h
2

. everybody I've 2ver said this to says, "tes, that's been my experience." Whether I'm talking about

sunday school or calculus, it's true. Well, the computer is a beautifully dumb, obedient, and
demanding student. -The student becomes a teacher when he's aszsigned the task] of instructing the
computer to datermine the velccity with which an object will strike the floor when dropped three
feet, with or without air resistance. And incidentally, when "~you use the computer, there's no
reason tc leave out alr resistance”as probably everybody in this rocm did when he %ook physics. It
appliszs just as well when you're talking abtont ion mobility or anything else, The idea of the

\
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cdmputer as a pupil, in m®my opinion, 1is the one that really ought to be pushed among all the
ancillary uses of the computer. )

NVow, what happened to these High School Pellows is a Leautiful example of this, but in their
case it is occurring in computer science, wher? it does not cccur so naturally. We have to operate
on a low, overhead with these hcys. As a matter of fact, we havan't budgeted ore penny for them,
although-'we'ye given them an awful lot of free computer time. We allcw them to use the terminal in
my building, which 1is separate frcam the main coamputing center, but they would overflow into every
terminal on camous if we let thenm, e kept the jJroup small; we rad no 3dea how many we could
tolerate in this kirnd ¢f category, tecause ve¢ knew they'd he precocious, inquisitive, and demanding.
A great deal of pressure has been placed on them to be self-effacing. If he sees anybody on the
staff -whc looks like he wants to use a teraminal, the Pzllow is supposed to stand up and say, "May I
log off for you?" Practically--it*'s almost that way. Anyway they're good about it, and they're
really highly "1iked by the majcrity of the staff.

I think thi. concept of "Core in and do it yourself" might be a very significant feature for
ary of the students that canr be turned on. Now about ten tc twenty percent of the average student
body is 1likely to get turned on if they're given fairly free access to a computer with enough tools
to learn how to use it. To get turned on for a year or so is all it takes *“c become really good, in
py opinion. That doesn't necassatrily mean +they'll be computer scien* ists eventually. They may drop
from it after that time., But th2y will have fitted themselves well fcr their role in a society
that's so heavily ccmputer-based if they beccme intensely interested for that psriod of tinme.

If you have ten or twenty percent of a stulant body that is intenscly interested, the spillover
onto the rest of the students is trewendous. Th= spillover onto the faculty 1is also tremendous,
which is one of the places wher2 it is very difficult to get it in my experience.

Now to get to the more germane parts of the conversation--that was the preamble, and I'll take
less time on the garmane than I did co the preamble, I believe--about two yearc ago we got the idea
that we were hard-pressed financially. A lot of people had trcuble locking at Fmory, which I
believe is the nineteenth best-2ndowed university in the country, as heing hard-pressed finmancially,
but we, like everybody else, tfind that our income doesn't meet our expenses. There are a lot of
problems. We saw ourselves as needing addirional computer capacity, A lot of people are horrified
when we talk about that; we've got eighteen ccmputers on campus for instance. It frightens even me!?
We're not really a kig show in computing, or anything like that; we just have a lot of rescarch that
uses them. But this gives us a very strong place, of course, and many academic deapartments are very
strongly involved in computer instruction. We hit on the idea that perhaps some of our less
fortunate sister institutions in the immediate area might wish to participate in some of our gifts
in such a way that we pight nutnally ber2fi4., W2 hoped that we would be able to charge them an
awful 1lot less than they would have to pay elsewhere.  We could give them what they would choose to
have, frcm student involvement on our campus, to terminal access, to remote job entry ports--just
about anything they wanted. We visualized a state network of private colleges.

At the time we weren't fully aware of how far the public system had gotten in its network and
that it was available to private schools. It seems that the public school people sort of forgot to
mention to Emory +that this was going on. W2've wondered at times if there might have been sonme
reasons for that. For awhile the University System shared three CPU's in a netWwork: Georgia State,
Georgia Tech, and the University of Georgia, and a lo* of serions ccnsideration was given in the
past year to the possibility that thes2 three schools and Emory would share these rasources.

Tt has turned out that many of the private schools have felt @ real reluctance about joining
the university network, and-they tell me it is partly because they have felt generally swallowzd up.
When they get into the system they 4o not have sufficient usage, sufficient voice to he sure of
keeping 2 total role in the system. Nobody is out to get them, ncbody is takingy advantage of then.
The University Syste€m people are just as nice as they can be about that kind of thing, but they Jjust
scrt of forget about the school of a thousanud studentis that doesn't have any facilities of its own
and is 'strictly using the telepnone system to get into the main net. This seems to hava happened in
scme’ other areas, and some of the schools have a2xpressed a ccrncern abcut it. I do not know how
valid this concern is. Bu%t there was an interest in using Emory as a “big brother™, where we did
have a staff and did have sufficient background to spzaX on an equal tasis with any of the other
universities in the system. This served as the basis for the ccncapt of the formation of a private
university network. This has not been a highly succassful cecncept. Except for Atlanta Univarsity
vhere there are several of our terminals, a very mnoda2st amount is involved in this organization,
Scze. of the other schools that miks up the Atlanta University complex are expected to Jjoin in the
coming year, so there will be a fair involvement there.

We tried to find what mechaniso could lead us to a base for these cther schools. First of all,
ve established what we considered to be a reasonable contract. We allowed the schools to have
access tc  ports to our system. He us2 what was RCA, a Univac Series 70/46 for our real=time work
and expact to expand the service in the immediate future. We offered a port to .thic system using
BASIC only, although we also allow a rather high-level text processor, EDP, an RCA-editor. This is,
in my opinion, perhaps thae best aditor—available, at least the best I've had the opportunity to
explore. We do allow them to use a disk for string operations--text processiny--and ve permit also

scone of the other minor activities to be used, #We allow this contract for $600 including the..:

terminal. If +they are remotely located there is, unfortunately, a communications-line cost which
frequently equals the computer charges. The 5600 allows uniimited use of the system from eight -in
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the morning to eleven-thirty in the evering, and we also *ry to give them some help in getting
started. Some o9f the schools we *talked to had no computers. They are not 2s sophisticated as every
cne of you. There are others that have been expsrimenting with it or dabbling with it. We see this
as a valid activity for even more sophisticated schools, We have ar alternate contract at $800
which allows them ¢the entire use of the whole system. BeGth contracts provide sone disk storage:
fifty of onr PAY pages, which is 2048 characters, for the 3600 contract, and. three times that wmuch
for ¢the larger one. So they get a fair amcunt of additioral storage, enough to make it useful and
to get them away frcm paper tape and this sort of thing,

We decided that the primary thing that most of the schools we Wwere talking to needed was
financial support that they just couldn't ccee up.with themselves. The funds at the federal level
at that stage wers pretty w=1ll dried up for this kind of activity. We conceiveg another plan vhich
I think has a great deal of merit, and I would like to propose it for other schools to pick up, with
or without cooperative features to some central system involved. We recognized that in the.
boondocks of Georgia, it would prcbably be ton to “wenty years befor2 any of the people in the high
schools cr granmar schools have any access to a computer if activities wvended <heir nataral course.
We suqgested that a very natural affiliation would be between the many colleges over the state and
the public sc¢hools. When you look at a map of all the public ani private colleges ip any state, it
turns out that they do follow population, they do cover the geography of the state, and there are
not lorg transmission-lir2 requirements. Frequertly there are no toll line requirements for
reaching the nearest colleg2 from any place ir most states. This nmeans, to nme, that the small
colleges could become managers of computer systemS to serve the public schools. Many of the smaller
public schcols can't afford a system of their own, ard the private schools almost uniformly can't.
There are three in Atlanta tha® have done something along this line, and that's all, out of forty-
five private schools in Atlanta. I'm talkirg about pre-college private schools at this point. The
only one that's really done a major job received an unkelievable grant. Most of the secondary
schocls don't g2t unbelievable grants; this one did and has don2 a beautiful job with i, The
others have Jjury-rigged and been hit-and-niss in their approach, and they have needed some other
kind of support. It appears to me that many colleges recruit a fair proportion c¢f their student
bcdies from the immediate area. Many universities and colleges fa2el the need for public relations
with people in their general vicinty. I think there is a great deal cf merit in this concept. ‘I
think there is, economically, a great deal cf potential in it.

The small puhlic scheol systems'and the privat= schools can®t even afford computers for their

" adpministrative needs., The role of the computer in the classrccm as an educational aid in the high

schools and grammer schools is up for grabs in two respects: One of them is that there arep't many
people who really understand what's going on and what the possibilities are.- And, second, even
those who ‘do, don't vreally have good «concrete data to try to justify a system. The primary
advantage of the computer in these locations is the impact it has on - the studsant outside of the
course in which he studies the computer, on his attitude toward schcol and toward4 homework, There
are potentials here that we don't =2ven have time to touch on today. Put I see thes2 things as being
among the most important activities that -a school could take on, and having the possibility of
offering econonic potential. : RS

We would like to se2 a netvwork cf systems in which scme of the universities and colleges
lccated around the state might have their own computer and provide a realtime service to the high
schools; some others might physically transport some of the students into their schools on a fee
basis to use some Of their resources ar certain times of the day. We see other possibilities for
minicomputers, compiling in a central location but doing all of their runhing on a Strictly local
basis without having to pay for communications lines. There are myriad configurations for this sort
of thing, myried orientations, many of which do have scme real potential. In Atlanta in the past
two weeks we have organized something called the School Cowmputing Council. Its purpose is to
evaluate and implement these applications, We hope this will grow into something viable and
important in Atlanta, and possitly other organizations might find this wuseful to consider as a
ccncept for themselves,
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COMPUTER SCIENCE EDUCATION IN SMALL COLLEGES - A REPORT WITH RECOMMENDATIONS*

Richard H. Austing, University of Haryland
Gerald L. Engel, Hampden-Sydney Colleges®

The Subcommittee on Small College Prcqrams of the Committee on Curriculun in Computer Science
(C35) , of the Association for Computing Machinery was appointed in 1969 to consider the unique
problems: of smaller conllegeS and universities, and ¢o make recommendations regarding programs at
such schoecls.

Thiough the efforts of this group, with support froom th= Yational science Foundation, an
instityte was hald, in the summer of 1971 at Purdus Universivy, on urdergraduate computer science
edecation, At this institute fifty-three instructors frem smaller collages and universities
re¢eivad instruction regarding the teaching of courses in discrate structuces, progjramuming
lanyuagas, data structures, and operating systess. In the prccess of evaluating the results of this
inszitute, it bacame apparent to the committee that recomiendaticns regarding programs in computer

science specifically directed to the smaller schools were needad. It is the purposa of this report .

td supply these recommeéndations.

In no way dces the wsatarial in this report tepresent a majcr program in computer sciences
rather a program is recompend2d for those schools with 1imitsd resources, but with an interest,
enthusiasm, and desire for some cours2 offerings. Those instituticns interested in, and with the
Lasources necessary for a pajor program, should refer to the existing reports of C3s and other
curriculum studies. :

o

Included in this report are the dascriptions of €our courses, Though the attachmant of
specific names has been avoided, the courses correspond roughly to the areas of algorithms and
programming (Course 1), application of computers and thzir imppact on sociesty (Course2 2), machine and
systems orgayizat;on {(Course 3), and £ile and data organization (Course u),

Though these courses in a r2al sense represent a coherent program, they are so structured as to
allovw a stydent with limited objectives and limited time to pick and choose those parts wost
relevant to his needs. It iS anticipated that these courses can be supplemented with independent
and directed study courses for those students desiting further work.

Tha main constraint in a program in a small school is staff size, and the related lack of
multiple sections. Most schools have no more than one full tim2 equivalent faculty nmember available
to teach. computer science, and in most cases the same course and section must serve students with a
variety cf backgrounds and objectives. ’

Course 1 is <¢he introduction, which in most cases, gives a student his first experience in
computing. <This is accomplished primarily by the presentations of a higher 1level progranmning
1l anguage, course 1 is a prerequisite to +he other three ccurses. Cours2 2 expands on Course 1 by
giving the student further programming experiscnca. In addition the student is introduced ¢to a
variety c¢f applications of computers, and the effects that these applications will have on the
individual and on society. 1In.Course 3, the student gains familiarity with. various aspects of
computer systens, and how the rarts of such systems interact. Finally, in Course 4 the concepts and
applicaticns of data representaticn and organization are considered. , :

Three of the courses (Courses 1, 3, and 4) correspond to courses in "Curriculum *68," in basic
content, however, there is a good deal of difference in structure and emphasis. In ordsr to allov
as many students as possible.to take the courses, the prerequisite sttucture is held to a minimua.
Also, in order to provide a mor2 general background, the Courses tasrecially courses 3 and U4) are
more concerned with concepts than with details of a particular systaem, or 2xtensive programming
exercises. Tor example, in CourSe 3 no particular assambler would be studi=d, but rather the
general concept and vocabularyY of conputer sysStems would be presented. In this way a student,
anticipating a career in business management could €quip himself with the tools to select a computer
system, without kaving to bury himself in the dstails of a particular systen.

- - g e -

*The work reported here was supported in part by National Science Foundation grant GJ=1177 to the
Association for Computing: Machinery,.

**0n leave at Computer Science Department, The PennsSylvania State University.
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Course 2 does not have an equivalent in "Curriculum '68." This ccurse in applications would in
most cases be the natural sequel to the intrcductory- prograamming course.. It combines further
axperience in programming with a survey of application areas. Though programming would be an
integral part of the course, somsthing of the oveorall descriptive nature of the program would be
involvad. Where fpossible and appropriate, tle students wculd be expected to use programs and data
bases that are available; thus, for example, if the class were studying simulation, it would be
appropriate for the student to gain experiencs by play1ng scme ccmputer tased game, and possibly to
study some of the techniques involved in writing appropriate programs, but not necessarily to write
game playing programs.

By the implementation of this prograa, irsurdic*ion wonld ke available to all studants on
. campus, at the level of being able to communicate :itelligently with a computer. In addition,

advanced 1instruction would ke recadily accassible, For the student anticipating a career in
computing, or considering applicaticn for graduzte work in ccmputer science, several approaches are
possitle. Independent study courses can previde introductions to certain topics; such courses in

assembly languag= programming, programmlng lanquages, or even scme large Scale programning project
would be appropriate. Also, sirce we are dealing with snall schools, cooperation with other
departments can be anticipated. Throuah this interdapartmental ccopera%ion, certain courses can be
ncdified to serve the student anticipating cgradnate work in cecmputer science. Such a studen*t should
be advised to follow a pathematics curriculum, and could &nticipate taking at 1least a conputer
oriented course in numerical analysis, and a course 1in abstract algebra that would enphasize
computer applications. Finally, with the general introduc*ion of computers in the undergraduate
curricula as 1is documented by the Conferences on Conmputers in the Undergraduate Curricula (1970 at
the University of Iowa, 1971 at Dartmouth College), it seems reasorable to anticipate that an
interested student can selact several courses from various disciplines that make significant use of
computers. .

One of the vrpurposes of this program is to ensure its implementation with a minimal staff.
Obviously, computing equirment must alsc be considered, and since most small schools are working
und ~ a small Dbudget for computer servic=s, the course structuze reflects tha fact that extensive
computer power will probably rot be ava.lable on campus. The courses recommendad reoquire that the
students have access to a computer which has a higher level programming lanquage for student use.
Only one higher 1l=vel language 1is required, inasmuch as &avery installation satisfies that
requirement. If additional languages are availahle, their vse might be appropriate in one or more
courses. Whether the computer is a small stand-alone or c¢cne or more terminals makes 1little
differaence. The important requirement is that the students have easy access to the equlpmnnt and
good service, both in terms of turn-around time and debuygging facilities.

As important as the computer science course structure is, the mcst impértant area of computing
at a small school is the service areca. The cost of computing on campus, hoth in terms of equipment
and perscnnel, can cnly be Jjustifiad if computing services are used ¢n a campus-wide basis. To
achieve this, an excellent dev:lorment of Course 7 is necessary, as well as +ha d2velopmant of a
community ci computer users on campus. For schools that are nrot already involved in such progranms,
the first efforts must be made in these directions, 1Ip fact, the first course, and the development
of users on campus, should be the first responsihility of the faculty member in charge of the
development cf computing, and the introduction of the add1t1ona1 course work should take place after
these aspects of the program are completed.

The program requires one full-time instructor. In mos: cases, Course 1 and Course 2 would be
offered each semester, while Course 3 anrd Course 4 would be offered once zach year. It is conmon
practice in small schools to have the computer sciencz faculty and computer center staff one and ths
same., It is clear that the demands of this pregram {at 1least 9 hours per semastar) rpake this
situation impossible. Thus the instructional staff and ccmputer center staff should.he separate;
however, it would bhe possible (and probably Jdeszirable) for the instructor to have sone
responsibilities in the area of user services, - :

. . Arother common practice in small schools is to take a faculty menber from a dspartment that is
a computer us2r, and assign him responsibili«y for conputer science instruction. such a vpractice
often leads to the coursez not baing cowmputer science tLut rather applications of coaputers.
Whenever possible this should b2 avoided, but if it is necessary, the instructinnal material should
be clearly separated from any other departmant of the school.

It is well tc note tha*t the present market situation placas a small school in an excellent’
position to hire a computer scientist. Where pLossible this should be done, at least to tha extent
of bringing in the individuwal resronsible for the icplementation of the prograa. Where this cannot
be donz2, a commitmant should bhe made to allow an existing faculty wmamber to devalop himself in
computer sclenc2 education. Summer prograes for this purpose are not plentiful, and deoing such work
in '¢he normal environment of teaching and o*her responsibilities at the swall schonl is close to
impossible. Thus, where an existing fuculty member is asked to be respcnsible for the program, it
is strongly recommended that this faculty memher be granted a year's leave tc work and gain
experience in a computer science department. It is also recommended that universities with the
facilitios develop programs that will assist these faculty members in achieving their objective,

ERIC 63

Aruitoxt provided by Eric:



As with any program, the usual supporting faciliites of the ccllege are necessary. Though no
great amcunt of specialized material is axpacted, it should ke recognized that there will be a need
v for a rather large initial expenditure in the areca ot library materials, both books and pnriodicals.
i To provide a starting point for the devzlogment of a cecllection, a library list is inciuded in this
¥ report.

Courses

There is much evidence +*hat som2 exposure to computers should be an essential part of every
colleqe student's education. Many students will become users in their chosen occupations, Included
in this group would Le teachers, managars,. researchers, and programnsrs who will need the computers
as a tool, Other students will hecome diresctly involved in computer education and the computer
industry. All students will be affected by the use of computers in -our society,

Minimally, students should acquire <ccme undsrstanding of the iamplications of the computer
impact on individuals, organizations, ard society. One way in which an academic institution can do
this is to offer a survey type course in computers and society. Hcwever, thare are some inherent
difficulties with such an approach, particulariy in schools which have no more than one or two
faculty wmembers in the compbuter gcinnce arca. The breadth and anmount of knowladge needed to give a
worthwhile ccurs2 of this type almost precludes.it being offered by any one person. Developnents
and arplications span such a wide rango of areas -that faculty from a var1e'y of fields would need to

; be used. The course then might take on the flavor of a lecture series in which students would be
: presented a great deal of informatior but almost no feeling about what a ccmputer is or how it
should be used. ’ Co

A better approach, as .well as a more practical one in terms of faculty utilization, would
consist of teaching fundamentals cf computing in a first course and allowing students the option of
acquiring additional knowledge through their cwn reading, on-the-job training or further course work
in computer science or other disciplines. The first course described below follows this approach.
It plays the role of a- beginning course and the prereqguisite course to =2ach of the other three
courses described. The latter three courses are designed not to be sequential. However, the most
desirable path through them for students taking all of them wculd be in the order presented.

There is an intended over-lap in wmaterial among the four courses. Some ideas ave worth
repeating at different levels. Alsc, the ‘same problem or concépt can be enhanced by looking at it
from different points of view or by bringing different material to bear on it.

3 Very few matters related? +to courses or curriculum are generally agreed upon among computer
i scientists., The question of what language to teach in a first course. is no eaexception. Although
there appears to be general agreement that a higher level languayge should be presented before an
i assembly language, there is substantial difference of opinion regarding <he specific language to @
f use. BASIC, FORTRAN, a hypo+thetical lanquage, and PL/1, to name a few, each have a band of by
: advocates. FORTRAN IV is still the most widely used general purpdse lanquade and is the most easily ;
i transferable from computer to computer. Do2sbite its shortcomings, FORTRAN IV would seem to be the
i most useful for the greatest number of studaents, and is the language recommanded for the first
couse. Pl/1, if it is available, could be chosen in place of FORTRAYX, particularly because its
capabilities for monnumeric applications make it useful in courses 2 and #. If strong reasons
compel a different choice of language, scme modifications might he necessary in course topics or
approach. The introduction of a second larnguage (e.g. ALGOL, ARL, SNCBOL 4) is not reconmended; it
greatly decreases the programming experience and competence the student acquires in the firse+
course.

COURSE I {3 CREDITS)

‘ INTRODUCTION. This is a. first course which emphasizes good programming.techniques in a higher level :

# language. No computing backgrcund is assumed. Upon completion of this course, the student should: i
£ a) have practical experience in progranmmirg, ircluding modularization ¢f both a problem-and a -
progran for its solution, debugging, -implementation of bhasic data structures such as lists, and use
of "canned" programs; b) know basic characterization of «ccmputer organization; c¢) he able to

"distinquish among program assembly, loading, compilation and execution, including some of the kinds
of programming errors that can occur at each sStage; d) . krow the details of the language and have a
basic idea of the relation of its statem2nts to machine code.

PRI

The 1ist of topics for this course does not differ substantially from the topics included in
the outline of course Bt in "Curriculum '66," however a shift in emphasis is recommended. Course B1
stressed +the noticns of algorithm, .frroblem aralysis, and the formulation of alqorithms for problem
sclution. Learring a language, practice in its use, anl concepts of coaputér organization vers also
emphasized, but mainly as the means to obtain the actual solution of the problea, Unfoxtunatnly, no
texts have appeared which have achieved the gcal of presenting thea sukbject of protlem solving in an
affactive way (5everal books hy Polya mlqht he conrsidered exceptions to this starsment but theyvy are
not of the algorithmic orientation specified in course B1), Judging from the great variety found in
introductory computing courses few, if any, teachers have been able *o achieve the goal. It is not
an easy problem to solve. - :

on the other hand, it is possible to teach programming techniques with the aid of a lanquage
--nual and, possibly, cne of the existing texts. The latter books could ke used as a source of
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problems at 1least, and, in some cases, to supplement discussicns of appropriate programming
techniques applierd to specific classes of problems. By concentrating cn grogramming, the instructor
is better able to teach a lanquage, Pput it in proper perspective with computer organizations and
systemss, develop good progranming practices (includirnqg codirg, debugying and documentation), and
motivate the need for algorithms in the solution process. Students should be required to use
subprograzs extarsively (both their own an? ones that are provided); this, in turn would encourage
at least one gooi prcblem solving technigue - breaking up a probl:zm into modules,

An important benefit to the general approach suggested here is that the conrse is more easily
defensible as a service course. Students could be urged to find problems in their own field of
interest which they would program as course projects. Duplication of first courses for different
groups of students coulé be minimized, and, possibly avoided antirely., For the first few senmnesters

"it night be difficult to obtain reasonable problems from a variety of arcas but, as more faculty

members become users, they will become a sourcs of good problenms. In addition, a collection of
(possibly large) data tases and subprograms can te accunulated anrd used as files to be referenced by
student programs. The degree of success achieved by th: conputer center in dev=2loping a community
of computer users has a signifizent influence here, As a result, some very interesting and
nontrivial problems can be considered both in this course ard in Course 2,

The course should be sScheduled to allov for laboratory-like sessions for small groups of .
studentS. An instructor may want tc scatter these sessions throughout the scmester, or bupch then
at the beginning of the course and let the students program on a mcre individual basis toward. the
end of the course. Whether or rot the laboratory sessions shculd be regularly scheduled is a matter

"that is best decided by the instructor and/or the departnent.

CATALOG DESCRIPTION - A first course in programmning using the language FORTRAN. TIntroductory
ccncepts ¢f computer organization and systems. Programming projects, including at 1least one fronm
the student's field cf interest. :

QUTLINE. Material in this course need not be presented in thé sequence used in this outline. Some
topics (e.g., computer organization) should be distribated throughout the course with increasing
degrees of detail,

1. Overview of a compu:er. Hardware components; how programs are executed. (5%)

2. Overview of problem solving process, beginning with the prcblem statement and ending with
verificaticn of the cwerect computer solution. (5%) .

3. Introduction to the specific computer environment in which the student will work.
Infornation needed by the student to interact with the computer in this course. (5%

4, Language details. Comgponents and types of assignment, control, and specification
-statements; data representation and structures; storage allocation; I/0; subprograms;
local and global variables; common and eguivalence statements. (30%)

S. Programming techniques. Segmentation; comments and other documentation; debugging:
library subroutines. (15%)

S. simple data sStructures and 1list processing. Pointers; structures such as strings,
stacks, linear and circular lists. (10%)

7. Limitaticns of FORTRAN. Non-numeric programming; recursion. (5%)

8. Computer organization and systems. More detailed presentation of hardware and systens
software, including registers, instruction ' codes, addressing, assembler, loader,

. compiler, and characteristics of components; peripheral units; past, present and future
- developments. (20%) . :

.

9, Examinations. (5%}

TEXTS. A language manual, either the manfacturer's or one of the numerous manuals and primers that
are available, should be used. Alsc, any local documentation concerning the installation's computer

‘and/or system should be readily available. No current book covers the material as presented in the

outline, ‘but parts cf pany bcoks could b2 used as source material or - studant reference. For
example, the following references are pertinent: 1, 2, 3, 4, 10, 13, 16, 21, 23, 27, 31, 33, u1,
62, 67, 71, 72, 74, 15, and 80 h-k.
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COURSE 2

INTRODUCTION, This course emphasizes the use of computers in a variety of problem areas. It is an
applications oriented course which. should give the student concrete experience in solving
representative problems of a practical nature, As in Course 1, large data basas can be established
as experience is gained in teaching the course. Discussion of problems and problem areas shonld
include algorithams, application of techniques from Course 1, and social implications. New concepts
and tools (e.g. complex data structures, tree search t=chniques, sorting methods).can he introduced
as required in the context of <cpecific problems and the need for additional tools, including
different kinds of languages, can be motivated. Occasionally, it might be feasible «o invite a
faculty eember frcm another depar*ment or .university or a lccal businessman to supplement material
on a topic.  Student assignments should vary,-both in depth and in subject areas. In particular, a
student who has complsted <Course 3 or & should bte expectcd ¢c use different technigques and solve
larger or more difficult problsas than a student who had compl2ted only Course 1. Students sheculd
be encouraged to discover and solve problems in their own arcas of interest. ’

Because students in this course have completed a progqramming. cour$e, no discussion should be
necessary on such topics as what a computer is and how it works, number represzntation, flowcharts
and other elementary matters included in a conputer appreciation-type course, However, a discussion
of various systams (timasharing, batck, etc.) should be included so that students are avare of the
kinds of computer envirorments In uhlch problems are solved.,

The instructor should pose a suitably difficult proklem in a real con%ext, indicate possible

agproaches to its sclution, break it up dinrtc smaller problems, discuss appropriate algorithns, -

introduce whatever new topics pertain to the rroblem, and let fhe studenet writ2 a program to obtain
the solution. (If an entire ptoblpn is too difficult to solve in this way, one or more subproblems
can be identified and handled as described. HMore advanced methods can be indicated when appropriate
and the student can be directed to appropriate references, Social and historical implications can
be discussed at various stages of the solution process. As the course progressas, studants should
be 2xpected to do more analysis and algorithm writing than specified above. Th= desired =ffects are
that the stud2nt becomes acquainted with the computer's impact in a number of areas, is exposed to
concepts and methods applicable to different kinds of problems, and gains practical experience in
solving problens. ‘

e

CATALOG DESCRIPTION. Prerequisite, Course 1. Social implications. Conputer applications in areas
such as file management, gaming, CAI, simulation and modeling. Problem =<solving with emphasis on
analysis, formulaticn of algorithms, and programming. Projects chosen from various applications
areas including student's area of interest. :

OUTLINE. The selection and ordering of *opics is highly dependent on the local situation. The
topics are listed separately but should be ccmbined as..much as possible during discussions of
specific groblems. Problems and prcjects should have al practical flavor and should use a variety of
computer criented techniques ard concepts. ttention should be given to the kind of  technique that
applies- to a particular class of problems hut not to other classes of problems. Each problem
should be discussed in such a way that the ftudent is aware of its relaticn to a real world context
and sees the computer as a natural ‘tocl in tha solut1on process”,m L .

1. Computer systems. Batch and 1ntetact1ve'-real t1m information management; networks.
' Description of each aystem, ‘how if differs. from the cthers and kinds of . applicatons for
whlch each system is: best éu1ted. .(15%}_“ i : .

.-

2. Larg° data baéos.“ Thelr rstabllchmpnt and use: défé definitidn and structures. (10%}

)

3. - Errora. - pes' effects- handling them; (5%)
4, Soc1al 1mp11cat1ons. HumaHiﬁéEhiné inﬁérfage' p;lvacy. moral and 1nqa1 issuas, (15%).
S. Future soc1al 1mpact.' Chéckless'socigty;'cAI natlcnal data bank. (10%)
6. Languages; ‘Business‘ oriented; list process1nq. -bxmulat*on' strlﬁg and ymbol
manipulation, Brief exposition of characteristics.which make thesa languages approptlate
" for’ part1cu1ar clasieo cf froblems., {15%)
? .
7. . Concepts and techniques usa2d 1in solving problems froﬁ applications areas such’ as CAI,

data management, gaming, information retrieval, and simulation. (25%)

a. Discussicn of completed projects and/or axaminatiBhs. {S5%) ) j

T

TEXTS. The underlined refernnces cited below conld serve as basic texts for this coursa, Many
-bdoks and magazine articles could provid+ useful supplementary .material either for class use or  for
student cr teacher reference. Only a sampling of the available material jis included in the Library
List: 2, 7, 8, 11, 15, t6, 17, 18, 33, 35, 43, S5, S6, S8, 60, 61, 66, 68, 70, 11, 73, 79%a, - 79b,
and 80h-k. : y ' cem .
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COURSE 3

INTEODUCTION., This course emphasizes the relationships between computer organization (hardwartw) and
systems (software), Each component's crganization should be discussed and its features should Dbhe
related to the implementation of programaing language “‘features and to assesbly language
instructions. Whenever possible, explanations should be iacluded as to why specific hardvare
i features are better suited than others to certain typas of problems cr environments (c¢.g. r=al time
B computirg, interactive systems, data processing, scientific applicaticrs), and hov this could affect
. selecticn of components. The effects of adding or changing components should be viewed with Trespect
5 to cos*ts, capabilities, and softvare. Miniccmputers should be discussed both as stand-alone

corputers and as components of larger systens.

Programming in assembly language shculd not be taught as such, Howeyver, students should be
exposed to the use of macros ani microprograrmming. They should acquire a basic understanding of .
monitors, interrupts, addressing, fprogram corntrol, as well as implementation of arrays, stacks and
H hash tables. In snhort, they should become familiar with assembly language concepts but in relation
i to their use in the total comfputer environment rather than through extensive programming. The neeil
i for assembly language programming experience is no longer great =nouqgh to argue that most students
‘ should have it. For those students who become interested in it, a special study course can be
provided. With the background acquired in Course 3, a student should be able to gain vprogramming
experience without much additicnal guidance.

CATALOG DESCRIPTION, preraquisite, Course 1. Relationships among computer components, structures
and systens. Hardvare features, cos§§,,capabilities, and selection. Assembly language concepts and
isplementation, : :

; OUTLINE. Because this ~course 1is, at 1least to some extent, dependent on the specific conmputer
: available, the selecticn, ordering, and depth of coverage of topics will vary from institution to
; institution. :

1. Processor. Arithmetic and control functions; . relationships of features to language
features; data handling; addressing. (20%)

i 2.  Menmory. various. types;’ cost, capabilities, and functions. of each type; direct, fsndom
: and sequential access; implementation of arrays, stacks, and hash tables, (20%)

; 3. I/,0. Types, costs, and capabilities of units and media; controly channels; interrupts.
L {20%) j ‘

L v R VR

; ) 4, -Communication among components, Effects of changing configurations; interactive and

real-time systems. (10%)

5. Minicomputers. Capabilities as stand-alone computers; components of larger systems: '
costse. (10%) . _ . )

6. Assembly language concepts. Instructions and their relations to components included
aboves macros, microprogramming. {15%)

7. Examinations. (5%)

Sk TEXTS. No available text is suitable for this course. Material can be dravn from the folloving }
‘ references and from manufacturer's manuals: 4, 5, 6, 14, 17, 25, 26, 28, 29, 30, 32, 34, 37, 38,
' 39, 40, 42, 44, 45, 46, 47, 52, 5%, 55, 57, €3, 64, 65, 68, 69, 76, 7€, 80a, and 80c.

Lo : COURSE 4

INTRODUCTION . This 1is a course in file organization and manipulaticn, It stresses concepts, data
structures, and algorithms used in the solution of nonnumerical problens. proper motivation for
each should be given; an encyclopedia apgroach is not intended. Whenever several methods for
achieving the same result are Jdiscussel e.q9., sorting or searching algorithms), comparative
evaluations snould be includad. Differences between using ccre only and core plus auxiliary memory
for various applications should be fEcinted out. 'If appropriate hardvare 1is available, students :
should be assigned programming projects that require performing operations on larage data bases and i
that require manipulating records on auxiliary memory devices. Immediate sources of problems are in
the areas of mailing 1lists, registration, scheduling, student reccrds, library automation. If a
suitable language for list groces§iﬁd“applications is available, it cculd be taught and used in part
of the course. Othervise, characteristics of languages for this purpose should be given.

v‘ . e ' )
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CATALOG DESCHIPTION. Prerequisite, Course 1. Data structures, concepts and algorithms used in the
solution ¢f nonnumerical problems. Applications to data managepent systens, file ocganization,
informaticn retrieval, list processing, programming languages. :

OUTLINE. Neither mathepatical applications nor mathematical fpropertics of structur?s is included in
this outline. They could becems part of the course if students have =sufficient background.
Although some of the topics are discussed in Courses 1, 2, and 3, only the material in Course 1 1is
assumed. . )

1. Stacks, gueues, arrays, lists. Structures; algorithms for manipulating, storage
allocation and maintenance; applications. (25%)

2. %g;?uages for list processing. Feaiures of one c¢r more languages (2.9, LISP, LS, PL/1) .

3. Trees. Biﬁary; threaded; traversal schemes; storaye representation; applications. (25%)

4, Hash coding. Addressing; collisicns; applications to symbol‘tables. (10%) .

S. Searching and sorting. Comparison and evaluation of methods; techniques for use with

auxiliary memory devices; applicaticns. (15%)

6. Complex structures. Hierarchical; indexed sequential; inverted 1list; multilinked;
applications to large information systems including case studies with illustratioss of
vhy they might not work., (15%)--- - ’

7. Exarinations. (5%)

TEX1TS. A text for this course could be chosen from the underlined items includad in the following
list. However, the text.would have to be supplemented with material frcm other references.

9, 12, 19, 20, 22, 25, 27, 30, 36, 40, 43, 46, 48, 50, 53, €9, 80a, and 80c.

The four courses described above are designed to service a broad segment of the undergraduate
student body with an extremely limited number of faculty members, possibly or2. Studsnts should
also have the Oppor+tunity to tfake comfputer oriented courses in their cwn departments. The number of
pessible courses in this category is too great to try to list. Instead, we will reconamend
additional courses for th2 student who is seriously interested in ccomputer science, whether or not-
that student intends tc¢ pursue a graduate degree program in the field. :

Bach of the following specific courses could be given for special study to one or a few
students or as. a regular course if the demand is great enough and an instructor is available. Other
topics could be included, but. might not be possible to implement in a practical way unless access to
a large ccmputer was available, ’

a. Assembly Language-Programming.: This course would enable a student interested in systems
to apply the concepts learned in Course 3 and would provide a means to bzcome introduced
~" ""to systemS programming. Manufacturer's manuals “would initially scrve as texts., The

COSINE Committes's report, “An Undergraduate Course on Cperating Systems Principles"”
{Juns 1971) provides a nurber of ideas for possible topics and references after the
studant acquires Some prcgramming experience.,

b. Structure of -Programmiag Languages. This course wounld ~ include an introduction to
" grammars, languages they generate, scanners, recognizers and other topics as time allows.

A suitable text would be Cgrpilat Comsiructicr for Digital Comnutors by David Gries.
Supplementary material could be takan frem “Ten Mini-Languages"™ by H, F, Ledgard or A
Comparative sStudy of Pregramming Languages by B. Rigman. Also the features of languages

such as ALGOL and SNOBGLU could be studied.

" c. Programming Languages. If any language other <+<han those included in courses is
available, a special study programming course may te approgriate. Such a course might
carry only one credit and it might be best given as a month-long course in Schools on the
4-1-4 system. :

A student interested in Cosputer Science should be advised to follow a mathematics curriculum.
The Mathematics Department should. be urged, if necessary, to cffer computer oriented courses. These
could begin with a computer oriented calculus sequence. Abstract algebra, differential equations,
linear algebra, logic, numerical analysis, gprobability and statistics could also utilize the
computer and would be valuable courses for graduate school preparation. .
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LIEPARY LIST

The following 1ist 45 not exhaustive, %o attsupt wvas made to compile a list of all hooks on
any specific topic. Certain areas are cnitted entizely; namely, prograsmming language =amanuals and
books primarily oriented toward .uge in other disciplines (such as numerical methcds, computers and
music, and programming for the behavioral sciences).

¥. Arden, B. W. An Introduction to Digital Computing. Addison-Wesley, "1963.

2. éarrodale, I., Roberts, F¥., and Ehle, B. Elemantary ccpputer Arplications. John Wiley, 1971.

3. Barren, D. W. Recursive Techniques in Pregramming. Americanm Elsevier, 1968.

4, Barren, D, W. Assemblers and loaders. American Elsevier, 1969.
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S. Beizer, B. The Architecture and Engir
1971.
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6. Bell, C. G. and Newell, A, Ccpputer Structures: Readings and Examples. McGraw-Hill, 1971.

7. Beger, R. M. (Ed.} <Coppurers and Crisis. acH, Iné., 197%.

8. “Benice, D. D. (Fd.) Computer Selections. MNcGraw-Hill, 1§71.

9. Berztiss, A. T. 'Data Structures: Theory and gggggiég. Academic Press, 1971.
10. Brooks, P. and Iverson, K. Automatic Data Processing. John Wiley, 1963.

1%, Clark, F. Information Processing. Prentice-Hall, 1970.-—-

12. Clark, K. ¥. Use of Files. American Elsevier, In press.

13 Cole, R. W. Introduction %o Cecmruting. McGraw-Hill, 1969.

14, Cuttle, G. and BRobinson, P. B. (Eds.) Executive Programs and Operating Systems. America®h
Elsevier, 1970. '

15. Davenport, W. P. HNodern Data Communications. -Hayden; 1271,

16. ~Desmcnde, W. H. computers and Their Uses. Prentice-Hall, 1971.

17. Dippel, G. and House, W. C. Information systems. Scott, Foresman, 1969.

18. Feigenbaum, E. A. and Feldman, J. (Bds.) Computars and Thought. McGraw-Hill, 1963.
19. Flores, I. Sorting. Prentice-Hall, 1969.
20. Flores, I. Data Structures and Hanagerent. Prentice-KHall, 1970.

21, Forsythe, A. I., Keenan, T. A., Organick, E. TI., and Stenberg, ¥. Computer Science: A Eirst
F#TTT e gourse.  John Wiley, 1969. ' »
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22. Foster, J. M. List Processing.’ American Elsevier, :1967..

23. Galler, B. A. The Language of Computers. McGraw-Hill, 1962.

24. 6Galler, B, A. and Perlis, A. J+! A View nof Programping Languages. Addison-wWesley, 1970.

25, Gauthier, R. and Ponto, S. Deéigning Systems Programs, Prentice-Hall, 1970,

26. Gear, C. W. Computer Qrganizaticn and Programming. McGraw-Hill, 1969.

"27. Gear, C. W, Introduction to Ccmgutar Scienmce. Science Rescarch Associates, In press.

28. Genuys, F. (Bd.) programping languaqes. Academic Press, 1968.
29. Gordon, G. Systes Sim
30. cries, D. Comrpiler Construction for Digital Computers. ~John Wiley, 1971, I

31.7"Gruenberger, F. Computing: An Introduction. Harcourt, Brace and World, 1969.

32. Gruenberger, F. ggggggigg: A Second Course. Canfield Press, 1571,

33, Gruenberger, F. and Jaffray, G. Problems for Computer Solution+ ~John Wiley, 1965, -
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Martin, J. and Norman, A. .R..D.~

Gachwind, H. W. Design of Diyital Computers, An Introdugtion. Springer-varlag, 1970.

Hamming, R. W. cComputers and Socisty. McGraw-Hill, 1572,

Harrison, M. C. Dpata Structures and Programping. Courant Institute of Mathematical Sciences,
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Hassitt, A. Copputer Programaing and Ccmputer Systems. Acadenic Press, 1967.
fellerman, K. Digital Compmter System Pringiples. McGraw-Hill, 1967,
q

Higman, B. A Ccmparative study of Proiramming Languages. American Elsevier, 1967.

Hopgood, F. R. A. Compiling Technigues. Amarican Elsevier, 1969.
Huil, T. E. and Day, D. D. F. Computers and Problem Solving. Addison-wesley, (Canada) 1970.

Husson, s. Migcroprogramming: Principlss and Practice. Prentice-Hall, 1970,

IFIP. File Orgarization. Selecteé papers from File 68 -.an I.A.G. Confe¢rence. Swets and

Iliffe, J. K. Basic Machine Principles. American Elsevier, 1968.

Ivarson, K. A Preqramming Language. Jchn Wiley, 1962.

Johnson, L. R. System Structure in Data, Programs and Computers. Prentica-#all, 1970.
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Ka+zan, Jr., H. Computer Oorganization and the System/370. voun Nostrand Rheiphold, 197%1.
Knuth, D, Ths Art .

[} 1 Fundamental Algorithms. Addison-Wesley,
{(2nd Printing) 196

Knuth, D, The Art of Computer Erogramming, ¥ol. 2, Sepinumerical Algorithas. Addison-Wesley,
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Knuth, D. The Art of Computar Programming. ¥ol. 3, Sorting and Searching. Addison-Wesley, In
press. .o

Korfhage, 'R. 'ng;
John Wiley, 1

Laurie, B, J. Modern Computing Concepts - The IBM 360 Series. Southwestern, 1970.

Lefkcvitz, D. File structures for On-Line Systams. John Wiley, 1967.

Wartin, ‘J. Design of Pgal-Time-Computer Systems. Prentice-Hall, 1967.

‘Martin, J. Teleccmmunications and thes Computer. Prentice-Hall, 1969.

he Cemputsrized §gcig31. Prentice—Hall,-1970.‘

Kaurer, W. D. Programming: An Iptroduction to Computer Lapguages and Technignes. Holden-Day,
1968, :

Meadow, C. The Apalysis of Information Systams. John Wiley, 1967. -

Minsky, M. Computation: VPinite and Infinite Machines.’ ?renti¢e¥Ha11, 1967.
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Oettinger, A. G. and Harks, S. Bun Computer Run. Harvard’ University Press, 1969,

Parkhill, 0. The Ch

e

lenge of the Cogpntcr Utility. Addison-Wesley, 1966.

E L EER A A PP = N e . R4 P8 L

Rice, J. K. and Rice, J. R. Introductior "to Computec: Sciznce: Problems, glgg;ighggf
Lanquages, Information and“cemputecs. Holt, Rinehart-and Winston, 1969. :
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Rosen, S. (Ed.) Programming Languades and systems...McGraw-Hill,s 1967.

Sammet, J. E. frcqr and gungg‘gggalg.. Prentice-Hall, 1969.

Sayers, A. P. (td.) Operating Systgg§'§g ¥2Y. ARuerbach Cbrp.,~l971. ' . -
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Sptaque. R. E. Information U ilities. Prentice-Hall, 1970,
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stimler, S. Real-Time Data-Processing Systems. McGraw=-pill, 1969.

Stone, H. S. Introduction to Ccmputer Organization and pata Structures. NcGrav—-Hill, 1972.
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Tfaviss, I. The Computer Impact. Prentice-iall, 1970.

Tsague, R. Conmputing Problems for FORTEAN Solution. Canfield press, 1972,

Trakhtenbrot, B. A. Alqorithms and Auntopatic Computing pachines. D. C. Heath, 1963.
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Viavant, W. (Ed.) PReadings in coaputerc and SocistY. Science Research Associates, In Press.

walker, T. Introduction to Computer Scierca: An Interdisciplinary Approach. Allyn and Bacon,
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Allyn and Bacon, 1970. ‘ :

- Walker, T. and Cotterman, W. W. pn Introduction to Computer Science and Algqorithmic Processes.

Watson, R. W. Timesharing System Desiagn Concepts. McGraw-Hill, 1970.

Wegner, P. Programming Languages, Information Structures and Machine Organization. MHcGraw-

#ill, 1968.
Wilkes, M. V. Time=Sharing Ccmputer Systems. American Elsevier, 1968.

In addition to the above 1list, saveral collections of articles originally appearing in
wgcientific Amarican" have been published in book form by W. H. Freeman ard- Company,
specifically, they are:

a) Information. 1956.

b) Computers_and_Computation. 1971.
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various conference proceedings, journals, bulletins, and the like should alsc be maintained in
a litrary collection, The following are of special interest: )

a) Communicaticns of the ACM. (monthly)

by Computing Peviews.-—-ACM, Inc. (Monthly)

c) Computing surveys. ACHM, Inc. (Quarterly)

d) Proceadings,. ACH National Conference. (Yearly)

e) Proceedings, Fall Joint Computer Confereace. (Yearly)

f) Proceedings, Spring Joint Computer Conference. (Yearly)

q) Proce2dings, IFIP Conference (Every three years)

h) Procacdings, IFIP World Confzrence on Computer Education, 1970,

i) Procz2edings, Computers in Undergraduate Science Education.

)] STIGCSE Bulle+in. (Availahle to members of ACH'S Sgpecial Interest Group ~ Computer
Science Education) T

k) STGCUE Bulletin. (Available to members of ACH'S Special Interest Group - Computer
Uses in Education) e ’ : :

1) 'SIGUCC Bulilztin. (Available to members of ACM's Spacial Interest Group - Uriversity

Computing centers.)
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Elizab2thtown College

16802

Elizabethtown, Pennsylvania 17622

Wilhelm U. Kemp
Dickinson College
Carlisle, Pennsylvania 17013

Robert Kyle

Emory University
Uppergate House
Atlanta, Georgia 30322

Jacques LafFrance
Wheaton Ccllega
Wheaton, Illinois 60187
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Sheraton Biltmore Hotel

Atlanta, Georgia

Ronald ‘Anton
Swarthmore College
Swarthmore, Pennsylvania 19081

J. P. Poulanger
PHC Colleges
Chester, Pennsylvania 19013

Harris Burns
Ranlolph-#acon College
Ashland, Vvirginia 23005

Edward Day
Fanshaws College
London, Ontario, Canada

Gerald Engel
Pennsylvania State University
University Park, Pennsylvania 16802

H. James Farrell

P. 0. Box 56

$t. Mary's College
wincna, Minnesota 55987

Gerst Gibbon
Chatham Colleqe
Pittsburgh, Pennsylvania 15232

John E. Haluska
St. Andrew's College
Laurinburg, ¥North Carclina 28352

Larry Hanson
Box 2293
Berea College
Berea, Kentucky 40403
Glenn Ingran
Washington State Un1versity
Pullman, Washington 99163

Whithey L. Johnson
State Council of Higher Education for Vvirginia

.911 Xast Broad Street

Richmond, Virginia 23219

Tim Kelley
Southern Oregon College
Ashland, Oregon 97520

Raron Konstam
Linderwonod Colleges
St. Charles, Missouri 63301

Alfred C. Linden

University of North Dakota _— /
Grand Forks, North Dakota 58201

James McDonald

Jacohsen Computer Center
Morningside College
Sioux Ccity, Iowa 51106
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Albert Halveaux
Xavier University of Lousiana
New Orleans, Louisiana 70125

Jesse J, Mayes

1234 Massachusetts Avenue, N.W.

Federal City College
Washingtcrn, D. C. 20005

Charles Mculton
Beaver College :
Glenside, Pennsylvania 19038

T. Robert Newlin
University of Miss -uri - K.C,
Karsas City, Missouri

S. Ron Oliver
Wayne State Collage
Wayne, Netraska 68787

Charles W, Phillips
Ledoyne-Owen College
Memphis, Tennessee 38126

W. Taylor Reveley
Hampden-Sydney College
Hampden-Sydney, Virginia 23943

Gordon Sherman

Office of Computing Activities
National Science Poundation
Washington, D. C.

Rcbin W, Spock

Cuny

535 E. 80th Street

Board of Eigher Fducation
llew York, New York 10021

Paullw. Sutton
Herth Central College
Naperville, Illirois 60540

Robert A. Todd
Florida Keys Community College
Key Hest,_Florida 33040

Fred Weingarten

Pitzer College

The Claremont Colleges
Claremont, California 91711

Richard Wcod
Gettysburg College
Gettysburg, Pennsylvania 17325
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Sister Patricia Marshall
Xavier University of Louisiana
Neu Orleans, Louicana 70129

Parela McGinley
Box 207
Nanuet, New York 1095y

Linda Moulton
Beaver College
Glenside, Pennsylvania 19038

Jack YNichols
Lamar Community College
lLarar, Colorado 81052

Lonis Parker
North Carolina FEducational Ccmputer Service
Research Triangle Park, North Carolina 27709

Marvin Philpott
Witterberg University
Springfield, Ohio 45501

R. Waldo Roth
Taylor University
Upland, Indiana 46989

Charles R. Shomper
University of Iowa
Regional Computer Center
Towa Ci+-y, Towa 52240

Donald -P. Stanat
Kalamazoo Gnllege
Kalamazoo, Michigan

Daniel EB. Todd, Jr.
Pembrooke State Uriversity
-~ -Pembrooke, North Carclina 28372

Richard A. Vogel
Western Haryland College
Westminster, Maryland 21157

James H. Westmoreland
University of Tennessee at Martin
Martin, Tenncssee 38237

Karl Zinn

U-M CRLT

109 Fast Madison.Street
Ann Arhor, Michigan 48104
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