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ABSTRACT

The purpose of this computer project was to design

a system to display statistical distributions. The hard-

ware utilized was an IBM 2250 Display Unit Model 1 attached

to an IBM Systems/360 Model 40 computer with 256K bytes of

memory.

The system was designed as a teaching tool. Primary

desiderata were ease of use, speed of response, and

reliability.
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THE PURPOSE OF COMPUTING IS INSIGHT, NOT NUMBERS.

R. W. Hamming
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INTRODUCTION

1.1. Purpose of the System

This interactive, graphical display system is intenoed

as an aid in teaching the elementary properties of statisti-

cal distributions to students in an introductory probability

course. The author visualizes two essentially different ways

in which the system could usefully be incorporated in a col-

lege level course:

(1) In a classroom situation where the teacher rein-

forces his material with graphical displays. In

this situation the teacher is in command of the

system.

(2) In a laboratory situation where one or more stu-

dents, possibly supervised, are in commanO of the

system, and go'through a number of prepared exer-

cises.

In either situation the sequence of graphical displays will

have to be carefully prepared in advance and, in the case of

the classroom situation, inserted at strategic points during

the class. The system derives its usefulness for a great

part from its ability to answer exploratory questions. Thus

these should be highly encouraged and, whenever possible,

answered by means of graphical displays.



1.2. Objectives

The system has the following graphical ciapabilities.

(1) For a numbe:;: of standard discrete statistical

distributions one can display the probability

function or the cumulative distribution func

tion.

(2) For a number of standard continuous statistical

distributions one can display the probability

density functio' or the cumulative distribution

function.

(3) From a number of standard statistical distribu-

tions a random sample can be drawn and the

resulting frequency distribution displayed.

(4) Any of the foregoing displays can be exhibited

simultaneously.

Under (1) , (2) , and (3) one can freely vary the parameters

of the distributions. Under (3) one can vary the sample

size, the number of samples and the width of the interval

for the resulting frequency distribution. The system is

particularly well suited to illustrate limit properties of

distributions, e.g., that the Poisson distribution tends

to the normal distribution as its mean, gets large. The

sampling capability was incorporated in order to illustrate

the Central Limit Theorem. The resulting frequency distri-

bution is really a distribution of the normalized mean of

each sample. The histogram shL,Ild thus rougly resemble a

normal distribution.



The intention is that the introduction of graphical

displays will result in easier grasp and longer retention

of the subject matter.



II. SYSTEM ENV1RONI:4ENT

2.1. Hardware

The system was programmed for the IBM 2250 Display

Unit Model 1. This unit is attached to an IBM System/360

Model 40 computer (with 256K bytes of memory) via a

selector channel. Figure 1 shoes the current hardware

configuration at the University of North Carolina at

Chapel Hill.

The main feature of the 2250 is a cathode-ray tube

(CRT) on whicY computer programmed graphic and alphanumeric

information is displayed. The area on the face of the CRT on

which the images may be displayea is a twelve inch by twelve

inch grid. This area is a square consisting of discrete

points. These equally spaced points, 1024 in both the

vertical and the horizontal direction, are 1024 x 1024 in

number.

The 2250 used for this system is a basic 2250 unit

plus the following features:

(1) Absolute vectors and control. This feature allows

vectors of any length to be drawn at any angle on

the CRT. Without this feature the basic 2250 can

display only horizontal and vertical vectc-rs of

unrestricted length, and 45 degree vectors of
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limited length.

(2) 2250 local buffer. Use of this 8K buffer to

regenerate uisplays allows the 2250 to operate

concurrently with the computer.

(3) Alphanumeric keyboard. This is a typewriter-

like keyboard which can be used to enter

messages into the 2250 buffer and onto the CRT

display area.

(4) Programmed function keyboard. This consists

of thirty-two pushbutton keys each with its

own indicator light. Each key can be made to

correspond to a set of instructions in the

computer program. The keyboard has a replace-

able overlay which labels each key and which is

itself program identifiable by an eight-bit

code notched into one edge.

(5) Character generator. This allows the 2250 to

translate a System/360 character representation

and trace the character on the CRT display area.

A set of 63 characters, each available in two

sizes, is used.

(6) Lightpen detect. This allows the user to enter

information into the system by pointing a pen-

like device at a lighted portion of the CRT

and depressing the associated f3ot switch.

Control is transferred to the computer program.

A complete description of the IBM 2250 Model 1 may be

found in Reference 4.
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2.2. Software

The statistical display system consists of 26 load

modules totaling approximately 30F bytes of memory. The

advantages of such a modular structure are well known.

It is particularly suited to this '-ape of system containing

many self-contained units, e.g., the subroutines to calcu-

late the function values of the statistical distributions.

The reader is referred to Chapter IV for a more detailed

discussion of the logical structure of the computer system.

Chapter IV also contains descriptions of the individual

subprograms.

The multiprogramming environment at the Computation

Center of the University of North Carolina allows the

display system to be used concurrently with batch processing

without appreciably affecting the response time at the

2250 unit., i.e., the waiting time from the moment a parti-

cular display is requested to the instance of appearance on

the screen. This time is, of course, also a function of the

amount of computation involved.

The system is invoked by the following Job Control

Statements in the OS (release 16) job stream.

//JOBNAME JOB (JNC.CS.S6246T),'BEAUJON,J',MSGLEVEL=1,

// PRTY=10,CLASS=G,TYPRUN=HOLD

//JOBLIB DD UNIT=DISK,DISP=SHR,DSNAME=UNC.IS.F7027.

ISDEPT.GRAPHICS

EXEC PGM=UCSTAT

//DISPLAY DD UNIT=DISPLAY



//SYSUDUMP DD SYSOUT=A

Typically, the user will request the computer operator

to release 'BEAUJON' which is a catalogued procedure con-

taining the preceding set of Job Control Statements.

The statistical display system can be implemented in

any environment supporting OS and a 2250 Unit Model 1. The

least important feature of the 2250 for this particular

application is the lightpen. It would also be possible to

do :ithout the 2250 local buffer. TLe mc,difications required

would Le minor in case of absence of the lightpen. Absence

of the 2250 local butfer would necessitate more extensive

changes. OS is a sine qua non.



III. USER INSTRUCTIONS

3.1. Introduction

The user enters information into the system in one of

the following ways:

(1) by pressing one of the keys of the programmed

function keyboard;

(2) by typing in information via the a)zphanumeric

keyboard;

(3) by pointing the lightpen at F.1' section of the

screen and pressing the associated foot switch.

The system may respond by

(1) providing the desired display;

(2) removing the appropriate display;

(3) entering into the desired mode;

(4) delivering an error message;

(5) terminating.

Typically, the user will go through an initialization

procedure in order to obtain a grid so as to define the extent

of his abcissa and ordinate. After this the user enters the

parameters of the desired distribution and presses the

programmed function key (pfk) pertaining to that distribution.

Depending on the current mode of the system the resulting plot
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is a probability distribution function (density function for

continuous distributions), a cumulative distribution function,

or a frequency distribution depicting results of a sample.

The system may be put in a particular mode by pressing the

appropriate pfk. Displays may be removed via the programmed

function keyboard or by means of the lightpen.

3.2. Generating Displays

3.2.1. Detailed Procedure Description

Following is a step by step description of the procedure

necessary to display distributions.

(1) Starting point. The graphics package has been

released. The general instructions are displayed

on the screen and pfk INST is lighted.

(2) Press pfk RESET: the residing grid parameters

appear. The display should look like Figure 2a.

(If this is not the case something is wrong and

the operator should be notified over the

intercom.) In the following discussion, let

xlo be the lowest X value to be displayed;

xhi be the highest X value to be displayed;

xinc be the interval at which vertical grid

lines will be drawn;

ylo be the lowest Y value to be displayed;

.yhi.be the highest Y value to be displayed;
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. 5

. 5

0

-3 3 3

DATA:

Figure 2a. 2250 Screen following RESET.

-3 3 3

DATA:

Figure 2b. 2250 Screen following RESET,GRID.
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yinc be the interval at which horizontal grid

lines will be drawn.

Thus RESET assigns the following values to the

grid parameters: xlo = -3; :chi = 3; xinc = 3;

ylo = 0; yhi = .5; yinc = .5 .

(3) If the residing grid parameters are satisfactory,

i.e., if the distribu :ion to be drawn will fall

within these limits: press pfk GRID. The grid

appears and should look like Figure 2b. If the

residing grid parameters are not satisfactory

these (and therefore the ensuing grid) may be

altered by:

(4) Entering new grid parameters. Pressing the JUMP

key on the alphanumeric keyboard has the effect

of moving the cursor (the bright underscore on

the screen) according to the pattern shown in

Figure 3. Grid parameters may be changed by

simply typing in new numbers while the cursor is

at the corresponding parameter location, e.g., if

xinc is to be changed to 6 and the cursor is

located somewhere to the right of the word DATA,

pressing the JUMP key three times will place the

cursor at the desired location. One then types a

6 on the alphanumeric keyboard. After the grid

parameters have been altered the grid is obtained

by pressing pfk GRID. Note that it is possible to

press GRID at any time. DistributioL-3 currently
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yhi

6(

yinc

ylo

4

lrxlo xinc

7hi
Data
field

ATA:

Figure 3. Jurn Pattern of the Cursor
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displayed, if any, are erased and a new grid

corresponding to the new grid parameters is

drawn.

(5) Mode. Before displaying a distribution the user

should ascertain that the system is in the mode

corresponding to the_desired display, i.e., if a

probability density is desired the system should

be in the density mode. One of the pfk's PDF,

CDF or SAMPLE is always lit, indicating th,--

current mode. PDF corresponds to the probability

density mode, CDF corresponds co the cumulative

distribution mode and SAMPLE to the sample mode.

The system stays in a particular mode until one

of the other mode pfk's is pressed. The exception

to this is that RESET puts the system back into

the density mode. Thus the user need only press

the pfk PDF or CDF to have the system enter that

mode. . For the sample mode additional information

has to be supplied. Before pressing SAMPLE three

parameters have to be typed in at the data field:

(i) the size of each sample;

(ii) the number of samples;

(iii) the interval width for the frequency

distribution.

Table 1 is a summary of the displays produced when

the system is in the various modes.



PD.F

CDF

SAMPLE

15

Table 1. Computations of the Various :lodes

discrete distributions continuous distributions

P[X = p(x)

a
X P[X = p(x)dx
x

- pfrequency distribution of
ci/VIT

where x = the sample mean;

p = the mean of the distribution
sampled from;

a = the standard deviation of the
distribution sampled from;

n = the sample size.
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(6) The user is now ready to define the particular

distribution. This is done by

(i) Typing in the parameters of that

distribution. See Table 2 for the

number and meaning of the parameters

corresponding to a particular

distribution.

(ii) Pressing the pfk bearing the label of

the distribution to be plotted.

To superpose distributions within the same mode and

on the same grid, step (6) need only be repeated. To super-

pose distributions on the same grid but in a different mode,

steps (5) and (6) have to be repeated. At a given time the

display may consist of a superposition of all types c1

distributions. Grids can not be superposed. A maximum

seven distributions may be displayed at any one time. An

attempt to display more than seven results in an error message

being displayed.

Entering _grid parameters: The cursor should be located at the

grid parameter to be changed. One can accomplish this by

pressing the JUMP key on the alphanumeric keyboard. The

parameter is entered as a decimal number, possibly preceded

by a minus sign. xinc or yinc should not be negative. Grid

parameters are not followed by a comma.



Table 2. Parameters to be entered for a Distribution

(see distribw-Lun definitions)

pfk Distribution Parameter(s)

12 discrete uniform a b n

13 binomial n p

14 Poisson X

15 hypergeometric N n k

16 continuous uniform a b

17 triangular a b

18 normal II

u2

19 gamma a

20 exponential 0

21 Cauchy a

22 beta a R

23 Student's t n

24 chi square n

25 F m n

17
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Entering sample parameters: The cursor should be located at

the DATA field. The parameters to be entered, in order, are:

sample size, number of samples, and width of interval.

Example: The samples to be drawn are of size 5.

Furthermore, 50 of these samples (each

of size 5) should be drawn. The resulting

frequency distribution should have an

interval width of .5.

Type in at DATA field: 5,50,.5,

Note that in order to draw a sample from a distribution

the parameters of that distributLon have to be entered and

also the pfk pertaining to that distribution must be pressed.

SAMPLE does not draw a sample but merely puts the system in

that mode. Sampling thus consists of the following four

steps:

(i) entering sample parameters;

(ii) pressing SAMPLE;

(iii) entering distribution parameters;

(iv) pressing the distribution pfk.

Entering distribution parameters: The cursor should be located

at the DATA field. The number and meaning of the parameters

depend on the distribution. See Table 2.

Example: a) for Normal (0,1) type 0,1,

b) for Poisson (7) type 7,

Note that the distribution parameters and the sample parameters

are each followed by a comma, including the last.
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Erasing distributions

Distributions may be erased as follows:

(1) By pressing RESET. All distributions are removed,

and the default grid parameters appear. Eefore

proceeding to new distributions GRID must be pressed.

(2) By pressing GRID. All distributions are removed, and

the grid corresponding to the current grid parameters

appears.

(3) By pressing REML: this erases the distribution last

plotted.

(4) By pressing REM NL; this erases the distribution

plotted next to last.

(5) By pointing the lightpen at any portici of a particular

distribution and stepping on the foot switch. This

erases that distribution.

Summarizing: (1) and (2) remove all distributions, while

(3), (4), and (5) remove one particular distribution.

3.2.2. Action of the Programmed Function Keys

Following is a detailed description of the action of

the programmed function keys. In each case the key last

pressed is lit. Also one of the keys PDF, CDF or SAMPLE

is always lit indicating in which mode the system is. The

removable overlay is color coded to indicate functional

similarity among the keys.
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Number Label Description

00 INST The general instructions are displayed. This

may be done at any time. The display visible

just prior to the instructions may be reuis-

played by pressing the REGEN pfk.

01 RESET The system returns to the permanent display

with its residing grid parameters. This may

be done at anv time, including after INST

has been pressed. It is thus not mandatory

in that case to follow INST by REGEN.

Following RESET only four pfk's are active:

(1) INST;

(2) RESET;

(3) GRID;

(4) END.

Other pfk's are ignored. RESET always puts

the system into the density mode.

02. GRID The grid is displayed according to_the current

grid parameters. Immediately following RESET

no grid parameters need be entered if the

residing grid parameters are satisfactory.

After changing the grid parameters, either by

using pfk's 06 through 09 or by using the

alphanumeric keyboard, GRID should be pressed.

The distributions currently displayed disappear

but the information is retained. The distri-

butions may be redisplayed on the new scales
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Number Label Description

by pressing REDRAW. The information concern-

ing the distributions is destroyed if REDRAW

is not pressed following GRID.

03 REDRAW The distributions visible just prior to GRID

being pressed are redrawn on the new scales.

This may be done at any time. It is, of

course, a waste to do so if the grid para-

meters were not changed.

04 PDF The system enters into the density mode. See

section 3.2.1. for the exact differences among

the three modes. The system stays in this

mode until either CDF or SAMPLE is pressed.

This may be done at any time so that any

current display may contain a mixture of

densities, cumulative distribution functions

and sample results.

05 REGEN This regenerates the display visible just prior

to pressing INST. REGEN is ignored if INST

was noL. he preceding pfk.

06 X/2 The X grid parameters are divided by 2. GRID

must then be pressed. After this one might

wish to use REDRAW.

07 Y/2 The Y grid parameters are divided by 2.

See X/2.

08 X.2 The X grid parameters are multiplied by 2.

See X/2.
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Number Label Description

09 Y.2 The Y grid parameters are multiplied by 2.

See X/2. A combic,ation of pfk's 06 through

09 may be pressed before pressing GRID.

10 CDF The system enters the cumulative distribuLion

mode. Pressing the statistical dist,7ibution

keys will result in cdf's being drawn.

11 SAM?LE The system enters the sample mode. In this

mode random samples may be drawn from the

statistical distributions. The parameters

read in when SAMPLE is pressed are respectively:

the sample size, the number of samples, and the

interval width to be used for the resulting

histogram. These parameters are absolutely

necessary. They must be entered prior to

12

13

14

UNIF

EINOM

POTSS

pressing SAMPLE. See section 3.2.1. for

the exact meaning of these parameters.

Plots the discrete uniform distribution.

Plots the binomial dist:ibution.

Plots the Poisson distribution.

15 HYPER Plots the hypergeometric distribution.

16 UNIF Plots the continuous uniform distribution.

17 TRIAN Plots the triangular distribution.

18 NORMAL Plots the normal distribution.

19 GAMMA Plots the gamma distribution.

20 EXPO Plots the exponential distribution.

21 CAUCHY Plots the Cauchy distribution.
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::umber Label Description

22 BETA Plots the beta distribution.

23 STUD T Plots Student's t distribution.

24 CHI 2 Plots the chi square distribution.

25 F Plots the F distribution.

26 Not implemented.

27 Not implemented.

28 Not implemented.

29 REM NL Given that there are n distributions plotted,

REM NL removes the next to last plotted. If

n is less than two REM NL is ignored.

30 REML Given that there are n distributions plotted,

REML removes the last. REML is ignored if n

is zero. REML and REM NL may be used repeatedly

and intermixed fashion.

31 END This terminates the system. The program comes

to a halt and the 2250 screen goes blank. If

this pfk is pressed accidentally the user must

request the computer operator to release

'BEAUJON' again.

3.2.3. Programmed Distributions

Following are the definitions used of the statistical

distributions presently incorporated in the system. The order

of the distribution definitions corresponds to their corres-

ponding pfk's. The first four are discrete distributions.
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The rest are continuous. Table 2 lists the parameters to be

entered for each distribution. The order in which the distri-

bution parameters are entered on the alphanumeric keyboard is

extremely important, of course, since the system has no other

way of determining the correspondence between numbers entered

and the parameters.

Distribution Definition

discrete uniform

binomial

Poisson

hypergeometric

P[x=x]
1 n positive integer

b > a

x = a + (b-aIi

i = 0,1,2,...,(n-1)

P[X=x] = (1i) pXx(1-p) n-x n positive integer

0 < p < 1

x = 0,1,2,...,n

-X,x
P[X=x] e

x!

x = 0,1,2,...

X > 0

k N-k
(x) (n-x)

P[X=x] N,n,k positive integers

n < N

x = 0,1,2,...,min(n,k) k < N
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Distribution Definition

continuous uniform f(x) =
b

a< x b
-

1

a

triangular

= 0 otherwise

4(x-a) a+b
f(x) a < x <

(b-a) 2

-4(x-b) a+b
2

x < b
(b-a)

= 0 otherwise

normal f(x) =

Cauchy f(x)

gamma

exponential

-(x-1.1)
2

e 2a2

a

7(a 2
+x

2
)

x
a
e
-x/

f(x)
r(a+1)e+1

= 0

CY > 0

ao < x < 00

a > 0

0 < x < co

a > -1

R > 0

otherwise

1
f ( x ) = T e-x/0 0< x < o

0 > 0

=0 otherwise
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Distribution Definition

chi squa7:e

Student's t

beta

n-2
2 -x/2

f(x)
x e

0 < x < -
2n/2 F (n/2)

n > 0

= 0 otherwise

(L1.12-1)

f(x) x<00
2 1/2(n+1)

/1-77 r(1-1)(1.-F-L-)n)

n > 0

r(a+G+2)f(x) xa(1-x) 0 < x < 1F(a+1)T0+1) _

a > -1

= 0 otherwise

m2. m-2

r (1"2----a) (2) x
2

F f(x)

3.3. Sample Exercises

m+n
r (11-) r (2) (14x) 2

2 n

= 0 otherwise

>-1

m > 0

n > 0

0 < x < c°

The exercises contained in this section were designed

for use by someone being exposed to the system for the first

time. They are intended tn aid the familiarization process

as well as to illustrate some basic statistical facts.
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Figures 5 a) through 5 d) are actual photographs of the 2250

screen after the last step of exercise 1 through Exercise 4

respectively. The set was tried with good results on a small

group of students. For a further discussion of this see

section 5.2.

The exercises were written and commented so as to be

performed by students in a laboratory situation. They could,

of cours,!, also be used as a guideline for a teacher planning

to use the display system in a classroom demonstration.

Exercise 1 is intended to show how the probability

density function of the normal distribution is affected by a

change in the mean and/or variance of the distribution. The

first density displayed is that of the unit normal which serves

as a basis of comparison for densities subsequently displayed.

Exercise 2 is basically the same as Exercise 1 except

that it concerns cumulative distribution functions rather than

densities.

Exercise 3 shows the relationship between the binomial

distribution and the normal distribution. A series of

binomial distribution functions is displayed, the last being

binomial (16,.5). The instructions then draw the student's

attention to the resemblance of this distribution to a normal

distribution. He is asked to try and match, by trial and error,

a normal distribution to this last binomial distribution. (It

is expected that he has previously performed Exercises 1 and 2.)

The student is also asked to check the result of his match by



29

Figure 5 a) Display Corresponding to ExercL4.a 1.

Figure 5 b) Display Corresponding to Exercise 2.
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Figure 5 c) Display Corresponding to Exercise 3.

Figure 5 d) Display Corresponding to Exercise 4.
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calculation. For this he must either remember the formulae

for mean and variance of the, binomial distribution or have

some way of looking them up.

Next the student is asked to repeat the whole exercise

but this time for cumulative distribution functions.

Exercise 4 is concerned with sampling. Several

samples are drawn from the normal distribution and from the

uniform distribution. The frequency distribution of the

normalized means of the samples is displayed. These histo-

grams are all superposed over a unit normal density function

so as to allow for visual comparison with this curve.

No background in statistics is required to be able

to perform these exercises mechanically, except for the

calculation in Exercise 3. One would expect to derive

maximum benefit from laboratory sessions shortly following

classroom presentation of the subject matter. Clearly, the

point in time for this varies from course to course even

among introductory courses. For most courses of this type

a good time would probably be around the seventh or eighth

week. Perhaps Exercise 4 should be held off a few more

weeks.
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Exercise 1

Action Comment

1. RESET pfk

2. GRID pfk

3. Data:0,1, enter distribution parameters.

4. NORMAL pfk

5. Data:1,1, enter distribution parameters.

6. NORMAL pfk; note 4-aat the change in the mean of the
normal dis.:ribution corresponds to a shift.

7. Data:1,2, enter distribution parameters.

8. NORMAL pfk; a change in the variance corresponds to
a change in the spread of the curve.

9. REML pfk; remove the last distribution plotted.

10. Y.2 pfk; double the Y grid parameters.

11. GRID pfk; new grid.

12. REDRAW pfk; redraw everything on the new scales.

13. Data:0,.2, enter distribution parameters.

14. NORMAL pfk; a variance less than 1 makes the curve
skinnier (and taller!) than N(0,1).

15. Data:-2,.2, enter distribution parameters.

16. NORMAL pfk.



Exercise 2

Action Comment

1. RESET pfk

2. xlo = -4
xhi = 4
xinc = 4
ylo = - 1
yhi = 2
yinc = 1

grid parameters.
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3. GRID pfk

4. CDI pfk; cumulative distribution mode.

5. DLta:0,1, enter distribution parameters.

6. NORMAL pfk; cdf of N(0,1)

7. Data:2,1, enter distribution parameters.

8. NORMAL pfk; a change in the mean constitutes a shift.

9. Data:0,4, enter distribution parameters.

10. NORMAL pfk; the curve is straighter than the
previous ones.

11. Data:-2,.2, enter distribution parameters.

12. NORMAL pfk; notice the steep slope of the curve.
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Exercise 3

Action Comment

1. RESET pfk

2.

3.

xlo = 0

xhi = 20
xinc = 20
ylo = 0

yhi = .4

yinc = .4

GRID

grid parameters

pfk

4. Data:4,.5, enter distribution parameters.

5. BINOM pfk; binomial distribution.

6. Data:5,.5, enter distribution parameters.

7. BINOM pfk

8. REM NL pfk; remove the next to last distribution.

9. Data:6,.5, enter distribution parameters.

10. BINOM' pfk

11. REM NL pfk; remove the next to last distribution.

12. Data:12,.5, enter distribution parameters.

13. BINOM pfk

14. REM NL pfk; remove the next to last distribution.

15. Data:16,.5, enter distribution parameters.

16. BINOM pfk

17. REM NL pfk; remove the next to last distribution.

The discrete points now look pretty much like a normal distri
bution. Which normal distribution? Try finding it by trial
and errorr--EHeck your result by calculation.

Introduce new grid parameters and see what the correspondence
is for the respective cumulative distribution functions.
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Exercise 4

Action Comment

1.

2.

RESET

xlo = - 3
xhi = 3
xinc = 6
ylo = 0
yhi = 1
yinc = 1

pfk

grid parameters

3. GRID pfk

4. Data:0,1, enter distribution parameters.

5. NORMAL pfk; pdf of N(0,1).

6. Data:5,50,.5, enter sampling parameters.

7. SAMPLE pfk; the system goes into the sample mode.

sample size = 5
number of samples = 50
interval for histogram = .5

8. Data:0,1, enter distribution parameters.

9. NORMAL pfk; sample from N(0,1).

10. REM L pfk; remove the last distribution.

11. Data:5,3, enter distribution parameters.

12. NORMAL pfk; sample from N(5,3).

13. REM L pfk; remove the last distribution.

14. Data:0,1, enter distribution parameters.

15. UNIF pfk (16); sample from a continuous uniform
distribution (0,1).

16. REM L pfk; remove the last distribution.

17. Data:5,50,.25, enter new sampling parameters.

18. SAMPLE pfk

19. Data:5,10, enter distribution parameters.

20. UNIF pfk (16); sample from a continuous uniform
distribution (5,10) .
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3.4. Brief Description of programmed function keys qpfk's)

Number Label Description

00 INSg. Displays the general instructions

01 RESET Displays the permanent display

02 GRID Displays the grid

03 REDRAW Redraws everything ac.ording to new scales

04 PDF The system enters the probability density
mode

05 REGEN Regenerates displays

06 X/2 Divides the X grid parameters by 2

07 Y/2 Divides the Y grid parameters by 2

08 X.2 Multiplies the X grid parameters by 2

09 Y.2 Multiplies the Y grid parameters by 2

10 CDF The system enters the cumulative distri-
bution mode

11 SAMPLE The system enters the sampling mode

12 UNIF Displays the discrete uniform distribution

13 BINOM Displays the binomial distribution

14 POISS Displays the Poisson distribution

15 HYPER Displays the hypergeometric distribution

16 UNIF Displays the continuous uniform distri-
bution

17 TRIAN Displays the triangular distribution

18 NORMAL Displays the normal distribution

19 GAMMA Displays the gamma distribution
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Number Label Description

20 EXPO Displays the exponential distribution

21 CAUCHY Displays the Cauchy distribution

22 BET; Displays the beta distribution

23 STUD T Displays Student's t distribution

24 CHI 2 Displays the chi square distribution

25 F Displays the F distribil*in

26 Not implemented

27 Not implemented

28 Not implemented

29 REM NL Removes the next to last displayed
distribution

30 REML Removes the last displayed distribution

31 END Ends the program
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3.5. Error Messages and User. Response

Message Meaning User Response

FUNCTION PARMS ERROR An error has been
detected in the
distribution
parameters

GRID PARMS ERROR

BUFF OVERFLOW

FUNCT-GRID INCOMPAT

An error has been
detected in the
grid parameters

An attempt has
been made to plot
more than seven
distributions

Retype the parameters
and press the
distribution pfk
again

Retype the
parameter(s) and
press GRID

Remove one or more
distributions and
try again

The desired distri- Obtain a new grid
bution does not and retry
exist within the
current grid

SORRY:UNERASABLE ITEM The user is attempting
to erase something
which is not a
distribution

SAMPLE PARMS ERROR

INPUT OUTPUT ERROR

NOT IMPLEMENTED

The user has entered Correct the
incorrect sample parameters and press
parameters SAMPLE again

The system is exper- If this persists
iencing hardware notify the operator
trouble

Sampling is not
implemented for
this distribution



3.6. Glossary of Terms

Alphanumeric keyboard

Programmed function keyboard

pfk (programmed function key)

cursor

lightpen

foot switch

DATA field
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a typewriter-like device from
which data may be entered
onto the display area.

- keyboard containing 32
pushbutton keys labeled INST,
RESET, etc.

one of the keys on the
programmed function keyboard

- bright underscore on the
screen indicating where data
entered from the alphanumeric
keyboard will appear

- a pen-like device used to
point at a distribution in
order to erase that
distribution

- a switch in the form of a
pedal which activates the
lightpen

- an area on the screen where
distribution parameters are
entered. Immediately to the
right of the word DATA:
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GRID
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Figure 6. The Programmed Function Keyboard
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IV. THE COMPUTER PROGRAM

4.1. Main Graphics Program

The statistical display system consists of 26 load

modules written in Basic Assembler Language System/360,

occupying a total of approximately 30K bytes of memory.

All load modules reside in core at all times while the

system is in operation. Figure 8 shows the logical

structure. The arrow in that diagram indicates a calling

sequence between two subprograms. For example, SAMPLER

calls RAN; RAN calls no other program. Where boxes were

drawn contiguously this denotes similarity of purpose among

two or more subprograms; e.g., COP calls all the subprograms

from BETA to STUDENT, all of which correspond to statistical

distributions. The intermodular links are all according to

OS/360 conventions except for the case of the link between

COP and the subprograms called by it. In this instance the

method of calling was done by creating a separate module

(VCONS) consisting solely of a list of external address

constants. COP, having received from ST2230 the number

pertaining to the particular distribution to be called,

extracts the address of the relevant subprogram from

VCONS. This type of link was constructed in order to



ST2250

43

SAMPLER

RAN

CHARFLPT

FLPTCHAR

BINOM

EXP

GAMMFCT

LOG

POWER

GCGRID

GSVPLT

COP

1 VCONS

BETA

BINOMD

CAUCHY

CHISQU

DUNIFD

EXPDIST

FDIST

GAMMA

HYPER

NORMAL

POISSON

STUDENT

Figure 8. Logical Program Structure
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facilitate the addition of new subprograms (pertaining to new

statistical distributions). It was particularly helpful while

building the system; new distributions could be added without

having to recompile COP.

The main graphics program named ST2250 performs all

input/output tasks. The most basic task is that of identify-

ing attentions. Attentions occur whenever the user presses

one of the pfk's or operates the lightpen. In the event

that a pfk is pressed a further analysis has to be performed

to identify the number of the particular pfk. ST2250 thus

performs the following actions:

(1) requests 2250 buffer space;

(2) specifies attention routines; i.e., which

attentions should be recognized by the system;

(3) activates (unlocks) the alphanumeric keyboard

and the pfk lights;

(4) analyzes attentions;

(5) reads in the parameters entered via the

alphanumeric keyboard;

(6) generates and deletes displays;

(7) calls the appropriate subroutines;

(8) delivers error messages;

(9) returns buffer storage;

(10) terminates the system.

Actions (1) , (2), and (3) are done when the system

is initialized; (9) and (10) are done when the system is

terminated; (4) through (8) are done while the system is

in operation.
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The subprograms called directly by ST2250 arc:

(1) sA1PLER, a module which draws pseudo-random

samples from the various distributions and

prepares a frequency distribution which is

used by ST2250 to draw the histogram;

(2) FLPTCHAR, a subroutine to convert numbers from

the floating point format to a character string;

(3) CHARFLPT, a subroutine to convert numbers from

a character string to the floating point format;

(4) and (5) GCGRID and GSVPLT, generalized routines

which generate graphic orders and data for dis-

playing grids and plots respectively.

(6) COP, a service module which operates as a link

between ST2250 and the statistical distribution

routines.

All computations are done in short floating point (E)

format. Numbers read in via the alphanumeric keyboard are

in character format. Also any number to be displayed is

required to be in character format. Thus FLPTCHAR and

CHARFLPT are necessary in order to make these conversions.

CHARFLPT detects the presence of non-numeric characters but

interprets blanks as zeros.

SAMPLER calls RAN which generates pseudo-random

numbers on the interval [0,1]. RAN is an additive congru-

ential random number generator (see Reference 6). The basic

ideaisasfollows:letr.i=1,2,...,k be k random numbers
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suchthat0.'r. 1, all i. A new random number

r
k+1

= r
1

+ r
k

(mod 1) is calculated. Then rl i=1,2,...,k

are formed by ri = rin.. RAN does this with k equal to 18.

The numbers are all floating point numbers.

The choice of method of pseudo-random number

generation is not critical for this system. The most

important consideration is speed of response. Some auxiliary

programs were used to check the results of RAN for uniformity.

This was done only by inspection. Because of the modularity

of the system it is not a difficult matter to see if any

other method of generation yields faster results. The

r;urrent speed of response is quite satisfactory, however.

COP performs a wide variety of important tasks. All

the curves to be displayed are produced by calculating a

number of closely located points and joining these by linear

segments. The number of.points depends on the range of the

curve. If the curve ranges over the entire grid 180 points

are used; other ranges are prorated. ST2250 calculates how

many points are required and passes on this information to

COP along with a number identifying the required distribution.

This number equals that of the corresponding pfk. Also

passed to COP by ST2250 are the starting X value, the length

of the X intervals, and an indication as to whether a pdf or

a cdf is required. Samples are handled entirely through

SAMPLE. On the basis of the information received COP accesses

the right statistical distribution the necessary number of

times. Each call to one of the statistical distribution

routines yields one function value. In the event that a
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cdf is required COP performs a numerical integration by

Simpson's Rule where h equals half the length of the X

intervals. COP returns a vector of function (pdf or cdf)

values. These values are used by ST2250 to plot the desired

curve; i.e., ST2250 passes them on to GSVPLT.

4.2. Other Modules

4.2.1. Basic Functions

The following modules are used for calculating basic

mathematical functions:

BINOM, which computes (;1<);

EXP, which computes ex;

GAMMFCT, which computes F(x);

LOG, which computes log(x);

POWER, which computes xa.

POWER with a = .5, rather than a separate square root

routine, is used to extract square roots. All these

functions require short floating point arguments and

return short floating point values.

4.2.2. Statistical Distributions

The modules for computing the statistical distributions

are:
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BETA, beta distribution;

BINOMD, binomial distribution;

CAUCHY, Cauchy distribution;

CHISQU, chi square distribution;

DUNIFD, discrete uniform distribution;

EXPDIST, exponential distribution;

FDIST, F distribution;

GAMMA, gamma distribution;

HYPER, hypergeometric distribution;

NORMAL, normal distribution;

POISSON, Poisson distribution;

STUDENT, Student's t distribution.

These modules compute the value of the probability

density function for a given argument. A call to any of

these modules yields pne answer. No special approximations

are used except as incorporated in the basic mathematical

functions used, if any. The particular form used of these

distributions is recorded in section 3.2.3.

The following modules were not written by the author

of this thesis: CHARFLPT and FLPTCHAR, which were written

by Mr. D. Saville; EXP and LOG, which were written by Dr.

A. Oliver; GCGRID and GSVPLT, which are part of the IBM

standard graphics package.



V. SUMMARY

5.1. Extensions

The system was designed as a teaching tool. As such

the foremost consideration was ease of use. Other considera-

tions were speed of response and, of course, reliability. As

is probably the case with most systems of this type, some

features remain which one might have liked to be included.

Among these are:

(1) The ability to enter and associate with a pfk

an arbitrary distribution. This could be used

to verify the feasibility of some approximation.

(2) The ability to display distributions of functions

of random variables. In particular the ability

to display the,sum of two random variables might

be a useful feature.

(3) The ability to work with live data, e.g., fitting

raw data to some theoretical distribution.

(4) Some regression analysis, possibly in connection

with (3) .

5.2. Qualitative Measurement

The set of exercises contained in section 3.3 was tried

on five students in an introductory statistics course (STAT



50

100; UNC; fall 1919). This course, being a service course

for non-statistics majors, generally has students with

widely varying back9rounds. As participation was put on a

voluntary basis, one led to suspect that the five

students who actually pe..rLjcipated (of the eight who originally

signed up) tended to be among the better students, or in any

case among the more interested. . No quantitative measurement

was attempted. There were three sessions of one hour each.

Two sessions had two students and one session had one

student. In each case the students performed the exercises

themselves after brief verbal instructions. They were

supervised during the entire session. In all cases the

reactions of the students were favorable. They were able

to go through the exercises without much difficulty. They

seemed to be quite interested not only in the :-Liiiject matter

but also in the computer programming aspects of the system.

The most frequently asked question concerned the possibility

of calculating with live data.

Proof of effectiveness of a system of this type should,

of course, be by statistical analysis of a controlled experi-

ment. Isolating and quantifying the benefits to be reaped

from such a system is not an easy task. Controlling for the

novelty effect, in particular, would require a very careful

design. It is not always clear that one needs to control for

this effect, i.e., it a student being introduced to

statistics derives extra motivation from a.novel piece of
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equipment, so much the better. This is an oversimplification,

of course, since the question remains as to effectiveness

after the novelty has worn off.

An interesting experiment would be the measurement of

the difference in effectiveness, if any, between the situations

described in section 1.1., i.e., classroom versus laboratory

situation. Ideally, one should also be able to determine

experimentally the optimum number of students to have at one

time in the laboratory situation. A matter which each

course organizer would have to determine for himself is

whether the expected benefits from having graphical display

sessions are great enough to justify the cost involved. A

compromise would seem to be either a film or a series of

slides taken from the most interesting displays. In such

a system the freedom to move in any direction, as prompted

by questions from the students, is lost. A fruitful area of

research might also be the measurement of the difference in

effectiveness, if any, between such a film or slide system and

a pure interactive system.

5.3. Justification of Graphical Display Use

The advantages of an interactive graphical display

system to illustrate statistical distributions over, say,

a book containing drawings of a representative number of

statistical distributions are, among others:
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(1) Continuous variation cf parameters, thus providing

an essentially infinite number of display possi-

bilities.

(2) Superposition; this capability seems to be

essential in order to compare adequately the

shapes of distributions.

(3) Zooming capability; a system where one can freely

vary extent and unit size of abcissa and ordinate

is almost surely superior to a static collection

of pictures.

(4) Not the least of added student motivation seems

to derive from the knowledge that these is

actually a conversation with a computer being

held.

The effectiveness of an interactive graphical display

system to aid the teaching of certain aspects of numerical

analysis has been shown. (Reference 7).
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