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PREFACE

This is §ne of a continuing series of reports of the Ford
Foundation sponsored Research Program in University Administration
at the University of California, Berkeley. The guiding purpose'of
this Program is to undertake quantitative feseafch which will assist
university administrators and other individuals seriously concerned
with the management of university systems both to understand the
basic functions of their complex systems and to utilize effectively
the tools of modern management in the allocation of educational
resources.

This report cohsists of the entire doctoral dissertatiqn'(under
the same title as this report) submitted to the Graduate School of
Business Adminig;ration at the University of California, Berkeley,
on November 20, i972. The dissertation is an empirical analysis of
the "frontier" production and cost relationships between the number
of students enrolled and the labor and capital inPQts observead over
a wide cross—section of four-year higher education institutions in

- the United States. The empirical results generated by this study
indicate that the frontier average and marginal relationships between
the institutional input and enrollment variables are complex functions
of input structures, enrollment mixes, and several institutional
characteristics. The methodology used in the study uncovers some
interesting patterns of frontier production and cost behavior for

"higher education institutions that have not been obtained in ecuno-

metric studies of average production and cost behavior.’
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1. INTRODUCTION

The financing of higher education in ﬁhe United States has
become a major problem to be confronted in the 1970'3.l Total ex-
penditures.for higher education have risen sharply during the past
decade and are projected to increase even more rapidly over the
current decade as shown in Table l-lﬁ The demand for higher educa-
tion as well as the diversity of programs and services provided by
colleges and universities have also increased markedly over the past
10 years. 1In the past, colleges and universities met the problem
of financing additional and expanded programs by simply séekiﬂg more
revenue. The overall éé;le of higher education was small; there were
always places to obtain additional funds, and words such as produc-
tivity, efficiency, and accountability were seldom mentioned. Through
the 1960's, however, higher education has grown much faster than thc
rest of the economy, as shown in Table 1-1, and schools are now find-
ing it difficult to obtain funds to continue this rapid increase in
programs. In fact, there are many cases where the maintenance c¢f
ekisting programs are endangered by the lack of funds-2

It is this combination of increasea demand for the outputs of
higher education along with limitéa funds that has. forced decision
makers at colleges, universities, and all levels of government to be
concerned about'the.uée'of resources in higher education. Education
must compete with other high priority national needs (welfare, health
care, defense, conservation, . . .)-for federal and state monies.

-Many cost studies have been completed in the past few years and

an extensive bibliography has been compiled by D. WitmerA[1972].A
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There is also a large bibliography on operations analysis in higher
education compiled by R. Schroeder [1972]. To illustrate the need
for an analysis of the diverse cost behavior of imnstitutions of
higher educatioﬁ, Table 1-2 shows the extreme variation that exists
in general educational expenditures per studept even within relatively
homogeneous groups of institutions. The range of general educational
expenditures per student (on a total enrollment basis) is quite wide
as exhibited by the minimum and maximum values for each institutionral
category. Simijlarly, the coefficient of variation indicates substan-
tial variation within each group of institutions. As illustrated in
a later chapter, these variations in costs per student are the result
of different enrollment compositions, different institutional char-

acteristics, and inefficiency.

General Framework of the Study

This research is designed wiﬁh the institution as the basic unit
of analysis. The general approach is that of a micro-economic analy-
s%s of the préduction and cost behavioyr of a particular industry.
This study deals with the '"higher education'' industry and the colleges
and universities are treated as the 'firms" in the industry. Several
researchers and writers on the ecﬁnomics of higher education have
made this analogy or taken this approach.3 The basic assumption is
that the higher education '"firms'" transform some combination and
amount of inputs into outputs of some nature.

Using the institution as the unit of analysis is in contrast
to other education "producticn function" studies that have considered

, departments within an institution or the students themselves as the
¢
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basic unit to be studied. Several reasons for this choice of the .
institution as the basic element are discussed below with references
to studies that have used diffexrent approaches to studying tﬁe eco-
nomic behavior of institutiois of higher education.

First, this study is a financial and economic analysis rather
than a sociological-psychological analysis as illustrated in the
research by S. Bowles [1970] and H. Levin [1971]. The framework of
their studies is constructed around individual students and their
differiné traits whereas in this study the analysis is structured
arsund the institutions and their varying characteristics. The pur-
pose of the present research is'to'gain an understand:ng of the
economic behavior of the institutions and therefore the study is
concerned with the interrelationships of the different characteris-
tics of the colieges and universities.

Second, this study utilizes cross-sectional data rather than
aggregate time-series data as used in the recent study of resource
use in higher education by J. O0'Neill [1971]. Since it is the diver-
sity in the behavior of institutions that is studied, cross-sectional
data provide more information for this purpose. Aggregate time-
series data conceal many of the relationships that are being studied.
Also, time-series data on a single institution do not exhibit as
wide a range of behavior as data for one year from a large cross-
section of collzges and universities. Since one aspect of the study
is to make inferences about the behavior of all four-year institutions
of higher education in the United States, it is necessary to include
a large number of these institutions into the empirical analysis. It

would be very unreliable to draw conclusions about all colleges and



universities from the analysis of only one or two selected insti-
tutions.

Third, this study is based on an estimation approach rather
than an engineering approach. Intéther words, a model is developed
and estimated rather than constructing separate relationships be-
tween wach input and output variable for each institution. This latter
approach is used in activity analysis or other schemes of analysis
that are based on thé direct allocation of inputs to each output
produced. Unit-cost studies are also based on this type of approach
since costs are broken down as fine as possible and then allocated
to each specific outpuf. The allocated costs are totzled for each
output in order to compute the cost of a single unit of the specified
proluct. The work being done at the Naticnal Center for Higher Educa-
tion Management Systems at the Western Interstate Commission for
Higher Education (NCHEMS at WICHE) is typical of this approach to
unit-cost analysis. Activity analysis of faculty time has also been
the subject of many studies and involves the allocation of faculty
fime to each activity of the institution (undergraduate instruction,
graduate instruction, research, and public service).

Fourth, this study is ﬁot a cost-benefit analysis. Primary
emphasis is on the expenditures by institutions, and such costs as
the sfudents' time or other social costs are mot included. The costs
that are excluded from the study are not considered unimportant; they
are only beyond the scope of this research. Again the emphasis is
on the economic behavior of the institutions and not an evaluation
of higher education with respect to society in general. No attempt
is made to place dollar values on the benefits of higher education

ERIC
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since comparisons between "costs' and "benefits" are not performed.
The article by M. Woodhall [1970] illustrates an approach used and
the probliems encountered in a cost-benefit analysis of higher edu-

cation.

OQutline of the Study

Various aspects of the economic behavior of higher education
institutions are discussed in Chapter II, providing the economic
framework for the empirical analysis performed in the study. In
Chapter III the sources of data and the definitions of variables
are presented along with a description of the sample of institutions
and illustrations of the diversity of the data across and within the
institutional categories. The computational method is developed in
the fourth chapter and compared to other estimation techniques.
These first four chapcers complete the foundation for the empirical
research done in the study.

The éemalning chapters describe the empirical results generated
from the model, the data, and the estimation method described in the
first four chapters. In Chapter V, descriptive results of the fron-

tier production and cost behavior of higher education institutions

" . are presented. The sensitivity of these calculated relationships

is discussed and illustrated in Chapter VI. 1In the seventh chapter,
several h&potheses about the behavior of costs and production variables
are formulated and examined. This analysis alsc illustrates the way

in which the empirical approach developed in this study can be used

to answer some interesting questions about higher education. Some of

the commnon production and cost relationships are summarized in the
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final chapter and some general conclusions about cost analysis in

higher education are presented.

Some Implications of the Results

The resuits generated by this empirical analysis cf higher
education institutions indicate that the "“frontier' production and
cost relationships between the institutional input and enrollment
variables are complex functions of input structures, enrollment
mixes, and several institutional characteristics. For example,
"frontier' student-faculty ratios are shown to be greater for insti-
tutions with either a low quality ratiné, a small number of programs,
a large scale; few graduate students, or few specialized students.
Similar results are generated for total costs per student. Although
both student;faculty ratios and costs per student are often used as
yvardsticks in comparing the performance of institutions, the results
from this study show that the '"frontier' levels of these ratios vary
with the levels of.institutional inputs, enrollments, and character-
istics (institutional quality, percent science degrees, enrollment
ratention, institutional scale, humber of programs, enrollment growth,
research commitment, and public service involvement). Therefore,
institutional comparisons should be made with all of these factors
taken into account.

The results also show that the.variations in costs per student
due to differences in enrollment mixes and institutional éharacter—
istics are as great or greater than the variations due to inefficiency
relative to the observed cost frontiers. Enrollment mix and the

institutional characteristics are determined primarily by the mission



and.éaﬁié of the institution. The results indicate that what an
institution prodacns is as impertant as hcw the imnstitution produces
in determininy the resulting cost and production behavior. The
observed frontier production behavior implies that cost-reducing
strategies may not be universally applicable to all institutions;
for example, cost reduction may require a different input structure
for a high quality institution than for a low quality iastitution.
Also "least~cost per student' institutions are rot necessarily the
institutions with the largest student-faculty ratios; all of the
institutional inputs need to be considered in the determination of
least—-cost input structures.

The hypothesis that higher education institutions should be
analyzed as joint production prucesses is substantiated by the re-
sults of this study. For example, the institutional resources re-
quired for an additional full-time undergraduate depends on the
institution's current level and mix of enrollment and its current
research commitment and public service involvement. The results
indicate that it is not valid to isolate one activity of the insti-
tution and to analyze the production and cost relationships zssociated
with that activity in isolation from all the nther activities of the
institution.

A detailed comparison of the production and cost behavior of
public versus private institutions leads to the conclusion that the
privelw: institutions are béing under-utilized. With few exceptions,
the marginal product and marginal cost relationships indicate that
the private "frontier'" institutions could actually decrease their

average costs per student by increasing enrollment, whereas the
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public "frontier" institutions would experience an increase in
average costs per student with increased enrollment. Although
private institutions are usually shown to have higher per student
costs than public.institutions, the resul:s from this study show that
when enrollment mix and institutinnal characteristic variables such
as quality, program mix, and scals are taken into account, the pri-
vaté "frentier" institutions actually exhibit lower per student costs.
The empirical results also indicate a considerable distance be-
tween the average production and cost relationships and the frontier
relationships. Upon which relationships should policies be based?
For example, should government funds be allocated to institutions on
the basis of average or frontier resource requirements? Since the
frontier relationships are observed to be non-ncatral transformations
of the average relationships, implications for the appropriate struc-
ture of inputs (in addition to input levels) are different depending
on which set of relationships is used. For efficient utilization of
resources and cost-minimizing. reasons, the use of froptier cost and

production relationships in policy formation is very appéaling.
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FOOTNOTES - CHAPTER 1

lSee F. Balderston [1972], E. Cheit [1971], P. Coombs and J.
Hallak [1972), W. Jellema [1971]}, Chronicle of Higher Education
[1970], and V. Smith [1971].

2See E. Cheit [1971] for specific cases.

3As stated by M. Blaﬁg [1969]:

The educational system may be conceived of as a kind of pro-
cessing industry in which certain inputs like teachers, build-
ings, and equipment av.e applied for the purpose of processing
a raw material (students) into a finished product (again,
students). Assuming that the educational process aims at
definite objectives, the so-called 'goals of education,' we
can inquire whether the inputs are used efficiently to achieve
the desired output. In short, we can study the productivity
of the educational system like that of any other industry.

A similar statement is made in the introduction to a compendium of
papers submitted to the Joint Economic Committee [1569):

Institutions of higher education play a vital role in the
United States economy. As firms in an industry, these insti-
tutions absorb inputs and produce outputs, both of which are
of value to the society.  The inputs used by institutions of
higher education consist not only of the services of their
capital facilities and the time and energy of the most highly
educated of the N:ition's citizens, but also of the time and
productive capacity of the students who are in attendance.
The outputs of thz2se institutions consist of a more highly
educated and prodactive citizenry, the results of research
and the discovery of new knowledge, and, indirectly, a more
rapid rate of economic growth.

4An example of this type of analysis is outlined in detail in
a recent publication by NCHEMS at WICHE [WICHE, 1971].
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II. SPECIFICATION OF THE ECONOMIC BEHAVIOR OF
HIGHER EDUCATION INSTITUTIONS

The decision makers at institutions of higher education are
most likely not guided by the principles of.profit maximization or
cost minimization. Unfortunately most of the traditional work in
economic theory has been geared towards firms that do operate with
these types of objectives. However, the basic economic behavior of
non-market organizations in general and colleges and universities
in particular have received some attention in the literature.1
Primary areas of concern are the relevance of economic theory to
the behavior of these organizations and the many externalities and
non-economic factors that influerce the behavior of these organiza-
tions. These problems are discussed in this chapter and a general
framework in which to empirically analyze the frontier production

and cost behavior of higher education institutions is developed.

Basic Economic Behavior

One of the fundamental problems in applying economic theory to
institutions of higher education is in making the basic behavioral
assumptions about the decision-making process of the firm. Several
behavioral assumptions for educational firms that run counter to
standard economic behavior are listed by H. Levin [1971]:

(1) the educational managers at all levels lack knowledge of

the production set for obtaining particular outcomes.

(2) substantial management discretion dces not exist over

which inputs are obtained and how they are organized in edu-

cational production.
(3) little or no competition exists among schools.
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(4) prices of both inputs and outputs are not readily
available to educational managers.

(5) the incentive or reward structures characteristics of
schools seem to have little relation to the declared educa-
tional goals of those institutions.

(6) there are no clear signals of success or failure for
the schools that &are comparable to sales, profits, losses,
rates of return, or shares of market.

The above list illustrates the hazards of assuming that many
of the basic micro-economic assumptions, such as cost minimization
or profi” maximization, apply directly to these institutions. .Since
so little is known about the economic behavior of colleges, an em-
pirical analysis should be formulated with as few behavioral assump-
tions as possible. By building on a general framework, many of the
assumptions can be empirically tested to see if, in fact; they do
apply. 1It is primarily for this reason that the present research
starts with the formulation and computation of production relation-
ships and then extends into the analysis of cost relationships. By
estimating the production relationships, it is possible tc study
separately the effects of technical and allocative efficiency. By
only analyzing cost this separation is not possible. Due to certain
institutional rigidities, an institution may not be able to manipu-
late its resources in response to relative factor prices and therefore
be allocatively efficient. However, if this is the case, it is still
informative to measure technical efficiency by itself from the pro-
duction relationships.

The second area of concern for the application of micro-economic
theory to higher education is the influence of externalities and other
non-economic factors. Colleges and universities are subject to many
external (as well as internal) social and political forces that can

X have strong effects on their financial and production behavior. In
¢
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fact, R. Hough [1970] has characterized higher education ihstitutions
as "producers of externalities.'" These institutions must be pollu-
tion free, mainfaia racial and sex balance, and be able to run counter
to the general business cycle. - Most schools are very dependent on
funds from government sources (this dependency is increasing with
time) and therefore the schools are influenced heavily by political
changes.

It is this complex enviromment in which these institutions
exist that makes an economic analysis of their behavior difficult.
Care must be taken to avoid comparing apples and oranges and not to

assume that institutions can do things that they cannot possibly do.

Use of Micro-Economics

Having discussed the problems of applying economic theor§ to
higher education, it is heloful to switch to a positive note and scz
the guidance micro-economics can proyide in trying to understand the
extreme expenditure and production behavior that is observed across
samples of colleges and universities. Since it is apparent that tne
financial and production behavior of these institutions is quite
diverse,2 an sttempt is made to see if ecoﬁomic theory can provide
a structure for the examination of these variations. Several-possible
explanations for this diversity in behgvior are listed below.

(1) Unique Institutions, &Each school can be assumed to face

its own special production possibilities utilizing specialized inputs
to produce unique products. This assumes that neither the faculty,
students, nor the educational process can be compared across a sample

of institutions. This view of the "higher education industry" means

ERIC
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that any cost or production comparison of institutions is futile
and costs per student can vary to wide extremes.

(2) Technical Efficiency. 1t cen be assumed that all insti-

tutions face the same production posgibilities but that they differ
. in technical efficiency. That is, not all institutions produce‘a '

given level and combination of outputs with the minimum amount of

some combination of inputs given the technology available to them.

(3) Allocative Efficiency. All schools may face the same

productive possibilities and all be technically efficient but some
may not be 'price" efficient. That is, given the prices of the pro-
duction inputs some schools may not be using the combination of
inputs that leads to the minimum cost of producing a given set of
outputs. It is this aspect of the economic behavior of schools that
is analyzed in internal pricing studies.3

4) Different Qutput Preferences. Some schools may prefer a

stronger mix of outputs that require more inputs per unit or more
expensive inputs. Therefore their average costs per student are
higher even though they may be producing at a level that is technically
and allocatively efficient. Similarly, some schools may prefer to
produce higher quality outputs and therefore have higher costs.

With an appropriate structure, an empirical analysis can pro-
vide information as to the relative importance of the above factors
in determining the variaticns in costs per student that are observed

for higher education institutions.
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Framework for Empirical Analysis

In order to visualize how Fhe present empirical analysis of
frontier production and coét relationghips fits into a more complete
picture of institutional behavior, it is helpfu’ to discuss a fairly
generalizc:t institutional decision mo@el as shown in Tatle 2~1. The
uptimization problem facing the institution is to maximize some
prefereiice function over the level and mix of students, the level
and mix of inputs, and the set of institutional characteristics.

This maximizatién is subject tc a set of production possibilities
between the number of students envollied, the.institutioéal character-
“istics, and the input variables. Also the institution faces a budget
constraint, part of which is fixed and part is a function of the
number of stuaents enrclled and other characteristics of the insti-
tution. This type of institutioral decision model is developed in
much more detail by W. Wagner and G. Weathersby [1971]. N

Within this model, the present study centers on the empiricai
description of the production relationships as shown by F(S, X,.C) =
in Table 2-1. An analysis of this function allows one to study the
produétion relationships between students enrolled and the institu-
tional inputs and the ways in which these relationships are affected
by different sets of institutional characteristics. It should be
noted that it is not necessary to know any of the pardmeters of the
preference function, U{S, X, C), or the revenué function, G(S, C),
in order to determine the production relationships, F(S, X, C).

Each observed dinstitution represents a point in the multi-dimensional
production space and all the institutions together, with their diverse

1 behavior, describe the observed production possibility set. Without
¢
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TABLE 2-1
Institutional Decision Model

maximize  U(S, X, C)

subject to:
F(S, X, C) =0
W'X < B0 + G(S, C)
X>0
$>0
where: S = a vector of student enrollments;
X = a vector of institutional Tabor and capital inputs;
C = a vector of institutional characteristics (e.g.,
quality, program mix, scale, . . . );
W = a vector of input prices;

B0 = that part of the institutional budget which is not
based on any of the enrolliment or characteristic
variables;

U(S, X, C) = the institutional preference function over the Tevel
and mix of students, the level and mix of inputs,
and the institutional characteristics;

F(S, X, C) = the implicit production relationship between students

enrolled and institutional inputs and characteristics;

G(S, C) = a revenue function giving that part of the budget
which is directly related to enroliment and other

characteristics of the institution.
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additional information about the parameters of an institution's
preference and revenue functions, however, it is not possible to
determine why an institution is observed at one point in the pro-
duction space rather than at anpther point. Total institutional
costs are equal to the summation of each input times its unit price
(shown in Table 2-1 as W'X), and therefore an analysis of total
institutional costs is tied directly into the production relation-
ships through the level and mix of the input variables.

In order to estimate or compute the relationships ;hat deter-
mine the implicit function denoted by F(S, X, C) , some assumptions
are necessary. First, it is assumed that the production process
may ba joint-4 This characterization of production behavior assumes
thut all of the types of students are enrolled into a single process
which may not be additively separable into sub-processes for each
type of enroliment and that the total amount of each input used
(and, hence, total costs) cannot be directly allocated to the res-
pective types of students. This type of behavior means that the
production process cannot be broken dﬁwn and must be studied at the
institutional level. With this approach the production model has to
express the technological relationships between the total amounts
for each input and each enrollment type. A joint production process
is in contrast to separable production processes. The latter method
of characterizing production behavior is based on the assumptions
that each output is produced by a separate proress, that each of these
processes can be identified, and that each input can be allocated to
each process or output. Application of this apprbach to the higher

education industry requires the development of separate production
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relationships for each enrollment category (undergraduates, graduates,
and specialized) and the allocation of each input (faculty, secre-
taries, classroom space, . . .) to each of these processes.

A second assumption is that the production relationships are
convex., This assumption is almost always made in economic theory
and it amounts to assuming that if two or more points are attainable
in practice, then so is any point representing a weighted average

. 5 . . . s s
of the two points. The importance of this assumption is illustrated
later in the development of the computational method used in the
analysis.

The third assumption is that variables measuring characteris-
tics of the institutions besides inputs and students enrolled can
be included into the specification of the production possibility set.
By treating all of the characteristic variables as measures, in some
sense, of production quality, the approach discussed by S. Dano [1966]
can be used directly. He included quality parameters into the pro-

‘
duction relationships in the following manner:

Some kinds of quality change - particularly those concerning

non-quantitative quality criteria - can be effected only by

discontinuous change in the technology, that is, by switch-

ing to a different production relationship. On the other

hand, as to such dimensions as are quantifiable, it seems

plausible to assume that a continuous range of quality levels -

as represented by the values of the continuous quality param-
eters - can be produced within the same basic technology;

the same inputs are used but higher product quality, like a
higher rate of output, requires more of some or all inputs.

As shown in Table 2-1, a whole vector of institutional character-
istilc variables, C , are included in the production reiationship,
F(S, X, C) . A detailed discussion of these characteristic variables
and how they relate to the input and enrollment variables is given

in the following chapter of this paper. 1In addition, the institutional



O

ERIC

Aruitoxt provided by Eic:

20

categories (public and private universities, etc.) are treated as

"non-quantitative quality criteria,"

so separate production relation-
ships are estimated for each group of inétitutions.

For the purposes of this study, the function F(S, X, C) is
defined so as to yield the minimum level of inputs for given levels
and mixes of enrollment and a given set of institutional character-

istics.6 This type of relationship is necessary in order for the

institution's preference function to be maximized. This implies

that the "average'" relationships between all of these variables are

not desired but that the "frontier' relationships as observed from
the data are needed. The distinction between the average and the
frontier relationships has a large effect on the estimation procedure
to be used and the problems this poses are discussed in more defail
in the estimation chapter of this paper.

It is in the economic framework described above that the empiri-
cal analysis of this study is performed. Relatively few behavioral
assumptions are made, since it is not being assumed that colleges and
universities are cost minimizers. In fact, one output of this re-
search 1is a measure of relative production efficiency for institutions

within homogeneous samples.
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FOOTNOTES - CHAPTER II

Collections of papers on this general subject can be found in
M. Blaug [1969] and the compendium of papers [Joint Economic Committee,
1969]. Two other selected works are W. Bowen [1968] and M. Feldstein
[1968].

See the empirical studies by H. Jenny and d. Wynn [1970, 1972],
the Cclumbia Research Associaces [1971], and J. Powel and R. Lamson
[19721.

~See the collection of papers by D. Breneman [1971].

Articles on this subject include W. Diewert [1968], Y. Mundlak
{1963], R. Pfouts [1961], and H. Vinod [1968].

In a recent article, G. Hanoch and M. Rothschild [1972] propose
methods of testing the validity of the convexity assumption from data
on inputs and outputs. Unfortunately, use of their methods requires
the data to consist of observations on competitive profit maximizing
firms.

6

This follows straight from the standard textbook definition of
a production function; for example, see J. Henderson and R. Quandt
[1958].
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ITI. THE DATA

The amount of data required for the empirical analysis formu-
lated in the prévious sections is quite large. Several sources of
institutiomnal data‘are tapped in order to perform the analysis on
a large cross-section of higher education institutions for the 1968
fiscal year. The data sources are described below and the constructed
variables are defined. The sample sizes and other characteriscics

of the data are also prnsented in this chapter.

Data Sources

The primary data source for this research is that collected
and assembled by the Department of Health, Educatign and Welfare--
Office of Education on their Higher Education General Information
Surveys (HEGIS). These surveys are sent annually to all institutions
of higher education in the United States and the response rate is
very high. The HEGIS daté is currently the most extensive nation-
wide data base in existence for colleges ana universities. The
usual problems of reporting errors and inconsistencies resulting
from different accounting practices and from different interpreta-
fions of the HEGIS data forms are undoubtedly present. However, the
procedures illustrated in Chapter VI with respect to the sensitivity
of the empirical results to the data for individual institutions
provide ways of screening the data for 'bad" observations.

Five of the HEGiS data files for the fiscal year 1968 are used

extensively. The survey titles as well as brief outlines of the
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data on each questionnaire are listed below.

(1) Financial Statistics of Institutions of Higher Education.

The data reported in this survey are a detailed description of the
revenues by source and the expenditures by function for each insti-
tution. The survey is comparable to a balance sheet and income

statement for each college and a detailed description of each item

in the survey is given in College and University Business Adminis-

tration (American Council on Education, [1968]).

(2) Comprehensive Report on Enrollment. This survey presents
an extensive picture of the number and mix of different types of
students enrolled at each institution.

(3) Employees in Institutions of Higher Education. This sur-

vey is very detailed, so it is only outlined here. The first part
of the survey gives the number of part-time and full-time personnel

by primary function (instruction, organized research, library, ex-

tension, and administration). The second part lists the number of

faculty by academic rank and major area of teachingf Part three
shows the salary distribution by academic rank, and part four lists
the salaries of selected administrators. The final section gives the
distribution vf highest educational level achieved for each academic
rank. |

(4) Inventory of College and University Physical Facilities.

The data in this survey are the total number of square feet of class-
rooms, laboratories, offices and study rooms assignable to specific
functions (instruction, organized research, public service, and
general administration).

(5) Degrees and Other Formal Awards. Part one of this survey

gives the number of first professional degrees conferred in selected
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fields. The secon¢ part lists the number of Bachelor, Master, and
Doctoral degrees conferred by major field of study. The final part
shows the number of degrees and completions based on less than four
years of work beyond high school.

To‘supplement the HEGIS data, information from threr additional
sources is included into the data set. The first is the Carnegie
Commission's classification of higher education institutions which

is described in detail in their publication, New Students, New Place;

(Carnegie Commission, [197i]). The second item of data is the Gourman
Quality Rating of colleges and universities constructed by J. Gourman
[1968] and described later in this chapter. The final pieces of
data are rough estimates of per unit costs of building space generated
by Bowen and Douglass [1971].

A serious data problem exists for the multi-campus systems,
since the financial, employee, and physical facility data are usually
reported on a total system basis, and enrollment data, the earned
degree data, and the Gourman quality rating are available for each
individual campus. This reporting behavior means that any finaﬁcial
or production analysis must treat these schools as complete systems.
The problem with this approach is that many of these systems have
branches that are universities, two-year colleges, or other primarily
undergraduate institutions, and putting them all together defeats
the purpose of trying to construct homogeneous samples. In addition,
the fact that these institufions are crganized as systems implies a
different structure of organization and therefore they should be
studied separately. In view of these problems, the multi-campus
systems that report financial, employee and physical facility data

as a system are deleted from the empirical analysis.
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Variable Definitions

All of the variables used in this study are defined in Table
3-1 along with mnemonics that are used throughout the rest of the
paper. The institutional variables are divided into three groups:
input variables, enrollment variables, and characteristic variables.
These variables are discussed by category 3in the remainder of this
section. -The selection of this particular set of variables is thé
result of attempting to reach a balance between capturing the rele-
vant dimensions of instituticnal behavior that affect costs and
limiting the number of virizbles so the computations are manageable.
Given the data, more detail could be included within each variable
category but the marginal increase in information to be éained did
not appear to warrant the extra problems and expense in doiﬁg the
computations.

For higher education institutions, the primary production in-
puts ére: labor in the form of junior and senior faculty, non-pro-
fessional departmental employees, general administration, library,
and other support employees; capital in the form of classrooms,
laboratories, departmental offices, libraries, and general adminis-
tration offices; and equipment, supplies, and materials. The rela-
tive size of each of these major groups of inputs (labor, facilities,
and supplies) has been estimated by Bowen and Douglass [1971] and
their estimates are shown in Table 3-2 for three different types of
instrﬁction. Extensive data is utilized in the present study on
employees and physical facilities of institutions of higher education
but no data is currently available on the equipment, supplies, and

materials used by these imstitutions. Since the percentage of total
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TABLE 3-1
Variable Descriptions

senior faculty - resident instruction and departmental
research, professional personnel, senior staff (includes
deans, department heads, and ail others whose primary
function is resident instruction and departmental

junior faculty - resident instruction and départmenta]
research, professional personnel, junior staff
(teaching and departmental research assistants).

resident instruction and departmental research, non-
professional personnel {clerks, secretaries, stock-

all personnel in general administration, general
institutional and student personnel services, organized
activities relating to instructional departments,
physical plant maintenance, and all library personnel.

departments of instruction and research, total square
feet assignable of classroom space.

departments of instruction and research, total square
feet assignable of laboratory space.

total square feet assignable of departmenta] office,
departmental study. general administration office, and

Institutional Input Variabler
1) SFAC -
research).
2) JFAC -
3) NPDP -
room attendants).
4) GALB -
5) CLSP -
6) LASP -
7) GASP -
1ibrary space.
8) COST -

, total educational and general expenditures which in-

cludes the cost of instruction and departmental research,
extension and public service, libraries, physical plant
maintenance and operation, general administration,
gereral institutional and student services, organized
activities relating to educational departments, organ1zed
research, and other sponsored programs.

Student Enrollment Variab]es

1)
2)
3)

4)

UGPT

UGFT

GRAD

OTHE

part-time undergraduates in programs wholly or chiefly
creditable towards a bachelor's degree.

full-time undergraduates in programs wholly or chiefly
creditable towards a bachelor's degree.

all students who are candidates for a master's or
higher degree.

all students enrolled in a professional school or
program which requires at least two or more academic
years of college work for entrance and a total of at
least six years for a degree, all students in organized
occupational programs of Tess than four years and not

chiefly creditabie toward a bachelor's degree, and
extension students or students who do not take their

college work on the regular campus.
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TABLE 3-1 {continued)

Institutional Characteristic Variables

1)

2)
3)
4)
5)

6)

7)
8)

GOUR

PSCI
RETN
SCLE

NFLD

GRTH

PRES =

PEXT

the Gourman institutional quality rating. The arith-
metic mean of a departmental and a non-departmental
rating by J. Gourman [1968]. The departmental rating
is a rating of the academic departments in terms of
such things as accreditation and the proportion of
students receiving scholarships and fellowships. The
second component is a rating 'of non-departmental
aspects of the institution such as the administration's
“commitment to excellence." the level of financial

aid available to students, and faculty morale.

percent laboratory science and engineering degrees of
total degrees granted.

upper. division enrollment as a percent of first-time
enrollment for the previous two years.

total current fund revenues - ($1,000).

number of fields granting degrees (Note: a B.S. in
Biology, a M.S. in Biology, and a Ph.D. in Biology
count as three fields).

growth rate of total enrollment, 1965-70 (growth
rate = B/a as estimated from the regression
enronentt =g+ Bt, t' =1, ..., 6).

percent research revenues of total revenues.

percent extension and public service expenditures
of total education and general expenditures.

Institutional Categories

1)
2)
3)
4)
5)

6)
7)

UNIV-PUB: public doctoral-granting institutions with emphasis

on research.

UNIV-PRI: private doctoral-granting institutions with emphasis

on research.

COMP-PUB: public comprehensive colleges that offer a liberal

arts program as well as several other programs.

COMP-PRI: private comprehensive colleges that offer a 1iberal

arts program as well as several other programs.

LIMC-PUB: public 1imited comprehensive colleges that offer

a 1liberal arts program as well as at least one pro-
fessional or occupational program.

LIBA-PRI: private highly selective 1iberal arts colleges.
OLBA-PRI: private less selective 1liberal arts colleges.
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TABLE 3-2

Estimated Cost Per Class and Percent Each
Component Cost is of Total Cost

Lab. Science Other Science Non-Studio

Component Class Class Fine Arts Class

Salaries $4,815 | 74.5% | $3,871 84.3% $3,115 88.7%

| Facilities | 1,244 | 19.3 541 | 11.8 321 ¢.1
Equipment 400 | 6.2 180 3.9 77 2.2
Total 6,459 {100.0 | 4,592 |100.0 3,513 |100.0

SOURCE: Bowen and Douglass [1971], pp. 50-51.
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expenditures per class that is due to supplies is very small (2% to
6%), this should rot be a very serious omission in the sense that
it should not affect the production relationships with respect to
the other input variables.

For the purposes of this research, student enrollment is sepa-
rated ihto four components: full-time undergraduates, part-time
undergraduates, graduate students, and specialized students (those
enrolled in extension, first professional, cr occupational programs).
The latter group of students 1is a residual of enroliment in the
standard baccalaureate and graduate programs at 4-year colleges and
universities and this residual is their primary common characteris-
tic. In order to keep the number of variables at a reasonable level,
total headcount of graduate students and specialized students is used
rather than including part-time and full-time separately. Except
for the university samples, the relative magnitudes of graduate and
specialized students enrolled are very small. Even if graduate and
specialized enrollment were broken down into full-time and part-time,
it is doubtful that it would be possible to identify different pro-
duction and cost relationéhips bétween them. For the public univer-
sity sample, some cai&ulations are performed using graduate part-time
‘and graduate full-time as separate variables. The results from
these calculations are so close to the results generated with just
one graduate enrollment variable that it does not secm necessary to
continue with two graduate variables for any of the institutional
categories. The relationships between undergraduate, graduate, and
other programs can be analyzed with the four variables listed in
Table 3-1, and the behavior of part-time versus full-time undergraduates

@ can also be studied. A more complete analysis would include a much
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finer breakdown of enrcllment, but the computations would be much
more cumbersome.

The institutional characteristic variables as listed in Table
3-1 measure various aspects of the institution's behavior that are
not captured in either the input or the enrollment variables. It
is assumed that these variables have effects on the production and
cost relationships between the institutional inputs and the enroll-
ment variables. In order to include these variables into the ana-
lysis, it is necessary to specify the direction of the .effect of
each of these variables on the production relationships. If the
direction is specified incorrectly, the computed relationships will
indicate that the variable does not affect cost and production be-
havior. That is, if the variables are specified wrong, the conétraints
in the linear programming model (developed in Chapter IV) will never
be binding, and tHerefore changing the value of the variable will not
change the solution. Since the empirical results show all of the
characteristic variables to behave as expected, none of the speci-
fications appear to be incorrect.

Six of the characteristic variables (GOUR, PSCI, RETW, NFLD,
PRES, and PEXT) are assumed to behave like the enrolliaznt variables.
That is, it is assumed that a higher value for each of these variables
requires more institutional inputs for a given level wf inrollment
or decreased enrollments for a given input level. 4n institution with
a higher quality rating, a larger percentage of scicnce-oriented
programs, a higher enrollment retention rate, a ldrger number of
fields granting degcees, or a larger commitment to research or public

service is assumed to require more inputs than a comparable institution

PAruntext providea by enic [l
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with a lower value for one or any combination of these six variables.
It should be noted that the retention variable (REIN) is not net of
transfer students. That is, an institution could have a high drop-
out rate and a high inflow of upper division transfer students and
still have a fairly high value for RETN. This clouds the interpre-
tation of the variable somewhat, but it should be noted that a high
value for REIN still means a high proportiocn of upper division to
lower division stuaents. Also, additional resources are spent in
advising and counseling if the transfer rate is low or in processing
and advising transfer students if the transfer rate is high.

The remaining characteristic variables, SCLE and GRTH, are
assumed to behave like inputs in that a higher value for each of
these variables results in fewer inputs for a given enrollment or
an increase in enrollment for a given level of inputs. This assumes,
in effect, that higher education institutions may exhibit increasing
returns to scale. Several arguments can be presented to indicate
that the enrollment growth variable (GRTH) could be iti=ated either
as an input or as an enrollment variable. It is aypothesized here
that institutions experiencing rapid enrollment growth are able to
better utilize their resources than no- or slow-growth institutions.
H. Jenny and G. Wynn [1970] show an inverse relationship between
enrollment growth and éxpenditures per FTE for their sample oﬁ pri-
vate liberal arts colleges. The empirical results presented later
in this study also appear to verify this hypothesis.

The final category of variables listed in Table 3-1 is the
classification of institutions used in this study. The classifica-

tion is essentially a condensed version of the Carnegie Commission's
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classification (Carnegie Commission, [1971]). This variable is

used solely as a means of separating tﬁe total sample of institutions
into groups of colleges and Qniversities with relatively homogeneous
goals and missions. Institutions that are not included in this

study and are not in the groups listed in Table 3-1 are the pro-
fessional schools apd other specialized institutions (theological
seminariés, ﬁedical échools, schools of engineering, schools of
business, schools of art, music, design, schools of law, and teachers

colleges) and the two~year colleges and institutes.

Sample Size and Diversity of Behavior

Due to the #arge nﬁmber of variables const;ucted from the data
of several surveys that are included in this analysis, the sample
of institutions being studied is, roughly fifty percent of the total
number of four-year colleges and universities in the United States.
This is not a random sample but a sample of all the institutions that
have reported thg necessary data. Table 3-2 shows the representation
of instituticns in the sample by type of institution. Due to the
problem of multi~campus systems discussed earlier, the public univer-
sities are the least représented group.

To illustrate the variation in the magnitudes across institutional
categories of all the variables defined in Table 3-1, Ehe mean of
each variable is given in Table 3~4 for each institutional category.
As a further illustration of the diverse behavior exhibited by the
data, the range for each of the characteristic variables is given in
Table 3-5 for each group of institutions. These wide ranges indicate

substantial differences in the characteristics of institutions within
Q ’
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groups generally thought to be fairly homogeneous. The empirical
analysis of this study relates the variations in these character-
istics to the production relationships between institutional input

and enrollment levels.
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"“TABLE 3-3
Sample Representation of Higher Education Institutions

Total Number | Number in [ Percent of Total

Institutional Type in U.S.* | Sample in Sample
Public Universities 101 37 36.6
Private Universities 63 31 49.2
Public Comprehensive

Colleges 210 105 50.0
Private Comprehensive .

Colleges 147 91 62.0
Public Limited

Conprehensive Colleges 133 59 44.4
Private Highly Selective

Liberal Art: Colleges 121 81 67.0
Private Less Selective

Liberal Arts Colleges 555 269 48.5
Total 1,330 673 50.6

*As reported by the Office of Education.
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IV. ESTIMATION TECHNIQUES

In formulating a method of estimating the relationships between
the enrollment variables, the institutional inputs, and the institu-
tional characteristic variables, several problews must be confronted.
First as discussed earlier, it is desirable to estimate the frontier
relationships between all of these vﬁriableé raéher than the average
relationships. Second, it is difficult to select a single variable
as a dependent variable that is to be "explained" as a function of
all the other variﬁbles. An estimation method is needed that does
not require one variable to be selected as being caused by all the
others. The decision process that determines the levels of all these
variables is very complex, and no one single variable is unique, in
thatuit is determined once all the other variables are set at parti-
cular levels. Third, since so very little-is kﬁown about the tech-
nology of the higher education industry, it is difficult to provide
a priori reasoning about the shape of the frontier relationships
between the enrollment variables and the institutional input and
characteristic variabies. That is, it is hard to select one parti-
cular functional form as being more appropriate to estimate than any
other function. Initial attempts at fitting different regression
equations to the data indicate that it would be extremely difficualt _.
to statistically diécri&in;te between alternative models on the basis
of the cross—sectional data.

In the following two sections of this chapter, a computational
method is described-that is free from the above problems and is used

extensively in this study as a means of generating the frontier
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relationships between enrollment variables, institutional input and
characteristic variables. The fourth section of this chapter is a
comparison of this ''less~known' computational meéhod with the more
"well-known" method of least-squares regression. In the final
section, a modification of the basic computational procedure used
in this study is discussed which allows the calculation of frontier
cost relationships for alternative enrollment mixes and levels and

different specifications of institutional characteristics.

A Graphic Approach

If the empirical analysis consists of only two variables (i.e.,
total enrollment and total faculty), the best procedure for generating
the frontier relationship between these two variables is to simply
plot th; observations as shown in Figure 4-1. Each plotted point.
represents an institution, and the frontier relationship between
total enrollment and total faculty is given by the curve OABCD. That
is,'points on this curve represent the maximum total enréllment ob-
served for a given " of totral faculty or, alternatively, the
minimum number of faculty observed for a given level of total enroll-
ment. Note that in order to make the above statement, it is necessary
to assume that the production relationship is convex. This assump-
tion states that if two points are attainable in practice (for example,
B and C above), then so is any point representing a weighted average
of them (points on the line connecting B and C).

The frontier relationships between different inputs (i.e., junior
faculty versus senior faculty) and alternative enrollments (i.e.,

undergraduates versus graduates) are also to be determined, so a



FIGURE 4-1

Graphic Approach - Two Variable Example

Total
Enrollment

Total Faculty
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consistent way of constructing the frontier surface is needed. 1In
order to accomplish this graphically as well as computationally, it
is necessary to treat the input variables (and any characteristic
variables specified to béhave like input variables) as negative and
the enrollment variables (and any characteristic variables assumed
to behave like enrollment variables) as positive. These relation-
ships are illustrated in Figure 4-2. Noté that for all the reiation-
ships, enrollment versus enrollment, enrollment versus input, and
input versus input, the desired frontier curve is the northeast

. portion of the outer ring,circumscribing the scatter of points. The
familiar transformation curve between two "outputs'" of a production
process appears in quadrant I of the graph in Figure 4-2. Produc-
tivity curves are shown in quadrants II and IV (these are always
identical) and an input isoquant curve appears in thé third quadrant.

If additional variables are added to this two--variable analysis,

the graphic approach soon becomes more difficult and less useful. A
possible approach might be to group the institutions with respect
to all of the variables exXcept two and then to plot separate diagrams
showing the relationship between the two excluded variables. If this
is extended to an analysis of 15 or 20 variables, the sample size

would have to be very large to permit such a detailed analysis to be done.

The "Farrell” Approach

For the case of many variables, a computational method originated
by M. J. Farrell [1957, 1962] provides an efficient procedure for
generating relationships like those shown in Figure 4-2. Essentially,
Farrell's method is to plot the observations as points in a space of

o '
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as many dimensions as there are variables included in the analysis,
to form the convex hull of this set of points, and to take the appro-
priate part of the surface of the convex hull as the estimate of the
frontier relationship between all of the variables. |

In order to determine the frontier relationships with Farrell's
basic approach, J. Boles [1971, 1972] has greatly simplified the com-
putations needed by formulating the procedure in terms of a linear
programming problem. The link between the graphic approach illus-
trated above and the linear programming approach can best be made
for the case of one enrollment variable (i.e., full-time'undergraduates)
and two inputs (i.e., junior faculty and senior faculty). The desired-
relationship is illustrated in the third quadrant of Figure 4-2. Note
that in order for the input iscquant to have any meaning, the twou
input variables should be scaled by the enrollment variable. The
relationship between the two inputr variables with all the other
variables held constant is desired. In order to locate the observed
institutions that determine the frontier relationship between the two
input variables, each scaled by enrollment, the procedure is to express
the coordinates of each institution s as a linear function ofﬂthe
coordinates of the other institutions that lie closest to the origin

of the graph in Figure 4-2. That is, find two institutions .2 and b)

such that:
JFAC,| 'JFACb\ JFAC_
s |UeFr_| * %b |UcFT, | T TUeFT
\ aJ L ! bJ S
’SFAca‘ 'SFAcb‘ SFAC_
“a |UGFT J * 2y \UGFT. | = TGFT
\ a \ bJ S

is a maximum over all possible pairs of institutions
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a and b . The two institutions that satisfy the above maximization
problem lie on curve AA', 1If institution s lies on the curve, the
solution to the above'problem is z = 1.0 with the rest of the =z's
equal to zero.

By defining the variables,

xit = the quantity of the ith input used by the tth
institution

it = the quantity of type j students enrolled at the
th :

t institution
the above maximization problem for T dinstitutions can be written

in a linear programming framework as:

T
Maximize z z

t=1 °©
I Xt Xis
Subject to: ]z, |g| < o i=1,2
t=1 rt rs
z, > 0 t=1,...,T

This simple, three—variable model can be generalized to include
several input variables, other errollment variables, and the insti-
tutional characteristic variables. Let

th = the kth characteristic variable for the tth

institution,
then the general linear programming model for T dinstitutions,
N input variables, M enrollment variables, and Q characteristic

variables is written as:

Mawimize

#t o~113
N
rt

t
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Aruitoxt provided by Eic:



O

ERIC

Aruitoxt provided by Eic:

44

T - (x
subject to: ) z_ |7| < | i=1,...,N
t=1 rt rs
T (YS
Z zt §J- > §;~ j=1l4y..., x-1, r+l,...,M
t=1 rt rs
P e/
z C z <C k=1,...,Q
ee1 t ktJ £o1 t ks 1
b i
z, C z_ > C k= Q. +l,...,Q
£=1 t kt, to1 t ks 1
z. >0 t=1,...,T

The input constraints and the enrollment constraints are iden-~
tical except that the inaquality sign is reversed. This reversal is
consistent with the differences in sign used in the graphic illus-
tration shown in Figure 4-2. The constraints for the characteristic
variables are considerably different from the input and enrollment
variable constraints. The weighted average form of these character-
istic variable constrainfs'is necessary in order to account for the
differences in magnitude of the input and enrollment variables across
the sample of institutions. The characteristic variables are con-
structed so that their magnitudes are independent of the size of the
institution (unlike the input and enrcllment variables). To illus-
trate, cohsider‘institution A with an enrollment of 1,000, a faculty
of 50, and a quality rating of 400. To construct ;n institution twice
as large as A but with all the same characteristics, all the input

and enro.’ment variables should be doubled. The characteristic

variables, however, should not change. It is for this reason that
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the characteristic variables are not scaled by the enrollment variable

in the linear programming formulation given above. Similarly, since

T
the numerator, Z z, s does not necessarily sum to 1.0, it is
t=1 T T
necessary to divide z z C by z Z_ . Note that this treat-
=1 t kt =1 t

ment is not necessary in formulating the conceptual procedure of
forming the convex hull of the observations in (N + M + Q - 1) space
but that the special form of the constraints is needed for the linear
programming formulation of the pfobiém;

The actual linear programming model used in this study is a
slight variant of.the model outlined above, and it is given in Table
4~1. The only changes are that each column has been multiplied by
Yrt and that the characteristic variable constraints are written in

a form consistent with the other constraints. With the computat.ional

procedure discussed above, it isc possible to determine which institu-

and also to determine how far the other institutions are from-the
frontier surface. It should be noted that the choice éf the variéble
appearing in the linear programming objective function (Yrt in the
above example) depends on the information that is desired. In order
to determine which institutions are on the frontier surface, any of
the variables can be used in the objective function. If information
about the shape of the production surface is desired, the choice of
objective function variable is more important. The distance being
maximized (or minimized in the case of an input variable) is perpen-
dicular to the axis of the variable in the objective function. It

should be stressed that this is not comparable to the choice of depen-

dent variable in a regression equation, where the results can be
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TABLE 4-1
The LP Computational Model

T
Maximize tz1 z2,Y g
T
Subject to: tz1 2 X5y < Xio i = 1,.f.,N
T . . :
tz1 ZthtZ—Yjs Jo=1,.00r=1, r+l, ..., M
T
tZ1 24 Yot (th-Cks) <0 k=1,...,0
T .
t21 2y (CppCig) 20 k= Qtlse 00

z, >0 t = 1,...,T
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drastically different depending on the variable selected. With
this linear programming approach, the results are always consistent

no matter in which direction towards the frontier surface the results

-are generated.

In addition to using observed institutions on the right-hand
side of the constraints, hypothetical institutions can be constructed
and used in the analysis as well. This procedure makes it possible
to analyze more systematically the frontier relationships between

different variables.

Comparison of Estimation Methods

Having discussed in detail the Farrell method of determining
the frontier production relationships, it is helpful to compare his
approach to least-squares regression and constrained-residuals re-
gression méthods of estimating production and cost relationships.
Constrained-residuals regression is the method where the regression
residuals are all constrained to have the same sign. This constraint
forces the estimated function to the "frontier' of the observations.
This procadure was originally suggested by Aigner and Chu [1968] and
has been implemented by C. Timmer [1971] and H. Levin [1971}. Several
aspects of these three estimation methods are discussed below with
respect to their differences, advantages, and disadvantages. Refer::
ences to two other empirical studies using tﬁe Farrell approach are
W. D. Seitz [1971] and B. L. Sitorus [1966], and some further develop-
menfs of the approach are found in W. D. Seitz [1970]. |

Error Specification: Least—squares regression assumes that the

error term in the model is distributed from - @ to + ® and that the
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error is wsually attributed to noise in the model. For both con-
strained-residuals regression and Farrell's method, the error term
is distributed from 0 to + « (assuming actual output is subtracted
from the frontier level ¢f output) and is attributed to differences
in efficiency across the sample of observations. These methods,
therefore, present alternatives'at the extremes. Least-squares
appropriately takes into account noise but ignores efficiency diff-
erences (or at best assumes that efficiency is a component of the
noise). The other two estimation methods ignore noise {or at best
assume it is small relative to efficiency variations) and include a
measure of efficien:y. The method of least-squares estimates the
average production relativnships, which have economic meaning only
if all the "firms'" in the sample are cost-minimizers (or profit-
maximizers), while constrained-residuals regression and Farrell's
method estimate the frontier production relationships as actually
defined in economic theory.

Functional Form: Both least-squares and constrained-residuals

regression require a prior specification of the functional relation-
ship between the inputs and outputs. For the one output, N input
case many alternativé functions are discussed and tested in the
literature (see J. Ramsey and P. Zarembka, [1971]). With least-
squares, goodness—of-fit statistics can be used to let the data help
in selecting one functional form over several slternatives. For
constrained-residuals regression, the sampling theory has not been
developed, so choice Qf a functional form must be done primarily

on the basis of prior information and judgment. In addition, the

statistical problems of multicollinearity and hetercscedasticity
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caused by the combining of small and large institutions in the
sample make the functional form problem even more difficult for
both regression methods.

Several empirical studies in higher education (R. Radner, [19711];
R. Gough, [1970]; D. Breneman, [1970]; H. Levin, [1971]); J. Maynard,
[1971]; and L. Perl, [1971)) have used regression techniques, and
the functional forms estimated in these studies are summarized in
Table 4-2. None of the studies presented results for alternative
functional specifications.

Farrell's approach does not require the specification of a
functional relationship between the outputs and inputs. Except for
the assumptions of convexity, non-positive slopes for isoquants and
transformation curves, and non-negative slopeé for productivity curves,
no functional form restrictions are placed on the data.

Multiple Products: For least-squares and constrained-residuals

regression, the usual procedure for the case of a single output is

to regress the output on all the inputs. For the case of more than
one output, either one output has to be arbifrarily chosen as the
dependent variable.and the others considered as independent variables,

or an output index has to be: constructed to reduce the vector of

outputs to a single variablle, In most higher education empirical
work, the latter approach is heavily used. Various weighting schemes
are constructed in order to compute an ”aéjusted FTE enrollment"
figure which suapposedly reflects the differences in part-time/full-
time and undergfaduate/graduate students. In his study of graduate
education, D. Breneman [1970] used the first approach and placed the

number of Ph.D.'s as the dependent variable and let the number of




50

TABLE 4-2
Comparison of Regression Specifications

Unit of ‘Dependent .
Study Analysis Variable Functional Form
R. Radner [1971] Institution | FTE - | Linear; quadratic in
. Faculty the number of students
R. Hough [1970] Institution | Degrees Log-]fnear
Granted
D. Breneman [1970] { Department Ph.D.'s Linear; all variables
: Produced scaled by graduate
enrollment
H. Levin [1971] Student Verbal Linear
Score
J. Maynard [1971] Institution | Cost per Quaavatic in the
Student number of students
L. Perl [1971] Student Dummy Linear; quadratic in
Variable* | the number of students

* .
Equais one if the student graduates and equals zero otharvise.
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Masterr's students be one of the explanatory variables. The problem

with this procedure is that if the two variables were switched

arouﬁd, the results could be drastically.different. A third alter-
native is available for the least-squares approach. Canonical corre-
lation may be used in order to regress a linear combination of outputs
on the inputs. The analogy of canonical correlation for constrained-
residuals regression ié easily formulated, but the procedure has

not been used. The Farrell approach completely generalizes to the
case of M outputs and N inpdtsf

Model Discrimination: For least—squares, several statistics are

available to assist in the selection of an appropriate functional
form and to guide in choosing which variables to include in the model.
For constrained-residuals regression these statistics are not yet
devcloped, although the choice of functional form and of the variables
to be included still has to be made. Experience with using least-
squares regression on the higher education institutional data indi-
cates that the variation in behavior is so lérge that most models
do very well in terms of R2 and many of the variables aré highly
significant. The problem, however, is that there is very little
discriminating power in the data between models.

For Farrell's approach, statistics are not yet developed, but
the only choice that needs to be made is with respect to the variables

to include. The functional form problems do not exist.

Multicollinearity and Heteroscedasticity: The effects of these
two problems.on regression results are well documented in the liter-
ature (D. Farrar and R. Glauber, [1967]; R. Ridker and J. Henning,

[1967]). TFor the Farrell approach, the effects of collinearity
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between variables in the linear programming model is straightforward.
If two constraint variables aré highly collinear, the solution to.
the linear programming problem will be infeasible for certain speci-
fications of the right-hand side of the constraints. TFor example,

it nay not be possible to have é high value for the right-hand side
of one constraint and a low value for the other constraint. If the
objective function variable and one of the constraint variables are
highly collinear, no special computational problems ariu-=:. With the
Farrell method, the effects of collinearity appear explicitly and

not implicitly through insignificant regression coefficients. The
problem of heteroscedasticity does not arise with Farrell's method,
since, as discussed earlier, the magnitude of the variables are
appropriately scaled by the objective function variable and the
weights (z's). This problem is significant for least-squares, since
large observations are given much more waight in determining the
regression gqefficients, unless the variables are scaled. This
scaling, however, causes functional form and interpretation problems.

Sensitivity to OQOutliers: Of the three methods being discussed,

least—squares.is the least sensitive to outliers in the data. Both
constrained-~residuals regression and Farrell's method are forced to
the extreme values of the observations. With outliers present in
the. data, the estimates obtained by either of these two methods ére
ztrongly influenced by the extreme points.

" However, with Farrell®’s method of computation it is easy to
identify the extreme observations, sincg all calculations are pex-
formed directly on the actual observations and not on a moment-matrix,

where the identity of an individual observation is lost as in
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!
regression analvsis. Therefore, it is easier to check for possible
errors in the data. Chapter VI of this paper is devoted to the

problem of the sensitivity of results to individual observations.

Least~Cost Modification

The basic computational algorithm used in this study can be
modified to find the least-cost method of having a given enrollmeht
with specified institutional characteristics giv:. the observed
data. Letting Pi = the unif price of innut i , the least-cost

algorithm is:

Minimize z z P.X,
g=1 ©o(i=1 T
T
j : > ] = e
Subject to Z thjt __YjS j 1, oM
t=1
Pe |
z ) P.X, [c -C } <0 k=1,...,Q
t=1 t =1 i lt) kt ks 1
T (N
Z 2, | L PX., [th Cp. ] >0 k = Qptl,...,Q
t=1 i=1 ]
z_ >0 t=1,...,T

Verbally, the problem is to minimize the total cost of a hypo-
thetical instigution constructed as a linear sum of observed insti-
tutions, subject to the constraints that the constructed institution
has at least as much of every specified enrollment and equals or

exceeds the various institutional characteristic constraints.

1

From the solution values of the z,

s , the cost-minimizing
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T
* o

level of each input is given by X, = ) z X, . If certain inputs
t=1

are considered fixed, they can be included as constraints in the LP
model, either as equalities or inequalities if idle capacity is
allowed, and enter the objective function only as a fixed constant.
This procedure allows the computation of least-cost methods of
producing various enrollment combinations with specified institutional
characteristics given factor prices and the production relationships
observed from the cross—section of institutions. Instead of mini-
mizing with respect to one input (or maximizing with respect to one

outpuc) as done in the basic computational approach, all the inputs

arz weighted by their unit prices, and their sum is minimized. Al-

N
ternatively, thes quantity Z Pixit in the above formulation can
i=1

be replaced by the actual total expenditures of the tth institution.

This approwchwélso yields information about the cost-miuimizing be-
havior observed for the sample of institutions. These procedures
make the appropriate link between the production relationships and

the cost relationships for this type of frontier analysis.
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V. DESCRIPTIVE RESULTS
The empirical results from this analysis of a wide cross-section
of institutions for the fiscal year 1968 are descriptive of the fron-
tier production and cost behavior of the "firms" in the higher educa-

tion "industry." Prescriptive implications from these results must

be mgde cautiously since no analysis of changes over time for indi-
vidual institutions has been done. These characteristics of the
results are not unique to the computational method being used but
rather apply to any type of single-year, cross-sectional analysis of
production and cost behavior. In addition, the results are descriptive
of the production and cost behavior relative to the observed frontiers,
not the true production and cost frontiers. Thereforé, the results
are conservative estimates of the "efficient" production and cost
relationships.
The computations to determine the frontier production relation-
ships do not produce an equation with estimated parameters that
relates all of the variables together. Therefore, it is necessary
to explicitly evaluate the frontier relationship between any two
variables while holding all the other variables constant. This pro-
cedure has a disadvantage in that the reporting of results is much
more complex and cumbersome than the usual econometric equation form
of results. The method used in this study has the advantage, however,
that the production and cost relationships are explicitly analyzed
" in detail.
As a means of presenting the results, the "average' institution

, within each institutional category is chosen as a base point from
(S
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which to illustrate the various production and cost relationships.
An "average'" institution means a hypothetical institution that has
values for all of the variables equal to the means of each variable
over the particular group of institutions. Analyses are presented
in Chapter VII that illustrate the observed differences in production
and cost relationships between the average institution and other
institutional specifications. The data that describe the average
institution for each institutional category are given in Table 3-4
(Chapter III, page 35). The data in this table also illustrate some
of the major differences between the types of colleges and univer-
sities.

The empirical results are presented and discussed in the follow;
ing five sections. First, several frontier production relationships
are analyzed with respect to the minimum levels of inputs observed
fof alternative levels and mixes of enrollment. Second, frontier
substitution rates between alternative input combinations and fron-
tier transformation rates between different types of enrollment are
illustrated. Third, the effects of varying institutional character-
istics on the production relationships are analyzed. Fourth, the
actual expenditure data of the institutions are utilized to study
least=-cost behavior with respect to alternative enrollment mixes and
institutional characteristics., Fifth, least-cost input combinations
are analyzed, and their sensitivity to different relative input prices

is illustrated.

Frontier Production Relationships

In order to determine how far the average institution within each



O

ERIC

Aruitoxt provided by Eic:

57

institutional category is from the respective frontier production
surface, calculations were performed to determine this distance

with respect to senior faculty (SFAC), classroom space (CLSP), and
full-time undergraduates (UGFT). fo illustrate the computational
method in more detail, the actual linear programming problem that

was solved to determine the minimum number of senior faculty for

the average public universities is outlined in Table 5-1. Note that
the right-hand side of the constraints are simply the average values
for each of the respective variables. The constraints are of the
form < for the inputs, > for the enrollment variables, and either

< or > for the characteristic variables depending on their origi-
nal production specificat’on.

The results from these calculations are shown in Table 5-2.
As an example, the minimum number of senior faculty for a public
university with all the characteristics listed in Table 3-4 has the
following interpretation. From the data of the observed institutions
in the public university sample, it is possible to construct an
institution as a weighted sum of the observed universities such that
the constructed institution has the same institutional characteristics
(or better). the same enrollment levels (or more), and the same input
levels (or less) as the average public university. In addition, the
hypothetical institution, which lies on the production frontier, has
only 551 senior faculty instead of the average 778. The average
institution has 20% more senior faculty than the constructed frontier
institution with the same characferistics, enrollment, and other
input levels. In terms of the student-faculty ratic for this sample

of public universities, the average institution has a ratio of 17.7,
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TABLE 5-1
Linear Programming Model Example - Public Universities

: 37
Minimize tzl z, SFACt

-Subject to: JFAC, < 178

t
NPDP, < 276
GALB, < 1,070
CLSP, < 150,811
LASP, < 387,278
GASP, < 406,179
UGPT, > 1,041

)

t

)

t

)

t

)

t

)

t

)

t

)

t

% z, UGFT, > 9,539
] 2, GRAD > 2,697
}
t
)
t
)
t
)
t
)
t
)
t

z, OTHE, > 498
{ z, SFAC, GOUR, /%, z, SFAC, > 453
[ z, SFAC, PSCIt;/ZC z, SFAC, > 21
[ z, SFAC, RETNt\/ZC z, SFAC, > 97
[ z, SFAC, SCLEtJ/% 2y SFAC, < 4,650
\ { z, SFAC, NFLDt\/ZC z, SFAC, >125 - :

)
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TABLE 5-1 (continued)

GRTH }/ z, SFAC, < 7.6

|

PEXTt} z, SFAC, > 5.4

t
PRESt

)
t
% z, SFAC,
)
t

=1, ..., 37
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while the frontier institution has a student-faculty ratio of 21.2.
Similar results are shown in Table 5-2 for the other categories of
institutions. The ratio of average senior faculty to minimum senior
faculty ranges from 1.20 for the public universities tc 1.76 for the
private comprehensive colleges. Siace total enrollment is the same
for both the average and minimum senior faculty institutions, the
range of the ratio of average studeat-faculty ratio to minimum
student~faculty ratio is also 1.20 to 1.76.

Resu.ts are also given in Takle 5-2 for the differences between
classroom space at the average institution and at the production
frontier. The ratio of classroom space at the average to the frontier,
all other variables constant, ranges from 1.27 for the publie univer-
sities to 3.27 for the private comprehensive colleges. For each
institutional type, the percentage decrease from the average to the
frontier is greater for the classroom space variable than for the
senior faculty variable. It is interesting to noge that the disper-
sion in classroom space per student across institutional types is
much smaller on the frontier than for the averages. Also the dis-
persicn for classroom space per student on the frontier is smaller
than the disperzion of the student-faculty ratio on the frontier across
types of institutions. This implies that classroom space per student
is less sensitive than faculty per student to differences in‘enroll—
ment mixXes and institutinnal characteristics.

From these results, it must be cautioned that inferences such
as “public universities are more efficient than private comprzhensive
colleges since the average is closer to the frontier'" cannot be made.

This would be possible if the true frontiers were known but each
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institution is measured relative to an estimated frontier for each
institutional type. Therefore, the results simply mean that the
production frontier as observed for public universities is much
closer to the average of these universities than the frontier as
observed for the private comprehensive colleges is to the average
private comprehensive college. Results ia a later chapter provide
some information about cost differences between institutional cate-
gories.

Additional information about the production frontier is given
in Table 5-2 from a similar analysis done with respect to an enroll-
ment variable, the number of full-time undergraduates. The distance

from the frontier institution to the aver%gg\izstitution with . respect

e

to this variable ranges from a 13% iﬁE;;ase in full<&ime undergraduates
for public universities to a 55%_increase for private\%)mprehensive
colleges. . f/

The results preseﬁted in Table 5-2 indicate the distance between
the average and froncier production relationships with respect to
several key variables. The large distance observed between the
average level and the frontier levél of senior facu..y, for example,
implies substantial reductions in cost per student for an institution
if it moves towards the production frontier as observed fof each
sample of institutions.

Since the results given above ang the ones to be presented later
are based on hypothetical institutions constructed as weighted
averages of observed institutions, it is helpful for understanding

the computational method and for interpreting the results to illus-

trate in detail the actual data for the institutions that were
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selected as components in constructing one of the hyrotheticai,
frontier institutions. Note that all of the institutions in the
example are themselves actually on the production frontier but that

a weighted combination is needed in order tc construct an institu—
tion with all of the desired characteristics. The eight observed
institutions used to construct the hyﬁothetical institution with the
minimum number of senior faculty and with all the other variables
equal to the average value for the public comprehensive colleges is
given in Table 5-3. For each observed institution the weight (wt.)
used in constructing the summation is given along with the values of
certain variables and the student-faculty ratio. Only three of the
eight institutions have quality ratings (GOUR) less than the averzge
of 366, and three colleges also have a scale (SCLE) less than the
average inetitution (903). The observed student-faculty ratios are
all considere%iv higher than the average (21.8), and two of the ob-
served institutionc have student-faculty ratios higher than the ratio
for the constructed, frontier institution (30.2). With the data laid

out as in Table 5-3, it is easier to get a feel for what the comqu

- tational algoerithm is doing. Since there are observed institutions

with higher quality, smaller scale, and larger student-faculty ratios
than the constructed institution, the hypothetical institution is not
simply a large, low-quality college with a high student-faculty ratio.
Rather, the constructed institution, in this example, is an institu-
tion with a complex balance of all the variables and with a relatively
small number of senior faculty.

The next set of analyses determine the frontier marginal product

relationships between changes in the enrollment variables and changes
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in the minimum number of senior faculty and classroom space. The
initial computatiops described above géve some information about
the distance between the average institution and the frontier insti-
tutions, while the computations discussed "elow provide information
about the shape of the production frontier with respect tc the en-
rollment variables, senior faculty, and classroom spacé. These
calculations were done separately for each institutional category,
and the results are given in Tables 5-4 through 5-10. The computa-
tional procedure is simply to solve the linear programming problem
described earlier with alternative values for the right-hand sides
of the enrollmeﬁt constraints. To illustrate the methcd with the
results of the public universities (Table 5-4), the miniwmum number
of senior faculty for an institution with 7,650 full-time under-
graduates and all the other variables equal to their means is. 595.
If full-time undergraduate enrollment is increased to 9,559, the
minimum number of senior faculty increases to 651. All of the re-
sults in Tables 5-4 through 5-10 have a similar interpretatiocn.

In the discussion of marg;nal productivitieé.that follows,
statements are made which imply that changes in certain variables
correspond to changes in other variables. It should be noted that
these relationships apply only to the frontier institutions as ob-
served in the samples at one point in time and that this type of
empiriéal analysis cannot indicate whether or not a specific insti-
tution can, in fact, exhibi: this behavior over time. Several
interesting relaticnships, consistent across institutional cate-
gorieé, emerge from these computations and are discussed below.

(1) Fc. al.. institutional categories and all the enrollment
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variables, the marginal productivity relationships (AUGFT/ASFAGC,
AUGPT/ASFAC, ...) decrease as the minimum number of senior faculty
incresses. The decreasing marginél product is consistent witih eco-
nomic theory and intuitively sound, since all the other institutional
inputs are held constant as the number of senior faculty increases.
That is, with all the other inputs the same, an additional senior
faculty member at a frontier institution with 180 senior faculty will
provide forha greater increase in enrollment than at a frontier in-
stitution with 220 senior faculty members. These results imply that
increases in senior faculty or any other’input will not lead to the
same increase in enrollment independent of the levels of all the
other inputs. These results illustrate the problems inherent in
studies that attempt to determine a single ﬁumber for the marginal
productivity of senior faculty for additional enrollment. The
marginal relationships appear to be complex functions of the level
and mix of enrollment, the mix of inputs, and (to be shown later)
other institutional characteristics.

(2) 'Frontiér instituticns with relatively high proportions of
graduate enrollment (the public and private universities) appear to
increase full-time undergraduate enrollment from low levels to more
éverage levels with few additional senior faculty. For the public
universities, UGFT goes from 3,820 to 9,539 with the minimum SFAC
increasing by 57, while for the private universities, UGFT increases
from 1,630 to 4,073 with 45 additional senior faculty. The'remaining
institutional categories, which have relatively few graduate students,
do not exhibit this type of behavior. TFor these institutions, the

marginal productivity of senior faculty for full-time undergraduates
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is more nearly constant for below and above average changes in

UGFT. These results imply a strong degree of jointness between
graduate students and full-time undergraduates. That is, an addi-
tional 1,000 full-time undergraduates means a smaller increase in
senior faculty for a frontier institufion that has a high proportion
of graduate enrollment than for a frontier, p%imarily undergraduate,
institution.

(3) There also appears to be a strong degree of jointness
between part-time undergraduates and full-time undergraduates for
all institutional categories. For a frontier institution with
average (for its institutional type) full-time undergraduate enroll-
ment, part-time undefgraduate enroliment can be increased from below
average levels to above average levels while the minimum number of
seﬁior faculty increases by a very insignificant amount. These
variable productivity relationships raise some questions about the
use of "full-time equivalent' weighting schemes that usually assume
a part-time student equals a constant one-third full-time student
regardless nf enrollment levéls and mixes.

(4) Specialized enrollment, which consists of studerts enrolled
in first—prdfessional, occupational, éﬁ& extension programs, does not
seem to have any joint relationships with any ofAthe other enrollment
variables. The productivity of seniof faculty with respect to this
type of enrollment is comparatively very low for all institutional
categories and eihibits varying degrees of declining as the level of
specialized enrollment increases,

Also shown in Tables 5-4 through 5-10 are the marginal producti-

viiies of classroom space with respect to full-time undergraduate
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enrollment (AUGFT/ACLSP) . The results indicate decreasing mar-
ginal productivity rates for all categories of institutions. Note
that the variation of the classroom space marginal productivities
for the two university categories is much less than the variation

of the senior facuity marginal productivities. This implies that
the relationship between classroom space and full-time undergraduate
enrollment is not affected very much by enrollment mix and enroll-
ment level variations. This relationship is consistent with the
earlier observation (see Table 5-2) that classroom space per student
is less sensitive than faculty per student to differences i enroll-
ment mixes and levels. The decreasing marginal productivity as
class;oom space increases is the result of all the other institutional
inputs being held at constant levels.

As a means of comparing the marginal productivity rates for
senior faculty and classroom space with respect to the number of
full-time undergraduates, Table 5-11 gives for each institutional
category the frontier marginal product relationships that correspoend
to a 20% decrease and a 20% increase from the average level of full-
time undergraduate enrollment with all the other variables held
constant at theirrmeans. Also given in the table are the average
frontier productivity relationships (defined as the average full-
time undergraduate enrollment divided by the corresponding minimum
number of senior faculty .or minimum square footage of classroom

~ space). For both senior faculty and classroom space and. for all
institutional types, the marginal productivities are higher relative
to the respective average productivities for the private institutions
than for fhe public institutions. The implication is that efficient
Q
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private institutions could increase their average productivity of
both senior faculty and classroom space (which are generally lower
than those for the public institutions) by increasing the levels of
these inputs. In other words, enrollment could be increased signi-
ficantly with very little additional amounts of these two inputs.

The efficient public institutions, on the other hand, would not
experience an increase in average productivity from such increases

in input levels and in most cases would actually experience a decline
in average productivity. More -esults on these relationships are
presented and discussed in Chapter{VII.

L1

Frontier Input Suib=titution and Enrclliment Transformation Relationships

</ Additional information about the shape of the frontier production

surface is obtained by analyzing the frontier relationships between
alternative mixes of inputs, holding the enrollment variables and

the institutional characteristics constant at theii: means. For illus-
tration, the frontier relationships between senior faculty and class-
room space and between senior faculty and junior faculty are shown in
Table 5-12. For both relationships and for almost all institutional
categories, there does exist some degree of substitutioﬁ. The two
exceptions are with the classroom space-senior faculty mix for private
comprehensive colleges.and with the junior-senior faculty mix for

the public limited comprehensive colleges. For the other institu-~
tional types, the substitutions occur at léw levels of either junior.
faculty or classroom space and high levels of senior faculty. In-
creasing either junior faculty or c’assroom space beyond a certain

point (always less than the average vatio of these inputs to senior
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faculty within each institutional category) does not correspond to

a decrease in the minimux number of senior faculty observed in the
samples. TFor public and private universities and comprehensive
colleges, the total number of faculty is lower after an initial, low
level increase in"jﬁﬁio: faculty ;é;;EEGEHEB_Sé;;Br—Eécuny with
enrollment held constant. The fact that there is observed some
degree of substitution between classroom space and senior faculty
suggests differences in technical efficiency of classroom utilization
between small classes and large classes. An institution with vrimar-
ily small classes will have a lower ratio of classroom space to senior
faculty than an institution with primarily large classes. Which
combination ig more economically efficient depends on the relative
unit prices of senior faculty and classroom space.

The computed frontier relationships between the number of general
administration and library personnel (GALB) and the number of senior
faculty are similar to‘Fhe twa input substituticn relations discussed
above. For institutions with extremely low levels of GALB relative
to senior faculty, the minimum number of senior faculty is consistently
higher tﬁan for comparable institutions with CGALR at a more average
level relative to the number of senior faculy members.

All of the calculated relationships betwezni alternative input
mixes imply that input substifution does exist on the frontier pro-
duction surface as observed from the cross-sectional data. That is,
there are alternativé} technically éfficient input structures ob-
served from the date, and, depending on relative unit input prices,
certain of these structures are also allocatively or "cost' efficient.
In_additioﬁ, the results show that for a given institutional struc-

) s . . . .
[E T(f (a specific set of input, enrollment, and characteristic variables)
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the range of substitution beiween alternative inputs is fairly

small. For example, increasing the ratio of junior faculty to’

senior faculty beyond a 1 to 4 ratio for the universities and a 1

to 14 ratio for the comprehensive colleges does not lead to decreases

in the minimum level of senior faculty.
The transformation relationships between alternative types of

enrollment can alsc be studied within the framework of this analysis,

and several of these relationships are illustrated in Table 5-13.

The frontier transformation rate betwesn part-time undergraduates

and4full;time undergraduates (AUGFT/AUGPT) is very small. That is,

" the lev;l of part-time undergraduates must become fairly large'
relative to the number of full-time undergraduates before the maxi-—
mum number of Eull—time undergraduates decreases significantly for

!

an increase in part-time undergraduates, given constant levels of
all institutional inputs and characteristics. This behavior ié
consistent with the weak productivity relationships discussed earlier
for senior faculty with respect to part-time undergraduates given a
substantial full-time undergraduate enrollment.

The transformation rates between graduate students and full-
time undergraduates (AUGFT/AGRAD) are somewhat larger than t;hat for

"part-time and full-time undergraduates, and the rates increase as
the ratio of graduates to full-time undergraduates increases. The
transformation rates betweéﬁ specialized enrollment and full-time
undergraduate enrollment (AUGFT/AOTHE) are very large and appear to.
be fairly constant as the ratio of specialized enrollment to full-

time undergraduates changes. These results imply as before that

there is less "jointness' between specialized and full-time undergraduate

O
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enrcllment than between part-time and full-time undergraduate and
graduate eunrollment. Thiguié consistent with the nature of the
programs that the institutions must offer for first"professional;
extension, and occupational curricula.

These enrollme~  transformation results provide an. interesting

contrast between "joint'" and ''separabl~”

production processes.
Part—-time undergraduates, full—-time undergraduates, and graduate
enroliment are shown to behave as outputé of a joint production
process. The traunsformation rates between these three types of
enrollment depend on the levels of all three enrollments. In con-
trast, full-time undergraduate enrollment and specialized enroll-
ment are shown to behave as outputs of separable production processes.
Tha transiormation rate between full-time undergraduates and special-
ized enrollment AOes not depend on the levels of these two types of
enrollment. The important implication of joint production is that,
for example, undergraduate and graduate programs can be offerred at
one institution for a lower total cost than the sum of costs for one

institution offering an undergraduate program only and another insti-

tution with only a graduate program.

Institutional Characteristics and Production Relationships

Following the detailed analysis of the frontier relationships
between alternative input and enrollment structureé With all the
institutional characteristic variables held constant, the next
step is to study the effect of changes in the characteristic var-
iables on some of th: frontier input-enrollment relationships. The

hypothesis presented earlier is that institutional quality, scale,
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program mix, and the other characteristic variables affect the pro-
duction relationships. The results presented in Table 5-14 sipport
this hypothesis. For all institutional categories (note that ;hese
categories are also a type of characteristic variable treated diff-
erently from a continuous variaBle), frontier institutions with
higher Gourman quality ratings exhi™it a larger number of senior”
faculty and more sqﬁare footage of classroom space than frontier
institutions with lower quality ratings, holding all thé other var-
iables the samg. The amount of quality variation that is observed
withinveach institutional category varies, as well as the sensitivity
of the minimum number of senior .aculty and the minimum level of
classroom space to changeévin tue quality rating.

The frontier relationships between senior facylty and scale
(SCLE) are similar across all types of institutions. Increases in
scale from low levels up to the average level within each institu-

tional type correspound to fairly substantial decreases in the minimum

,number of senior faculty. However, increases in scale from the ‘usver-

age to higher levels have little effect cn the minimum number of
senior faculty. This same *ype of frontier relationship holds con-
sistently for classroom space and scale of the institution. The

implication of these empirical results is that productivity gains

from increasing the overall size of a frontier institution are ex-
periencéd only ovér the range from small to moderate levels of insti-
tuticnal scale. Minimal productivity gains are observed for increases
in institutional size from moderate to larger levels.

So.e ccmments at this point concerning the handling of scale in

the computational method and the differences between scale and the

, .
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marginal productivity relationships (which also imply a chanée in
"size" with respect to one input ‘'variable while all the other inputs
are held Tonstant) i;’perhaps necessary.v If a scale variable is not
explicitly included as one of the characteristic variables, it would
not be possible to deteimine the effects df changes in Jverall insti-
tutional size. Since the hypothetical institutions are constructed

as weighted sums of observed institutions, the weights uare selected
with appropriate magnitude to account for the differeunces in the
overall size of the variables across the institutions. In other
words, only the ratios between all of the input and enrollment var-
iables are important in determining- the frontier productiin relation-
ships if the scale variable is excluded. However, with the,scale
variable treated as a characteristic variable, the magnitudé of the
institﬁtgpnal scale variable is incorporated into the determination
of the frontier relationships. A simple illustration of the treat-
ment of scale is presentéd in Table 5~15. Solutian 3 results from

the correct treatment of scale as a characteristic variable while
solution 1 shows the problem with treating scale exactly as an input
variable. By explicitiy including scale as a characteristic variable,
it is possible to compute the effect of overall size (or scale) on

the production relationships. The marginal productivity relationships
between inputs and enrollment variables are independent of the overall

size of the institutions and indicate the effect of changing the

enrollment mix and/or the vatio between the specific enrollment

variable and one of the inputs.
The frontier relationships between the percent science degrees

of total degrees granted (PSCI) and the number of senior faculty
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TABLE 5-15

I1Tustration of Institutional Scale
Treated as a Characteristic Variable

Variable Instikution Instigution Instiéutfoh
Senior Faculty (SFAC) 10 70 100
Full-time Undergraduates (UGFT) 200 1,562 2,500
Institutional Scale (SCLE) 1,000 5,000 10,000
UGFT/SFAC 20.0 25.0

22.3

Problem: Minimize SFAC with UGFT > 1,250 ‘and SCLE < 5,000

| Variable So1u$ion So]ugionm So]ugion
Senior Faculty 50 50 56
Full-time Undergraduates 1,250 1,250 - 1,250
Institutional Scale 5,000 *10,000% 5,000
Institution A wt. 0.0 0.0 0.0
Institution B wt. 0.0 0.0 0.8
Institution C wt. g.5 0.5 0.0

Solution 1 results from treating SCLE as a regular input variable.

Solution 2 illustrates the violation of the SCLE constraint resulting
from solution 1 with SCLE treated as a characteristic variable.

SoTution 3 results from'treating.SCLE as a characteristic variable.
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are also similar across institutional types. At low levels of PSCI,
increases in the percentage of science degrees correspond to very
small or zero increases in the minimum number of senior faculty.
However, as the magnitqde of PSCI increases, the sensitivity of the
minimum level of senior f&culty to changes in the percentage of
science degrees increases greatly.

The frontier relationships between the number of fields granting
degrees (NFLD) and the number ;f senior faculty are almost identical
to the above results across the institutional types. Up to the
average number of fields, increases in the number of fields corres-
pond to small or zero increases in_the minimum number of senior
faculty. Beyond the average number of fields, additional fields
require a substantially larger minimum number of senior faculty.

The effects of the research commitment variable (PRES) and the
public service involvement. variable (PEXT) are fairly significant
for the public and privagé universities, as shown in Table 5-16.

Due to the relatively small amount of research and public service
involvement feor the other‘categories of four-year colleges, there is
little significant change in the minimum number of senior faculty
correspoﬁding to changes in these two variables for these institutions.
For the universiéies, there appears to be a jointness effect bepween
research and enrollment, since thé increase in the minimum number of
senior faculty is much smaller for changes in the research percentage
at low levels of PRES than at higher levels of PRES. To a lesser
degree, there is also a jointness effect between public service in-
volvement and the level of enrollment.

The results for both the enrollment growth (GRTH) and enrollment

retenticn (RETN) variables 'also exhitit some interesting tendencies
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and are illustrated in Table 5-17. Although the relationships are
not signifia;nt for the public universities and the private compre-
hensive colleges, frontier institutions with above average retention
rates exhibit a larger number of senior facuity than frontier insti-
tutions with average 1etention rates. Frontier institutions with
below average retention rates, howevef, do not seew to. have fewer
senior faculty. All the institutional categoriecs except public
universities and public comprehensive colleges exhibit a larger
minimum number of senior faculty for institutions with a below aver-
age rate of enrollment growth than for inst:itutions with average
growth rates of enrollment. Frontier average-growth institutions
have fewer senior faculty thaa slower growing, frontier institutions,
with all the other variablesifggﬂsame. For frontier institutions
with above average enrollment growth rates, the number of senior
faculty is about the sezme as for frontier institutions with average
enrollment growth.

The effects of changes in the Gourman quality rating and of
change; in the scale of thevinstitution‘QQ\Egs/miQ}mum square footage
of classroom space are also illusfrated in Table j~14. The relaticn-
ships are very similaf to the effects of quality and scale on the -
minimum number of senior faculty discussed earlier, and th- relation- .
ships are consistent across all the institutional categories. Except
for the private comprehensive colleges, scale has a greater effect
on the minimum level of classroom space than on the minimum number
of senior faculty.

The results of this section show thét all of the characteristic

variables (institutional quality, percent science degrees, enrollment
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retention, institutional scale, number of programs, enrollment
growth, research commitment, and public service involvement) do sig-
nificantly influence the fr;ntier production relatioaships. This
observed behavior has. strong implications for the comparison of costs
across insfitutions. Characteristic variables should be included in
any comparison of costs in order to avoid labeling a high cost insti-
tution inefficient if the high costs are the result af a particular

set of characteristics variables (i.e., high quality, & large number

of science programs,...).

Least-Cost Relationships

The link between the production analysis described in detail
above and a cost analysis can be made ir two ways given the data
available for this cross-section of institutions. One method is
to use per unit price data and calculate the resulting ;;st from a
given get of inputs. Another procedure is to use the actual expen-
diture data réported gy th; institutions. Both methods are used in
this study since each procedure allows a slightly different aspect

of cost behavior to be analyzed. The use of input prices does not

capture all of the institution’s costs, since not all the inputs

are included in the model, and the per unit prices are only appfbxi-

mated for the bﬁilding space variables, especially. The behavior

of total expenditures can be analyzed, therefore, by using the actual
expenditure data for each institution. However, use of the unit price
approach makes possible an analysis of the effect of different fela-
ti§e price ratios on the least-cost input mix.  The remainder of this

section is a description of the behavior of total expenditures for
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all fh; categories of institutions. The fellowing section describes
the results of the analysis of input price ratios and least-cost
input mixes.

Using the actual educational and general expenditures of the
institutions, the avefage cost and least-cost per student (on a total
enrollment basis) are determined for the institutions with average
enrollment and average characteristics in each institutional category.
These expenditure figures include the cost of instruction and depart-
mental research, exteansion and public service, libraries, physical
plant mainténanée and operation, general administration, general
institutional expense and Studegqnservices, organized activities

- G
relating to educational departments, organized research, and other
sponsored programs. The results .ace given in Table 5-18. The mini-
mum-cost institutions have expenditures that range from slightly
less than one-half the expenditures of the average-cost institutions
(private universities) to about two-thirds the average-cost institution's
expenditures (limited comprehensive colleges).

To fgrther illustrate the least-cost behavior of the samples of
institutions, Table 5-19 shows observed minimum costs per scudent
(average cost) and minimum costs of additional students (marginal cost)
for changes in both full-time undergraduate and graduate enrolliment.
These results are generated by first calculating the minimum cost per
‘student with ail enrollment and characteristic variables at their
means. The second step is to calculate the minimum cost per student
if full-time undergraduate enrollmenf.is 20% less than the average
and similarly if full-time undergraduate enrollment is 20% higher,
graduate enrollment 20% lower, and graduate enrcllment 20% higher

[:RJ}:« than the average enrollment levels. As the results indicate, the

Aruitoxt provided by Eic:



s9ha|10) SIAY
saba| 0] S3AY

98

wmmmwpou M>Fm=mzm;aeou 91eALUAd

- , = T¥d~dn0)
|248qLT 9AL309[3S SSB7 33BALAd = I¥d-Va10 - Iad”

Le40q11 341398125 ALUBLH 33entid = [id-Val] sa63( 100 SALSUAURIINDD oL L = AT

53631100 aALSUBYRAU0Y PaRLMLT JLLGNd = Bd-IMI "S313LS49ALUN OL1ANd = Nd-AIN

:sbuLpeay 03 A«

2L | §sTL 2 1 69° 1 £9°1 02°2 Lyl 350 WAWLULW/3S0) L3101

v | Ovs*L | 8L 28L | 0L9 Ozv°z | 0OLL | 3uSWLLOAUT [BIOL/3S0D UNULULN

ovo 16 | osetzs | ozicis | ozerie | ozteis| ose's| osgtas | uduLloAud Lea0L/ASE) LEAGL

Tud T4d and Tud ana | lud and

2670 | var1 | Owrn | dwod | WD | AIND | xAINN Slazten

’

i

1

81-§ 1AVl |

-

" ad] |euoL3n3L3sul Aq saunjLpuadx3 wnwlulp

IC

Aruitoxt provided by Eic:

E



99

08€°1 09, 1509 Leulbuey
008 281 G8/ 1509 afiedany
LLY L6E 8lE s3uapniS ajenpeJy saba|]0)
0.6 G¥8 1s0) |eulbuaey AALSUSYRAdWOY) 33 eALUd
908 c8L SLL 1509 abeusany . -
0962 9e1°2 oLLeL sajenpeabaspun swL3-ilng
. 069°¢ 096 1509 LeuLBuaey
90/ _ 049 G99 15073 abedaay
629 L2S LY S3uapnls sjenpeus saba| |0)
0€L L6V 1509 Leutbuaey 2ALSUBYa4dwo)y oL gnd
089 049 00. 1509 abedany
00Z°S GEE ‘Y 0Lv € salenpedbaapun auwLl-|Ln4
085°2 008°1 150) leulbuey
oy e 0zv e (YA 1503 abeuany
080°¢ 6962 050°2 S3Uapn1§ ajenpedy
. G : b 1509 (ouLbagy SOLILSUBALUN 33RALUd
002°2 YA N 00/°2 150) abeuany )
ommdw €0t 09¢°¢ sajenpedbaapun awtl-||n4
08€°S _ 05€°€E 1509 LeuLbuey
068° 1 BEETAR 069°1 1509 mmm&m><~
0€2‘ € L69°2 0912 $3Uapn}S 33ENpeUy
099°1% 09.°1$ 096°L% 1509 abeasay
08y L1 6EG°6 059°L sajenpeabaapun awLl-LLnd
£ P4 L
UOI3BA49Sq0 91qeLJep adf)

8dA] LeuoriniLisur Aq s3soj Leulbuel pue abedaAy
61-5 3178yl

Aruitoxt provided by Eic:

E\.



100

v8 Zv8 1507 —memgmz
A _ v8 A% 1509 abeusay
. ¥e 0¢ 9l sjuspnls ajenpedy mmmm——ow>wwmm_wmgmmww
LZo . Gl6 1s0) |eulbaey : 330ALAd
g8 2v8 : 628 1509 abeuaany :
986 ee8 899 sajenpeuabuapun awLy-n4
ovs‘ L 0£9°L 1509 mewm;mz
obs©1 0vs°1L GES L 150) SbeusAy
o t swapras samprip|| ST Sy 1200t
009°1L . Gva 1 3503 |euLbaey ) 37°ALUd
G¥s i 0bs° L 0es° L~ 3s0) abeuany o
022°1 pLLeL 0Ls - sajenpedbuspun awil-|nd
045°2 082°2 1503 |euLbaey
0lL8 L8L 69/ 1503 abeuaay
oLe Gl orlL -S3udpn3s drenpeuan{|saba|0) aALsUIYdAdwWo)
S0L 00L , 1s0) Leurbuey - pajtulLT JLqnd
SLL L8L 508 - 1507 abeuaday
0v9°2 €022 09L° L sajenpeabuspuny awL3-[[n4
€ 2 L
TTFINERT aLqeLJep adA|

(panuLjuod) §[-§ 379vL

O

Aruitoxt provided by Eic:

E



O

ERIC

Aruitoxt provided by Eic:

101

marginal cost of an additional student (either a full-time under-
graduate or a graduate student) at a frontier institution is lower if
the change is from below the average level of that enrollment var-
izble towards the average than if the change is from the average to
an above-average enrollment level. With respect to some of the

input production relationships, this.behavior is consistent with the
decregsing marginal productivity rates discussed eariier.

As shown in Table 5-20, the relationships between several of
the institutional characteristic variables and the minimum cost per
student (on a total enrollment basis) are similar to the rroduction
relationships between senior faculty, classroom space, and the same
characteristic variables. Frontier institutions with a high quality
rating, small scale, or heavily science-~oriented programs are shown
to have a significantly higher cost per student than other institu-
tions.

The important implication of these least-cost results is that
the frontier average costs per student and the marginal costs per
student are not constant for each sample of institutions. Both
average and marginal costs are shown to depend on enrollment levels
and mixes and institutional characteristic variable levels. These
cost relationships indicate the reason for the wide range of esti-
mates that result from studies that attempt to determine the average
cost per student at one or several institutions. Also, these results
suggest that extreme caution should be exercised in comparing costs
across institutions so that all the enrollment mix and level and in-

stitutional characteristic differences are taken into account.
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Least-Cost Input Combinations

Using the actual expenditure data described in the previous
section to calculate the ieast—cost results, the input variables
were not explicitly included in the analysis. However, it is
possibie to compute the input levels for the constructed, least-
éost institutions from the solution of the linear programming prob-
lem. Table 5-21 shows the least-cost institutional input structures
and the input levels of the average institutions for each institu-
tional category. For each input, the ratio between the level of
that input at the average institution and at the least-cost institu-
tion is also given. The wide variation in these ratios for each
institutional category implies that the observed least-cost institu—
tions’ input levels are not simply a neutral transformation of the
average institutions' imput structures. The mix of inputs, as well
as the level of inputs, is considerably different between the averape
and least-cost institutions, although they have identical enrollment
and characteristic variahles. By comparing the results given in
Table 5-2 to those in Table 5-21, it is interesting to note that the
least-cost institutions have significantly more senior faculty than
the constructed institutions with the minimum number of senior faculty
for all institutional categories except the public universities.
Although senior faculty is the most expensive input (it accounts
for the largest proportion of total costs), the least~cost institu- '
tions are not simply institutions with the minimum level of senior
faculty.

The next step in the analysis of least-cost input combinations
is to determine the sensitivity of the least—cost input mix to changes

Q
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in relative input prices. Since the analysis of the production
relationships discussed earlier inéica;ed varying degrees of input
substitution, one would expect relative input prices to have an
effect on least—cost input structures. Using alternative sets of
input unit prices and the actual input levels, a cost figure is
computed for each institution, and then the same procedure is used

as before to determine the least-cost input structure for each in-
stitutional type. The alternative sets of input unit prices and

the resulting least-cost input levels are given in Table 5-22. The
least-cost input structure given in Table 5-21 is also shown in .Table
5-22 for comparison wifh the other input structures. Increasing the
unit prices of non-professional departmental (NPDP) and general
administration personnzl (GALB) relative to the other input prices
decreases the resulting least-cost number of NPDP and GALB and in-
creases the number of senior féculty for all institutional categories
except the public and private c. mprehensive colleges. Doubling the
unit prices of all three buila ing space variables (CLSP, LAéP, and
GASP) relative to the other input prices has the expected result of
decreasing, to varying degrees, the least-cost number of square
footage of building space and, in some cases, of incveasing the
number of senior faculty. The exceptions are the public compre-
hensive colleges and the highly Selecﬁive liberal arts colleges.

For all the categories of institutions except “he private universities

and the private comprehensive colleges, the first set. of input prices
! 4

LN
Tavi

yields a least-cost input structure very similar to the least-cost .j
. " 4 !

input levels resulting from the ahalysis of the actual expendiﬁufe

data.
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The results in this section illustrate quite clearly that rela-
tive input prices do have an effect on the least—cest input structures
of higher educution institutions. These results implr that recommen-—
dations to simﬁly lower ;he number of senior faculty in order to
decrease costs may not have the effect of moving {he institutjions
toward the cost frontier. It is necessary to consider all of the
institutional inputs, their relative prices, and the production be-
hévior of the institutions in order to determine appropriate least-
cost input structures for a desired set of enrollment.and inséitutional
characteristics. Also, since the marginal productivity relationships
discussed earlier in this chapter were shown to depend on enrollment
mixeé and institutional characteristics, least-cost input struétures
may vary for alternative enrollment mixes and institutional charac~
teristic specifications. These results imply that cost-reducing
strategies may not be Qniversally applicable; for example, cost re-
duction may vequire a different input structure for a high-quality
institution than for a low—quality institution.

In order to construct a measure of allocative efficiency for
each institution, it is necessary to have data on the actual per unit
costs of all the inputs.for every institution. Although salary data
exist on the HEGIS file for faculty, no data are currently available
on other professional and all non-professional personnel or on the
building space inputs. Witk this lack of data, no attempt is made
to compute measures of allocative‘efficiency for the institutions
in the samples.
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A Graphic Example and a Summary of the Results

To furﬁher illustrate the generated frontier production rela-
tionships for the public comprehensive colleges, Figures 5-1 through
5-7 are presented on the following pages. To generate the producti-
vity curves shown in Figure 5-1, the senior faculty variable is
placed in the linear programming objective function and the right-
hand side of the enrollment constréints are varied. The point on
the graph labelled "AVE" represents the minimum number of senior
faculty observed for a public comprehensive college with all other
variables equal to their means. The curve labelled "UGPT" represents
the frontier production relationship between increases in the number
of part—time undergraduates and the minimum number of senior faculty
with all other variables held constant at mean values. The other
curves labellgd_"UGFT," "GRAD," and "OTHE" have similar interpreta-
tions for fhe respective enrollment variables. The Vvertical axis .s
total enrollment in order to illustrate the differences in the pro-
ductivity curves resulting fromlchanges in each of the four enrollment
variables.

Figures 5-2 through 5-7 illustrate several other frontier pro-
duction rélationships. These graphs indicate the form of the production
relationships generated by the Farrell method. Although the '"shapes"
of the relationships between alternative pairs of variables are varied,
the generated productivity curves (Figures 5-2 and 5-3), isoquant
curves (Figures 5-4 and 5—55, and transformation curves (Figures 5-6
and 5-7) behave as suggested by the microeconomic theory of the firm.
Also the characteristic variables affect the production relationships

as hypothesized although the shifts are not independent of the levels

of inputs and outputs.
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FIGURE 5-1

Faculty-Enrollment Productivity Curves
by Type of Enrollment for Public Comprehensive Colleges
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FIGURE 5-2
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Faculty - Full-time Undergraduate Enrollment Productivity Curves
by Institutional Quality for Public Comprehensive Colleges
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FIGURE 5-3

Classroom Space - Full-time Undergraduate Enroliment Productivity
"Curves by Institutional Size for Public Comprehensive Colleges
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FIGURE 5-4 115
Junior Faculty - Senior Faculty Isoquant Curves by Percent Science
Degrees of Total Degrees Granted for Public Comprehensiye Colleges
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FIGURE 5-5

Classroom Space - Senior Faculty Isoquant Curves by Number of
Fields Granting Degrees for Public Comprehensive Colleges
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116 FIGURE 5-6

Specialized Enrollment - Full-time Undergraduate Transformation Curves by
Percent Research Revenues of Total Revenues for Public Comprehensive Colleges
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The computational tachnique developed in Chapter IV has yielded,
in considerable detail, & description of the frontier production and
cost relationships for 'several samples of higher education institu-
tions. Productivity relationships between inputs and enrollment
variables, substitution relationships betweén alternative input
variables, transformation relationships between different types of
enrollment, and various cost relationships have all been shown to
depend significantly on input mixes and levels, enrollment mixes
and levels, and the values of all the institutional characteristic
variables. It should be noted that all of these empirical relation-
ships represent frontier behavior as observed from the samples of
institutions rather than average behavior. Also, no¥ functional form
restrictions, other than convexity, have been placed on the various
production and cost relationships. Many implications of the results
for higher education production and cost analysis have been stated
throughout this chapter and additional conclusions and implications

will be made in the remaining chapters.
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VI. SENSITIVITY OF RESULTS TO INDIVIDUAL OBSERVATIONS

A cri;ical aspect of the Farrell approach to production function
estimation is the sensitivity of the results to errors in the data.
Since the extremes of the data determine the frontier, outliers in
the data may strongly influence the estimated, frontier relation-

ships. The desired procedure is to determine extremes in behavior,

~not extremes due to measurement and reporting errors.

Obviously, instit :ions can havé legitimate reasons other than
inefficiency for not being on the production and cost frontiers as
determined from one year of cross—secticn data. For example, an in-
stitution may be adding new programs, expaading older ones, or en-
gaging in. any activity that requires the institution to use more
resources than normal given the institution's enrollment and charac-
teristics. Arguing that these cases might cause problems in the
empirical analysis makes it even more important to use a frontier
analysis rather than an average estimation approach, since the
"special situation' institutions are excluded from the determination
of the frontier production &nd cost relationships. It is more likely
that non-measurable aspects that affect costs are ones that increase
costs rather than decrease costs. That is, excluding reporting
errors, it is much more difficult to suggest reasons why an institu-
tion would be ”super—efficienf" because of some certain set of cir-
cumstances. The crucial consideration is to make sure that the
frontier institutions are not the result of spurioué data. Although
the computational procedure in this study generates information about

the relative efficiency of institutions, caution should be used in
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labeling specific institutions as being inefficient without a more
detailed analysis of their particular situation during the time
period studied. The main emphasis of this study is to determine
the frontier production and cost relaticnships as observed from the
data rather than to compute efficiency indices for each institution
in the sample.
In this chapter, various methods of illustrating the sensitivity
of the frontier production and cost relationships are presented. The
following sections include a detailed analysis of the data by insti-
tution with respect to several key ratios, a listing of the observed
institutions that describe some of the frontier relationships, a
tabulation of all the frontier institutions, a discussion of the
sample dependency of the estimation results, and an examination of
the consistency of the results across institutional categories and

their consistency with economic theory.

Detailed Data Analysis

If the empirical analysis only involved two or three variables,
a graphic display of the data could be used to indicate the location
of the frontier institutions with respect to all the other institu-
tions. An illustration of the effect of an outlying observation on
a frontier relationship is given in Figure 6-1 for the simple case
of two inputs and one output. Since observation B is a considerable
distance from the 6ther plotted points, it has an enormous influence
on the shape of the isoquant. TFor the case of several variables,
the graphic approach is not feasible, since the data would have to be

sliced very thin in order to get down to two dimensions and have all
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FIGURE 6-1

ITTustration of the Effect of an Outlier Observation

Input 1
Output

Input 2
Output
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the other variables at roughly the same levels. Some alternatives to
the graphic approach are to examine the extremes of several key
ratios of variables and to note the amount of '"shape'" in the cal-
culated, frontier relationships. As shown.in Figure 6-1, the effect
of observation B is to make the frontier isoquant run parallel to
the axes of the graph. This relationship means that changing the
level of one input has little or no effect on the level of the other
input. The occurrence of this relationship in the empirical results
is discussed later in this chapter.

As a means of illustrating the location of the constructed,
frontier institutions to other observed institutions with respect
to several ratios, Tables 6-1 through 6-7 are presented. The three
ratios are total enrollment divided by total faculty, total enroll-
ment divided by classroom space, and total cost divided by total
enrollment. The ratios are computed for each institution and the ten
largest values for each’ratio are listed in the tables. Also, the
average over the five largest and ten largest values for each ratio
are given along with the ratios constructed by dividing average total.
enroliment by the minimum values for senior faculty and classroom
space and by dividing the minimum total cost by average total enroll-
ment. For example, the number of senior faculty resulting from mini-
mizing senior faculty with all other variables at their means is used
in calculating the "minimum" value shown in the tables for the total
enrollment to total faculty ratio. The last value shown in each
column is the result of.using the averages over all the institutions
in each sample for each variable in the ratio.

As Tables 6-1 through 6-7 show, several observed institutions
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TABLE 6-1

- Ratio Analysis for Public Universitiés

Rank Total Enrollment | Total Enrollment Total Cost
Total Faculty Classroom Space Total Enrollment
1 25.5 - .159 887
2 23.3 149 974
3 21.5 .132 1,022
4 21.5 17 1,062
5 21.0 114 1,096
6 20.5 A1 1,234
7 20.0 .109 1,280
8 19.7 .106 1,346
9 19.6 .105 1,374
10 18.9 .105 1,686
Average of
Top 5 22.6 .134 1,008
Average of
Top 10 21.2 Ja21 1,196
. Senior Faculty: | Classroom Space: Cost:
Minimum 16.6 116 1,757
Average 14.4 .092 2,415
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Ratin Analysis for Private Universities

Rank Total Enrollment | Total Enrollment Total Cost
Total Faculty Classroom Space Total Enrollment

1 27.1 .479 812

2 18.9 .134 1,107

3 18.4 .126 1,245

4 17.2 .120 1,493

5 16.1 .120 1,725

6 "16.1 .108 1,935

7 16.1 .100 2,224

8 14.8 .098 2,311

9 13.8 .095 2,378

10 12.4 .093 2,643
Average of

Top 5 19.5 .196 1,276
Average of

Top 10 17.1 .147 1,787

- Senior Faculty: | Classroom Space: Cost:

Minimum 13.3 128 2,415

Average 7.7 .083 5,348
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TABLE 6-3

Ratio Analysis for Public Comprehensive Colleges

Total Enrollment

Total Enrollment

Total Cost

Rank Total Faculty Classroom Space Total Enrollment
1 37.4 .207 504
2 30.8 .197 526
3 30.7 179 630
4 30.0 .166 672
5 29.0 .150 727
6 28.0 P 147 742
7 27.4 145 771
8 26.7 142 775
9 25.9 .140 775
10 25.9 137 798
Average of
Top 5 31.6 .180 612
Average of
Top 10 29.2 161 692
- Senior Faculty: [ Classroom Space: Cost:
Minimum 27.8 141 670
Average 20.5 .081 1,120
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Ratio Analysis for Private Comprehensive Colleges

Rank Total Enrollment | Total Enrollment Total Cost
a Total Faculty Classroom Space Total Enrollment
1 47 .4 .191 353
2 43.9 . 186 674
3 42.5 .157 703
4 32.7 .144 718
5 31.9 .136 742
6 31.2 .136 775
7 30.2 .133 802
8 29.4 .126 816
9 29.1 .123 857
10 28.5 121 878
Average of
Top 5 32.1 .132 651
Average of '
Top 10 39.7 .163 731
L Senior Faculty: Classroom Space: Cost:
Minmum 34.7 145 687
Average 18.9 .081 1,319
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TABLE 6-5
Ratio Analysis for Public Limited Comprehensive Colleges

Rank Total Enroilment | Total Enrollment Total Cost
Total Faculty CTassroom Space Total Enrollment
1 34.0 .186 643
2 28.7 .160 653
3 27 .4 .154 676
4 25.1 133 ' 793
5 24.6 Jdér 811
6 24.4 .118 845
7 24.4 .115 854
8 22.6 .106 869
9 22.1 .100 924
10 22.1 .097 931
Average of o
Top G 28.0 .152 715
Average of
Top 10 25.5 .130 800
- Senior Faculty: | Classroom Space: Cost:
Min imum 25.1 128 787
Average 18.9 .061 1,120




TABLE 6-6
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Ratio Analysis for Private Highly Selective Liberal Arts Colleges

Rank Total Enroliment | Total Enrollment Total Cost
Total Faculty Classroom Space Total Enrollment

] 18.4 .089 989

2 18.4 .087 1,181

3 18.1 .079 1,215

4 17.4 .077 1,223

5 17.3 .074 1,297

6 16.3 .074 1,385

7 15.6 .074 1,388

8 15.1 072 1,404

9 15.0 .070 1,431

10 14.7 .068 1,437
Average of

Top 5 17.9 .081 1,181
Average of

Top 10 16.6 .076 1,295

- Senior Faculty: | Classroom Space: Cost:

MnTmum 15.4 072 1,538

Average 12.0 .040 2,381
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TABLE 6-7

Ratio Analysis for Private Less Selective Liberal Arts Colleges

Rank Total Enrollment | Total Enrollment Total Cost
‘ Total Faculty Classrooin Space Total Enrollment
B 30.6 .195 556
2 28.6 .134 668
3 28.1 .128 684
4 27.7 124 782
5 26.9 .120 783
6 24.9 .104 787
7 24.4 .096 789
8 24.2 .094 799 .
9 24.1 .092 804
10 24.0 .090 877
‘Average of
Top 5 2854 140 695
Average of | :
Top 10 26.4 118 754
. s . Senior Faculty: | Classroom Space: .Cost:
Minimim 24,7 119 841
Average 14.8 .041 1,439
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have values for these ratios that are much larger (smaller in the
case of the total cost ratio) than the "minimum" ratio. For all the
institutional categories, the "minimum" t&tal enrollment to total
faculty ratio is less than the average of the five largest and the
ten largest student-faculty ratios. A similar result holds for the
total enrollment to classroom space ratio, except that in the case of
the private less selective liberal arts category the minimuﬁ ratio is
slightly larger than the average of the ten largest ratios. For the
total cost to total enrollment ratios, the "minimum" value is always
greater than the average of the five smallest cost per student values,
but in three cases (public comprehensives, private comprehensives,
and public limited comprehensives) the "minimum'" value is slightly
less than the average of the ten smallest ratios.

These results imply that the frontier relatiénships are not
solely determined by the institutions with the extreme values for
these three ratios. For example, the constructed institutions with
average enrollment, average characteristics, and minimum cost do not
have the smallest cost per student of all observed institutions.

The observed institutions with larger total enrollment to total
faculty and total enrollmer: to classroom space and with smaller

cost per student mist have less "expensive' mixes of enrollment and/
or a less expensive set of characteristics. More information on this
behavior is~éiven below. The important point here, as far as the
sensitivity of the results, is that the frontier relationships are
not simply determined by some extreme combination of variables for
one or two institutions. It takes several observed institutions to
determine one of the constructed, frontier institutions, as illus—.

trated later in this chapter.
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To go one step further in looking at the actual data and at how
close it fits into the calculated frontier yielationships, two compo-
nents of the total enrollment (o total faculty ratio are plotted in
Figures 6-2 through 6-8. As b2fore, these graphs show the constructed
frontier institutions to be quite some distance from the observed
extreme observations. Again this emphasizes that the extreme points
have less "expensive' characteristic variable sets and/or enrollment
mixes, although in these graphs the undergraduate-graduate mix for
the university groupé.and the undergraduate part-time full-time mix
for thé other colleges are being appropriately accounted for. 1In
these graphs, only the ten institutions with the largest student-
faculty ratios, the institutions in the solution basis for minimum.
senior faculty, the constructed average institution with minimum
senior faculty, and the average institution are plotted.

To go into any further detail with graphic data analysis is
extremely cumberéome. As mentioned before, the computational method
being used is, in fact, a means of doing the same thing arithmetically.
However, the graphic and tabular results given so far in this chapter
have indicated that the results generated by the linear programming
method are not simply determined by one or two spurious observations
but represent a‘complex balance of all the variables for many of the
institutions in the analysis.

o d

The "Optimal Basis" Institutions

Another way of determining the sensitiviiy of the generated
results to individual observations is to analyze the number and com-

position of institutions in the solution basis of each linear
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FIGURE 6-2
Graphic Display of Selected Public Universities
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FIGURE 6-4

Graphic Display of Selected Public Comprehensive Colleges
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‘ FIGURE 6-5
Graphic Display of Selected Private Comprehensive Colleges
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FIGURE 6-6
Graphic Display of Selected Public Limited Comprehensive Colleges
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FIGURE 6-7
Graphic Display of Selected Private Highly Selective Liberal Arts Colleges
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FIGURE 6-8
Graphic Display of Selected Private Less Selective Liberal Arts Colleges
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programming problem solved to determine a specific point on the pro-
duction or cost frontier. This procedure provides information to
test the dependency of specific points on the frontier to individual
observations. Tables 6-8 through 6~14 show for each institutional
category the observed institutions that are used in constructing the
frontietr inst.tution with averages for all variables except the cne
variable i~ ° linear programming objective function. As the column
headings in< .cate, the bases for four LP models are illustrated:
minimizing senior .faculty, minimizing classroom space, minimizing
total cost, and maximizing full-time undergraduates. For each LP
model, the identificatioﬁ number for each institution included in

the construction of the frontier is given along with the weight used
in the summation (the zt‘s as defined in Table 4-1). It should be
noted that the weights do not necessarily add fo one and that the
magnitude of the weights must be interpreted in conjunction with the
relative size of the respective institutions. The proportional effect
of one institution on the constructed, frontier institution is deter-
mined by the product of the weight (zt) and the magnitudé of the
institution's objective function variable.

Several interesting points should be noted from Tables 6-8 through
6-14. First, several observed institutions are required in order to
construct just one of the frontier points. The range is from five
to twelve institutions with an average of 9.2 institutions. Second,
the same set of observations.does not determine all foﬁr efficient
points within an institutional category. For those institutions thét
do reappear, the weights fluctuate substantially across the four LP
models. Third, the magnitudes of the weights for each LP solution
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vary drastically across the institutions included in the final basis.
In only a very few cases does one institution account for over 50%
of the value of the LP objective function variable. Fourth, for
these four efficient points within each institutional category, it
takes from 17 to 25 institutions to determine the frontier points
with an average of 20.7. Fifth, only about half of the 'basis"
institutions correspond to institutions given in the previous section
with the largest ratios. Furthermore, some of the institutions
included in the solution basis rank relatively low with respect to
sbme of these ratios. éll_of the basis institutions, however, are
themselves on the frontier.

The above results also imply that the frontier relationships
are not being determined simply by one or two spurious observations.
Many institutions in many different combinations are needed in order
to describe various points on the production and cost frontiers.

An additional way to test the sensitivity of the results to in-
dividual observations was used by C. P, Timmer [1970] for another
method of frontier estimation. His approach to the problem was to
simply delete the observations that were used in constructing the
frontier, re—estimate and continue the process until the estimates
stabilize. A similar procedure could be implemented here; however,
there is not too much to be gained from doing such an analysis. If
deleting an observation does not change the relationship very much,
the observation is not contributing much to the results. However,
if deleting the observation results in a large éhift in the results,
the decision of whether or not to discard the observation must be

made. Where is the cutoff of '"level of significance"” that determines
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if an obsarvation is discarded or not? Throwing away useful infor-
mation is as serious as incorporating spurious information. The
description of the data given in the previous sections of this chapter
and the information presented below provide some evidence that spurious
data are not strongly influencing the calculated, frontier production

and cost relationships.

Number of Efficient Institutions

An additional means of determining the sensitivity.of the generated
results to individual observations is to look at the nuither of observed
institutions required to describe all of ihe frontier cost relation-
ships. The cost analysis (based on 13 variables) is used rather than
the production analysis (based on 19 variableé), since it has fewer
dimensions; any of the implications of this analysis are conservative
estimates of impiications for a similar analysis of the production
relationships. Table 6-15 shows by institdtional category the total
number of institutions in each sample, the number of institutions on
the f{rontier, and the percent of institutions on the frontier. As
the table illustrates, the percentage of frontier institutions is
quite large; in all cases the percentage is greater than 50%. This
large percentage is the result of the wide diversity in enrollment
structures and characteristic variables observed within each of the
institutional categories. Also, the large percentages imply that the
frontier relationships are not being determined from only a few ob-
servations. If only five or ten percent of the observations were
located on the frontier, concern might be expressed about the relia-

bility of the results being based on so few observed data points.



TABLE 6-15

Number of Frontier Institutions

145

. . Total Number Numbev: Percent

Institutional Type in Sample on Frontier {on Frontier
Public Universities 37 31 84
Private Universities 31 24 77
Public Comprehensive
Colleges ' 105 58 55
Private Comprehensive
Colleges 92 48 5?
Public Limited Com- ’ :
prehensive Colleges 59 37 63
PriVate Highly Selective
Liberal Arts Colleges 81 44 54
Private Less Selective 269 * *
Liberal Arts Colleges

*_. .
Too expensive to compute.
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Sample Dependency

The results from this frontier analysis are obviously sample
dependent and caution must be stressed in extrapolating these results

to all institutions. It should be noted, lowever, that if there are

‘no gross measurement Or reporting errors, the calculated production

and cos: frontiers are conservative estimates of the '"true" frontiers.

This relationship follows, since the only way additional observations
can affect the results will be if the new observations are more effi-
cient. The frontier can only be moved in one direction by adding

observations.

Consistency of Results

As the descriptive results presented in éhapter V indicate, the
various production and cost relationships are consisten’ across the
institutional categories. These patterns provide an indirect indi-
cation of the sensitivity of the frontier relationships to individual
observations. If particular “spurious' observations were contaminating
the determination of the frontier relationships, the relationships
would most likely not be simiiar across the different samples of
institutions. It is highly unlikely that random ”eﬁtreme” ot seuva-
tions would occur in all the samples in a manner chat }:ads to similar
relationships. i |

The empirical results are also consistent with economic theory.
The ingut isioquants and the enrollment transformation curves have

the correct shape, and the characteristic variables behave as origi-

nally specified. Also, the various frontier production and cost
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relationships have a considerable amount of '"shape.'" That is,
changes in one variable over a fairly wide range of values corres-—
ponds to changes in other variables along the production and cost
frontiers. This observed behavior is encouraging for the estimation
method, since it implies that "outlier' observations like B in

Figure 6-1 are not contaminating the results.
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VII. INSTITUTIONAL COST BEHAVIOR

The descriptive results presented in Chapter V by no means
exhaust the information about the frontier cost and production be-
havior that can be generated from the cross-sectional data with the
computational procedure used in this study. ' The purpose c¢f the
present chapter is to use the methodology developed in the earlier
chapters and the institutional data to study several aspects of
institutional cost behavior. These examples of extending the basic
analysis “illustrate the potential of this empirical approach for

further research.

Variations in Costs Per Students

Many empirical studies and reports on higher education have
illustrated the extreme variations that exist in costs per student
across samples o6f institutions (e.g., H. Jenny and G. Wynn, [1970,
1972]; Columbia Research Associates, [1971]; J. Powell and R. Lamson,
[1972]; and the Carnegie Commission, [1972]). From these cost per
student variations the implication often made is tha; these large
variations are primarily the result of inefficiencies. If all insti-
tutions w2te operating efficiently, then the variations in costs per
student wculd be drastically reduced. The other explanation for these
large variations is‘that the enrollment mixes and characteristics
of the institutions vary considerably, and the costs are simply the
result of more (or less) expensive enrollment mixes and institutional
characteristics. As & means of de;ermining the extent to which both

Q
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of these hypotheses are correct with the data and analytical frame-
worl. of this study, the variance of total educational! and general
expenditures per student is computed for each institutional cateéory.
In addition, the variance of cost per student for the insfitutions
lying on the cost frontier and the sum of squared deviations of cost
per student from that observed for the non-frontier institutions to

the cost frontier are computed and the results are given in Table 7-1.
As expected, the mean cost per student for the frontier inciitutions

is less than the mean cost per student for all the institutions in

each institutional category. The standard deviation and the coeffi-
cient of variation of the cost per student for the frontier institu-
tions and all institutions are roughly the same for all categories

of institutions. This implies that efficiency relative to the computed
frontier is not the main determinant of the variation in cost per
student. The variation in cost per student for the frontier institu-
tions is due to enrollment mix and institutional characteristic
variations. The average deviation from the frontier is roughly equal
to the standard deviation of cost per student for the frontier insti-
tutions in each institutional category except for the public univer-
sities, where the average deviation is less than the standard deviation.
Therefore, the average deviation of the non-frontier institutions from
the observed cost frontier is roughly one standard deviation from the
frontier. The standard deviation of the deviations of the non-frontier
institutions from the frontier is always less than the standard devia-
tion of cost per student fqr the frontier institutions. Since the
mean deviation is small relative to the average cost per student, the
coefficient of variation for the deviations is always greater than

'

the coefficient of variation for the cost per student for the frontier
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institutions.

These results indicate that, at least relative to the cost fron-
tier computed from the observed cross—section of institutions, the
large variation in cost per student is not due primarily to ineffi-
ciency. The frontier institutions exhibit a large variation in costs
Per students due to alternative enrollment mixes and differing insti-
tutional characteristics. These results also indicate the problems
of setting one target level of cost per student for all institutions
in order to increase the efficient use of resources in higher educa-
tion. As the above simple calculations and the descriptive results
in Chapter V show, cost per student varies considerably as the result

of different enrollment mixes and institutional characteristics.

Public Versus Private Instituticns

Although public and private»institutions have different goals
and objectives, it is interesting to compare the public universities
to the pri§ate universities and the public comprehensive colleges to
the private comprehensive colleges within the framework of this study.
Since the average per student cost is usually much higher for the
priQate groups of iﬁstitutions (see Table 5-17), the implication often
made is that private institutions are more expensive. The purpose of:
this section is to compare similar groups of public and private insti-
tutions and see if public and private ;osts differ when enrollment
mix and inétitutional characteristics are controlled.

To perform this comparison, a hypothetical university was con-

structed with the enrollment and characteristic variables equal to

the average of the means of the variables for the public and private
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universities. Using the public uw.iversity data and then the private
university data, linear programming problems were solved to determine
the minimum cost for an institution with these averagevpublic—private
characteristics. The results are given in Table 7-2, and the minimum
cost solution to the LP using the pubiic university aata is much
larger ($4,180 pér student) than the solution using the private
university data ($1,845 per student). A similar set of calculations
is performed for the public and private comprehensive colleges, and
the results are shown in Table 7-3. Again the public least-cost
solution ($850 per student) is greater than the private least-cost
solation ($804 per student).

These results are rather surprising.- Even though the average
costs per student for private institutions are generally much higher
than the average costs per student for public institutions, it appears
that for certain enrollment combinations and characteristic sets
private institutions have a lower cost per student. This implies
that'the higher average cost per student for private colleges and
universities is the result of a more "expensive' mix of enrollment
and institutional characteristics. If private institutions offered
the same package as the public institutions,wthe average cost per
student would probably be the same as (or even lower than) the public

institutions.

Under-utiljzation of Private Institutions

The financial squeeze on higher education has hit the private
institutions especially hard. As illustrated in Table 7-4, enrollment

for all of higher education has been growing, although the rate of
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TABLE 7-4
Public and Private Total Enrollment, 1965-70

Public Private
" aroniment | Ratior | g onl o | Ratior
— 1000) (000)
1985 3,970 1.00 1,951 1.00
1966 4,349 1.10 2,081 1.05
1967 | 4,816 1.21 2,006 | 1.07
1968 5,431 1.37 2,082 1.07
1969 5,840 1.47 2,077 1.06
1970 6,371 1.60 2,127 1.09

fRatio = (total enrollment/1965 total enrollment).

SOURCE: Carnegie Commission on Higher Education staff.
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growth has declined in recent years, while for the private institu-
tions enrollment actually declined between 1967 and 1970. A close;
look at the frontier production and cost relationships given in
Chapter V suggest that for higher education as a whole it wouliu take
fewer resources if nore of the increases in enrollment were absorbed
by private institutions rather than almost completely by public in-
stitutions, as has been the trend. The marginal product relation-
ships between full-time undergraduates, senior faculty, and classroom
space, as given in Table 5-11, indicate, with few exceptions,‘that
the marginai increase in enrollment for given increases in faculty
and clasiroom space is greater than the averagé productivity of faculty
and cl: ssroom sﬁace for full-time undergraduates for the private in-
stitutions. The public institutions, however, exhibit the marginal
increase to be less than the average productivity. The marginal
productivity of classrcom space for undergraduate enrollment (above
the average level of classroom space) is always greater for the pri-
vate institutions than the corresponding marginal productivities for
the public institutions. Although the marginal proauctivity of faculty
for undergraduate enrollment_is usually less for the private insti-
tutions, this relationship is pfimarily due to the more "expensive'
enrollment mix and institutional characteristics of the private
institutions. The scale effects ori the production behavior given

in Table 5-14 also indicate that ﬁhe private institutions can gain
mofe from increasiqg their size than can the public institutions.
Similarly, the effect of the enrollment growth on the minimum level
of senior faculiy (shown in Table 5-16) is much stronger for the

5 private institutions than fcr the public institutions. Low-growth

ERIC .
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rates of enrollment correspond to higher levels of senior faculty.
Also, note that high growth rates do not lerad to any advantages over
average growth rates. That is, the primary effect of the enrollment
growth variable is from low values to average values. Extremely high
growth rates do not lead to any economir:s. Many of the public insti-
tutions have experienced these high grcwth rates during the late
1960's while most private institutions grew at much siower rates.

These resulis imply that if no non-economic barriers existed,
if would be more conservative of nationai resources if the private
institutions absorbed more of the enrollment increases rather than
if the public institutions did so. 1In terms of a policy this would

i .

require federal and state monies to be given to private institutions
rather than public institutions and the general stature of the pri-
vate institutions would have to change. Although these results run
counter to many non-—economic factors, it is interesting to note that
Fhe use of under-utilized private institutions to take the growth
strain off of public institutions could lead to a more efficient use

of national and state resources in higher education.

Variable Interaction Effects

All of the descriptive results presented in Chapter V were based
upon the ''average" institution. The effects of changes in one
variable on the frontier level of another variable were sfudied in
great detail. The purpose of this section is to illustrate for the
highly selective liberal arts colleges the interaction effects of
changing more than one variable at a time. As discussed in Chapter

IV, regression estimation methods often leave out interaction effects
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between Qariables, or at best they are rigidly specifiad. With
Farrell's method, none of the interaction effects are left out, ror
are they'given é prior specification. As with the o-her descriptive
results, each relationship has to be explicitly evialuated. Some
results are presented in Table 7-5 to illustrate the effect of changes
in several of the characteristic and enrollment variables on the mini-
mum cost per student as observed from the data. None of the results
are surprising. The basic relationships between minimum cost éer
student and the characteristic variables continue to hold. The .
magnitudes of the changes in minimum cost per student corresponding

to changes in one variable (i;e., scale) vary slightly as changes in
other variables (i.e., quality, percent science) are made. Also,

the interaction between certain pairs is stronger than between other
variables. TFor example, scales has a larger effect 6n the relationship
between the number of fields and average costs than on the rwlation-
ship between quality and average‘costs. However, the direction of

the relationships will always stay the same; just using the descrip-
tive results based on the average institution provide fairly accu-
rate information about the general effects of changes in osts per
student resulting from changes in other variables. Obviousiy, it

is impossible to compute every possible combination of variables,

but it is always easy to trace through certain combinations that are
interesting or relevant to the evaluation of certain policy proposals
(i.e., the public-private comparison performed earlier in this

chapter}.
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TABLE 7-5

Variable Interaction Effects on Cost Per Student -
Highly Selective Liberal Arts Colleges

Gourman Qua]ity Institutional Scale

Rating 302 431 604

388 $1,462 $1,4590 $1,450

422 1,580 1,540 . 1,530

464 * 1,700 » 1,680
Number of Institutional Scale

Fields 302 431 604

22 $1,580 $1,540 $1,530

26 1,730 1,590 1,562

31 * 1,865 1,807

Number of Gourman Quality Rating
Fields 338 422 464
18 $1,415 $1,530 $1,690
22 1,450 1,540 1,700
26 1,570 1,590 1,720
B Number of Percent Science Degrees
Fields 12.3 15.0 24.6
18 $1,490 $1,530 $1,740
22 1,490 1,540 - 1,810
26 1,530 1,590 2,040

*
Infeasible combination of variables.
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TABLE 7-5 (continued)

Percent Gourman Quality Ra§1ngf
Science Degrees 338 422 464
12.3 $1,395 $1,490 $1,670
15.0 1,450 1,540 1,700
24.6 1,810 1,810 1,970
Institutional Percent Science Degrées
Scale 12.3 15.0 24.6
302 $1,540 $1,580. $1,950
431 . 1,490 1,540 1,810
604 1,435 1,530 - 1,790
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Cost Hypotheses

The behavior of per student or unit costs at higher education
institutions can be affected either by changes in the set of input
variables or by changes in the enrollment and characteristic variables.
Changes in the latter imply a change in what an institution is pro-
ducing, while changes in the mix and level of inputs imply a change
in how an institution produces its outputs.

With respect to the Qég_of institutionzl production, Bowen and
Douglass [1971] suggest several ways in which colleges could change
their costs by manipulating their inputs. These cost hypotheses are
listed below albng with a brief discussion of empirical resuvlts from
this study that lend support to these cost behavior suggestions.

(1) Substitution of low-cost labor for high-cost labor. The

results'given in Table 5-12 illustrate that to a limited degree junior
faculty afe substituted for senior faculty on the production freontier.
This substitution occurs mainly at very low levels of junior faculty
and relatively high levels of faculty. That is, once the junior to
senior faculty ratio reaches a certain point (this lewvel varies by
institutional type), an increase in the number of junior faculty does -
not correspond to a decrease in senior faculty. For all institutional
categories except the public limited comprehensive colleges the initial
substitution rates are such that substituting junior faculty for

senior faculty would lead to reluced costs. A similar_relationship
exists between senior faculty and general administration-library
personnel on the production frontier. The least-cost results in

Table 5-22 also “ndicate that some substitution occurs betwgen senior

faculty and general administration-library personnel in response to
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changes in relative unit prices for these two types of labor inputs.

(2) Increase intensity of labor usage. As showm in Table 5-2,

the number of scnior faculty can be reduced drastically, while the
same level ana mix of enrollment and the same set of institutional
characteristics is maintained. This behavior implies a very large
increass in the intensity of senior faculty usage, which would‘result
in a ~onsiderable cost reduction per student.

(3) Intensify utilization of capital. Again in Table 5-2 the

minimum level of classroom space is shown to be much less than the
average level for institutions with the sam: enrollment and charactexr-
istics. This increased utilization of classroom space would also
result in lower costs.

(4) Spread overhead by increasing the scale of operation. The

effects of scale on the minimum level of senior faculty is shown in
Table 5-14, and the effects of scale on minimum cost is shown in
Table 5-20. Both relationships indicate that incfeasing scale from
a very small level to a more average level results in a considerable
decrease in costs and senior faculty, whereas increasing scale from
an average level to a higher level does not result in a very signi-
ficant decline in cost or senior faculty.

In addition to changes in how an institution produces, several
reaults indicate the effect on costs of what an institution produces.
Some of these results are listed below (the first t%o are from Bowen

and Dcuglass, [1971]).

(1) Change the curricular mix. The relacionship between the
percent science degrees of total degrees granted and the minimum
level of senior faculty is given in Tabl.e 5-14. Similarly, Table

5-20 shows the relationship between percent science degrees and the
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minimum level of cost. Both of these relationships indicate the in-
crease in costs resulting from a large proportion of science programs.

(2) Reduce noninstructional services. For the universities,

Table 5-16 illustrates the relationship between the percent research
revenues of total revenues and the minimum level of senior faculty
and the relationship between the percent public service expéﬁditures
of total expenditures and the minimum leve. of senior faculty. The
results indicate that a reduction in either of these percentages
corresponds to é significant decline in the minimum level of senior
faculty.

(3) Change the quality of the institution. The quality rating

of the institution is shown in Tables 5-14 and 5-20 to be one of the
strongest characteristic variables in affecting the minimum level of
senior faculty and the minimum cost level.

(4) Change the number of programs offered. Program prolifera-

tion is expensive, as shown in Table 5-14. Institutions with more
fields granting degrees (NFLD) have a much higher minimum level of
senior faculty than institutions with few degree—granting fields
or programs.

(5) Alter the enrollment mix. Marginal and average productivity

-

relationships for changes in the level and mix of enrollment are given
with respect to the minimum level of senior faculty in Tables 5;4
through 5-10 and witrh respect to minimum cost in Table 5-19. Due to
the "jointness' between part~tiﬁe and full-time undergraduates and

all gfaduate students, the change in costs and/or senior faculty due
to a change in the enrollment mix is a function of many vaviables.
That is, the marginal cost of an additional graduate student is not

a constant $XX regardless of the other characteristics and enrollments
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of the institutions.

As evident from the above lists, the costs at higher education
institutions can be changed in a variety of ways. 1t is important
to note that the variation in costs resulting from what an institution
produces is as large as the variation resulting from how an .institu-

tion produces its outputs.

Institutional Diversity

Higher education as an industry probably exhibits a much greater
diversity in behavior than most of the industries that are commonly
studied within the framework of a production and cost analysis. This
diversity does not mean that each higher education institution has
a unique production process. Rather, it means that the production
space for the higher education "industry" has many dimensions, and
the institutions are spread widely throughout this space. The elec-
tricity-generating industry (M. Nerlove, [1963]), the railroad indus-
try (G. H. Borts, [1958]), and the maﬁufacturing industries (J. S.
Bain, {1954]) are more likely to be composed of firms that produce
relatively the same product with very few qualitative variations.
Instifutions of higher education, on the other hand, produce several
different "products" with many qualitative variatioms. Although
comparative analyses »f other industries are not performed here, the
framework of this study provides one means of illustrating the be-
havioral diversity of higher education institutions. This diversity
has already been illustrated to some extent in Table 3-5. A different
m2asure of diversity is obtained by solving the linear programming

. madel fo - each institution i with cost in the objective function
¢
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and the ith institution as the right-hand side of the constraints.
In addition, the ith institution is deleted from the cepstraint
matrix in order that it not enter into the final solution. Essen-
tially, the LP hae to construct the minimum cost institution with the
same enrollment mix and set of characteristic variables as the ith
institution. If it is not possible to construct such an institution
frem the observaticns of all the oﬁher institutions in the sample,
the constraints will be inconsistent and a solution infeasible:
Whether the solution is feasible or infeasible is the information
desired. 1If an institution's enrollment mix and characteristic
variable set cannot be duplicated at any cost rrom the observed data,
the solution will be infeasible and the institution's behavior is
considerably different than that exhibited by any other or cqmbina—
tion of other institutions. |

Table 7-6 shows for each institutional categorv the total number
of institution; in the sample, the number of institations with in-
feasible solutions to the above LP problem, and the percent the latter
are of the total number of institutions. As the results indicate,
a substantial proportion of the institutions (the percentages range
from 30% to 71%) camiot be "duplicated" from the observed variables
of the oither institutions. The wide diveréity of behavior implied
by these results suggests thé hazard of assuming all institutions
within so-called "homogeneous' categories are similar with respect
to enrollment mix'and characteristics. All of these factors should
be taken into account in the analysis of cost, since, as the descrip-
tive resultts of Chapter V inaicate, all of these variables do have a

stroryg effect on the production and cost relationships.
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TABLE 7-6
Number of "Unique" Institutions by Institutional Type

s Total "Unique" Percent

Institutional Type Institutions | Institutions | "Unique"
Public Universities 37 25 68
Private Universities ] : 22 71
Public Comprehensive Colleges 105 44 C 42
Private Comprehensive Colleges 92 28 | 30
Public Limited Comprehensive '
Colleges : 59 33 51
Private Highly Selective
Liberal Arts Colleges 81 31 38
Private Less Selective 269 "
Liberal Arts Colleges

*
Too expensive to compute; requires solving 269 relatively large
Tinear programming problems.
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VIII. SUMMARY AND CONCLUSIONS

As a means of summarizing the results from tﬁis empirical
analysis of higler education institutions, several significapt as-
pects'of observed frontier production and cost behavior are listed
and discussed below.

(1) Joint production processes: The descriptive results in

Chapter V indicate that there are joint production relationships
between enrollment by type and the institutional inputs. The trans-
formation rates between part-time undergraduates, full-time under-
graduates, and graduate students shown in Table 5-13 are nbt constant
but dezpend on the relative proportions of each type of enrollment.

The exception is the category of specialized enrollment which has a
nearly constant transformation rate with full—time uhdergraduates

for all institutional categories. These joint relatiohships are also
illustrated by the marginal productivity results given in Tables 5-4
through 5-10 and by the average and marginal cost relationships given
in Table S—}9. Joint relationships are also observed for the commit-
ment to research and public service variables, as shown in Table 5-16.
As the relative magnitude of one of the variables (part-time uader-
graduates, full-time undergraduates, graduate students, percent research
revenues, percent public service expenditures) increases, the marginal
cost of that variable also increases. For example, additional part-
time students are more expensive for an institution with a larger
proportion of part-time students.

(2) Variable productivities and costs: The average and marginal

productivities and the average and marginal costs are complex functions
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of the institution's input structure, enrollment mix, and character-
istics. Two common production yardsticks in higher education, the
student—-faculty ratio and costs per student, are shown to vary con-
siderably for frontier institutions with different enrollment mixes
and sets of characteristic variables.

(3) Superfluous input levels: No substitution effects exist for

institutional inputs above certain ratio levels. For the ratios of
senior faculty versus junior faculty, general administrative personnel,
and classroom space, additional amounts of the latter variables above
certain levels do not correspond to reductions in the number of senior
faculty on the production frontier. The critical levels vary across
institutional categories and also depend on enrollment mixes and in-
stitutional characteristics to some degree.

(4) Frontier versus average: The input structures of the

average—cost institutions versus the least-cost institutions indicate
that the cost frontier is not a neutral transformation of the average
cost relationships. Not only are the costs considerably lower on

the frontier, but the input proportions also change significantly.

It is interesting to note that the least-cost input structure does
not correspond to the input structure with the lowest proportion of
senior faculty. Therefore, simply increasing student-faculty ratios
may not be the key to minimizing costs at institutions of higher
education.

(5) Characteristic variables: All of the institutional charac-

teristic variables included in the analysis have a significant effect
on the production and cost behavior of these institutions. Quality,

scale, program mix, number of fields, enrollment growth, and enrollment

v
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retention strongly influence the average and marginal productivities
and the average and marginal costs.

(6) Diversity in-production and cost behavior: Due to several

alternative input structures, manyv different enrollment mixes, and
*varying sets of institutional characteristics, over fifty percent of
the institutions in each Samplé are needed to completely describe
the observed production and cost frontiers. Since so many institu-~
tions are observed to be on the frontiers, it is most likely that
some of these institutions are not tfuiy efficient; they are only

efficient relative to the other institutions. Therefore, the observed

frontiersg are most likely conservative estimates of the '"true"
efficient production and cost relationships.

7 Distance from "average' to ''frontier:" ©Even with conserva-
g

- tive estimates of the frontier production and cost relationships, the
average behavior is observed to be a cansiderable distance from the
frontier. With all other variables held constant, the ratio of the
average number of senior faculty to the frontier level of senior
faculty for comparable institutions ranges from 1.20 to 1.76 across
the institutional categories. Similarly, thé ratio of th%‘average
cost per student to the ffontier cost per student for institutions
with comparable characteristics and enrollment mixes ranges from
1.42 to 2.20 across the categories of institutioné.

(8) Behavior across types of institutions: The basic frontier

production and cost relationships are very similar for each category
of institutions analyzed, although the magnitudes of the relationships
vary.considerably. Even though the enrollment mixes and sets of

characteristic variables are widely different between institutional
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categories, an attempt is made to compare the public and private
institutions of similar categories. Private institutions are always
shown to have higher average costs per student, but these results
show that for some enrollment mixes and sets of characteristic
variables, the private institutions have lower costs per student
than comparable public institutions. Comparisons across other cate-

gories are not feasible due to the diversity in behavior.

Implications of Results for Cost Analysis

The empirical results from this study summarized and discussed
above have several implications for cost analysis in higher education.
These implications are listed and discussed below.

(1) Inherent problems in comparing institutions: The results

fromvthis study show that many characteristics of higher education
institutions strongly influence the institutions' cost and'production
behavior. Any comparison of costs across samples of institutions
shoulu. be done cautiously to avoid labeling a high-cost institution
iféfficienc if the high costs are the results of particular enrollment
mixes and sets of characteristics. Comparing student-faculty ratios
and costs-per-student across samples of institutions and ignoring
other aspects of the institutions does not yield much useful informa-
tion about the prdduction and cost behavior of higper education insti-
tucions. As is evident from this analysis, many dimensions are needed
in order to describe the behavior of colleges and universities, and
all of these dimensions should be included in any analysis of cost

and production relationships.

(2) Average versus frontier relationships: Given the distance
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that is observed between. the average rélationships and the frontier
relationships, a question arises: upon which relationships should
policies be based? For example, shouid funds be allocated to insti-
tutions on the basis of average requirements or on the basis of frontier
requirements? Also, since the frontier relationships appear to be
non-neutral transformations of the average relationships, implications
for the structufe of inputs are different depeuding on which set of
relationships is used. Fof efficiency and cost-minimizing reasons,

the use of frontier relationships in policy formation is very appealing.

(3) Institutional missions and goals: The enrollment m.. and

the other characteristics of the institution were shown to strongly
affect cost and production behavior. Since these wariables are deter-
mined primarily by the mission and goals of the institution, it is
important to consider what an institution is producing when one is
anclyzing costs. It appears that what an institution produces is as
important as how the institution produces the output in determining-
the resulting cost and production behavior. Perhaps as much eifort
should go into studying why an institution has a parcicular enrollment
mix and set of characteristics as goes into studying the input levels
that determine the costs. One obvious way to lower higher education
costs is to have ''less expensive' enrollment mixes and institutional
characterisfics.

(4) Problems of analyzing subparts of the education process:

The jointness observed between the various types of enrollment, fe—
search commi;ment, and public service commitment suggests that it
is not possible to study any one of ghese higher education activities
separately. Higher education institutions should be analyzed as

Q joint production processes.
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(5) Unit-cost studies: Since the observedlgyerage and marginal
productivities and £he observed average and margénél costs are complex
functions of input structures, enrollment mi#es,.and Institutional
characteristics, the usefulness of construc:ing unit-costs becomes
questionable. If unit-costs are to be used in institwtional planning,
then the changes in the institutional structure that are being proc-
posed will result in changing the unit-costs. Unless unit-costs are

" derived as furnctions of all the o.her aspects of the institution,
these cost estimates provide little aid in evaluating alternative
plans. Also, since only one institution observed over time exhibits
a very limited range of behavior, unit-cost estimates derived from
one institutions’s historical data will not apply to changes beyond
the institution's limited range of experience. This diversity of

'behavior is one of the main advantages of cost and production rela-
tionships generated from cross-sectional data on a large number of
institutions. With this source of data, the range of behaviof is

.

very Largéy
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