Rt

ED 080 535

AUTHOR
TITLE

INSTITUTION
SPONS AGENCY
REPORT NO
PUB DATE
NOTE

EDRS PRICE
DESCRIPTORS

ABSTRACT

DOCUMENT RESUME
™ 002 979

Rottmayer, William Arthur -

A Formal Theory of Perception. .Technical Report No..
161.

Stanford Univ., Calif. Inst. for Mathematical Studies
in Social Science.
National Science Foundatio
TR-161

13 Nov 70

103p.; Psychology Series

ashington, C.C.

*Learning Theories; *Mathematical Models;
*Perception; *Psychological Studies; *Stimulus
Behavior; Technical Reports

An attempt to build a mathematical model of a d¢ :ice

that could learn geometry is discussed..The report discusses the
background and motivation of the study, the coding problem, the
derivation of Suppes "Stimulus-Response Theory of Finite Automata"
used in the work in learning theory, and a summary of the technical

work. {(DB)




U S DEPARTMENT OF HEALTH
EDUCATION & WELFARE
NATIONAL INSTITUTE OF
~ EDUCATION
f THiS DOCUMENT w~aS BEEN REPRQ
. . OUCED EXACTLY A5 RECEINED FROM
THE PERSON OR ORGANIZATION ORIGIN
ATING T POINTS OF VIEA OR OPINIONS
STATED DO NOT NECESSARILY REPRE
SENTOFFICIAL NAT.ONAL INSTITUTE OF
EDUCATION POSITION OR POLICY

A FORMAL THEORY OF PERCEPTION

BY

e sl GEE  WEE N
ED 080535_'_ |

| WILLIAM ARTHUR ROTTMAYER

g —————ttl iy
’ i
7 -
- Ed
i i
i
) ‘} PERNISSION 10 aEPRODUCE T+4S COPY
RIGHTED MATERLAL HAY BEE GRANTED ay
1 Gurilliaons L rspe
H
r ‘ 10 ERC AND ORGARIZATIUHS UPERATING

UNDER AGREEMENTS WiTh THE NATIONAL IN
STITYTE OF EDUCATION b URTHER REPRO

b tHE EPIS SvoTEM RE
E oUCTION QUTSIDE THE

H CUIRES PLAMISSION OF  THE CUPYRIGHT
i OHNER

poiad

TECHNICAL REPORT NO. 161
NOVEMBER 13, 1970

onNo 979

™

PSYCHOLOGY SERIES

INSTITUTE FOR MATHEMATICAL. STUDIES IN THE SOCIAL SCIENCES
o STANFORD UNIVERSITY '
STANFORD, CALIFORN[A

[
|
l
l
l
l
|
i
1




50

56
57

59
60

63

67

69
10

n
72

73
74
%

77
78
79
80

8t
82

)]

ERIC

Aruitoxt provided by Eic:

A bédtaAVaAAS » & =3 T T T

TEChn ICAL REPORTS
PSYCHOLOGY SERIES
INSTITUTE FOR MATHEMATICAL STUDIES 1N THE SOCIAL SCIENCES

(Place of publication shewn in parentheses; if published title is di
Mhp‘wsmmm 1] "?Mkmtldedhcmlulﬂcm,

(Fer reports no. | = 44, see Technical Repcrt ne, 125.) - -

R. C. Atkinsen snd R. C. Calioe. Mathematical learning theery. January 2, 1963, {in B. B. Woiman (Ed.), Scientific Psycholegy. New Yark:
Basic Basks, Inc., 1965, Pp. 254-275)

P. Suppes, E. Crothers, and R, Welr. Application of rsthematical learning theery and finguistic analysis to vawe! phoname matching in
Russian werds. Decesmber 28, 1962,

R. C. Atkinsen, R, Calfen, G. Sommer, W, Jofirey and R, Shesmaker. A tast of throe medels for stimuius compownding with chiidren.
Jamary 29, 1963. Q. g. m' 1964, gz: 52-58)

E. Crethers. Genoral Markov medels for loarning with inter-irial fergatting, April 8, 1963,

5. L. Mysrs aad R, C. Atkinssn, Cholos bahuvier wd rewand siructire, May 24, 1963, Lnad math. Paychel ., 1964, 1, 170-203)

R. E, Rebinsen. A set-thearstical appreach to empirical meaningfuiness of measurement statoments. Juns 10, 1963.

E. Crethers, R. Welr and P, Paimer, The rele of transeription In the Teaming of the erthographic representations of Russisn sounds. June [7,. 1963,

P..Suppes. Preblems of eptimization in leaming a list of simgle ltems. July 22, 1963. (In Maynard W, Shelly, 1l and Glena L. Bryan (Eds.),
Homen Judgments and Optimality, New Yor: Wiley. 1964, Py. 116-126)

R.C. Atkinsen snd E. J, Crethers. Thewrstical nce: li-ar-nene learning and intertrial fergetting. July 24, 1963,

R. C. Calfes. Leng-term behavier of rats under prebabliistic reinfercement schedules. Octeber 1, 1963,

R. C. Atkingen and E, J, Crothers. Tests of acquisition and retention, axieme for paired-asseciale leaming. October 25, 1963. (A comparisn
of paired-assaciate lsarning medels having differant acquisition and retention aiems, J. math. Paychal., 1964, |, 285-315)

W. J. McGill and J. Gibben. The general-gaswes disirtbution and resction tiaes. Nevesber 20, 1963, U). math. Psychal., 1965, 2, 1-18)

W. F. Nermca. Incresuntal leaming on randem trisls. December 9, 1963, J. math. Psychel., 1964, |, 336-351)

P. Supses. The development of mathomatical concepts in children. February 25, 1964. (O the behwvieral foundations of mathematical concopts.
Mancgrighs o the Siclety far Research i Child Dovelapmant, 1965 , 30, 60-96)

P. Suppes. Mathemstical cencest fwrmation in children, Awril 10, 1964, (Amer, Psycholopist, 1966, 21, 139-150)

R. C. Calfer, R, C. Atkinoan, and T, Sholten, Jr. Mathematical mode's for vechal loarning. August 21, 1964. (ln N. Wisner and J. P. Schoda
(Eds.), Cybemetics of the Nerveus Systent Pregress in Brain Résewch. . Anstordam, The Kethariands: Elsevier Publishing Ca., 1965,
Pp. 333-349) - ‘

L. Keller, M. Cole, C. J. Burke, snd W, K. Estes. Paired assoclate learniog with fifferential rewsrds. August 20, [964. (Reward and
Infermation values of tria) otcomes in paired asseciate lewning. (Psychel. Moneyr., 1968, 79, 1-21

M. F. Nerman, A probabilistic medel for free-respending, December 14, 1964,

W. K. Estes and H. A, Tayler. Visual detaction in relation to display size and redundancy of critical slements. Janwsy 23, 1965, Revised
7-1-65. (Parception and Pyychephysics, 1966, 1, 9-16) '

P. Suppes aad J, Donle. Fowdetions of stimsus-sampling theery for contineous-tims grocesses, Febary 9, 1965. U, math. Paychel,, 1967,
4, 202-225)

R.C. Atkinson and R. A. Kinchia. A leaning wodel for forced-cheice detection experimanis. February 10, 1965, (Br. J. math stat, Psychel.,
1968, 18, 184-206)

€. J. Crathers. Presentation erders for ftems from differen categories. March 10, 1965.

P, Swes, G. Groen, and M. Schiag-Rey. Some.wedels for response Iatency in paived-asseciates learning. May 5,1965, U, math, Paychel,,
1966, 3, 99-128) g

M. V. Levine, The generalization function In the probability icaming exseriment, June 3, 1965,

D. Honsen and T. S. Redgers. An sxpleration of peychelingwistic wnits In Initial reading, July 6, 1965,

8. C. Arneld. A carrelated um-schems for a contiemm of respones. July 20, 1965, )

C. izave s W. K. Estes. Reinfarcement-iest sequences in paired-associate learning. Awpmst |, 1965, (Paychel. Reperts, 1966, 18, 879-99)

S. L. Blohwt. Pathem discrinination loarning with Rhasus menkeys. Seplember |, 1965, (Paychel, Reparts, 1966, 19, 31-324)

3. L. Phillips and R, C. Atkingen, The effects of display size on shert-lerm memery, Auguet 34, 1965, '

R. C. Atkingon and R, M, Shiffrin, Mathemetical models fer memery ind learning, Seplomber 20, 1965,

P. Supes. The paychelegical feundations of mathematics. Octeber 25, 1965, - (Colloquer tamelionm du Canive Nationsl de {3 Rechmche
Wh%mbum&m.mu%'_m»am : s

P. Suppes. sisted instruction In the schosls: potentialities, probiems, prospects. Octeber 29, 1965,

R. A. Kinchla, J. Townsend, J. Yellott, Jr., and R. C. Atkinsen, influence of comelated visusl curs on awditory signal detection.
Novewber 2, 1965, (Perception and Paychephysics, 1966, 1, 67-73)

P. Suppes, M. Jorwan, and G. Groen, Aritatic drlls and raview on & computer-based teletype, Novawber 5, 1965, (Arithmetic Yeacher,
Asrit 966, 303-309, . ..

P. Suppes and L. Hyman, Concest lseming with nen-verbal geemetrical stimvdl, November 15, 1962,

P. Helland. A varistion on the minimem chi-feuare test. (1. math. Paychol., 1967, 3, 377-413),

P. Suppes. Accelersied prowam in slementary=schesl mathewatics =~ the second year. Novesber 22, 1965. (Psycholegy in the Schedls, 1966,
3, 294-307)

P. Lwinzen and F, Bioferd. Logic as & dinlogical pame, November 29, 1965, ) -

L. Keller, W. J. Themsons, J, R. Twoedy, and R, C. Ackinson. The effects of retnfarcement intarval on U acquisitie: of paired-ssseciate
responses, Desember 10,1965, (J. eup. Paychel:, 1967,.73, 268-277)°

3. 1. Vallott, Jr, Seme offects on nencentingent success in iwaan prebabiifty Kierning, December IS, 1965,

P. Supees and G, Groen, - Sems counting medéls fir first-srade parformance dala o siipie adiition ficts. Juwary 14, 1966. (inJ. M. Scandra
(Ed.), Ressarch In Mathesatics Edutilion, Washingten, O, C.: NCTM, 1967, Py, 35-43.

" p. Suppos. infermation processing and chelos behavier, Jamuaiy 31 1966,

G. Greon snd R, C. Atkinsen, Models for optimizing the lewming wonsss. Februwy 11, 1966, (Baychél. Bullatin, 1966, 66, 309-320)

R. C. Atkiosen and D. Haneen, Computer-sssisid inairuction In lnitial rending: Stanferd project. March 17, 1966, (Reading Ressarch
Quarkarly, 1966, 2, 5+2% ) . ] )

P. Suppes. Probabilistic inference and the cemoept of tetal avidence. Mareh 23, 1966. UnJ. Himikka and P, Suppes (Eds.), Aspacts of
inductive Logie. Amstordom Nerth-ieiiond Pubiishing Co., 1966, Py, 49-65. -

P. Suppes. The axienatic methed in high-schoe! mathomatics. -April 12, 1966, (The Rl of Axiomtics ond Probiom Selving in Mathenatics .
The Conforance Beard of the Mathematical Seiences, Washinptan, . C. Ginn and Co. , 1966, Py, 69-76, :

: {Continued on Imside back coven) :

—— e NN WIS WS VN GaiE  GSm WS WEE E MR TR OB SN R ==. e

)

~

wr————




ST

¥

™ ]

ED 080535

A FORMAL THECRY OF PERCEPTICN
| by

Wwilliam Arthur Rottmayer

TECHNICAL REPORT NC. 161

November 13, 1970

g m

PSYCECLOGY SERJES

m——

ismnid

[r—

14

Reproduction in Whole or in Part is Permitted for

any Purpose of the United States Government

e
H [y

-
3

(© 1970 by William Arthur Rottmayer
All rights reserved
Printed in the United States of America

§ s
5

g* INSTITUTE FOR MATHEMATICAL STUDIES IN THE SOCTAL SCIENCES

STANFORD UNITVERSITY

STANFORD, CALIFCRNIA




e L o B BN

S — i}

1
I
!
I
I
'
i
I
!

ACKNOWLEDGMENTS

I wish to express my special gratitude to Professor Patrick Suppes,
who formulated the problems I worked on, and whose advice, guidance and
encouragement at all stages of this work was invaluable.

I also want to thank the other members of the reading committee,
Professor Moravesik and Professor Hintikka, whose criticisme and
suggestions were extremely useful, George Huff, who made large
contributions to this work, particularly in the early stages of the
research, and my wife, Nola, whose encouragement and typing skill made
this work easier and more enjoyable. ’

Finally, I wish to acknowledge the partial financial support I
received from National Science Foundation grant NSFGJ-443X through
the Institute for Mathematical Studies in the Social Sciences and

fellowship support from Stanford University.

L4




TABLE OF CONTENTS

e BN o
[

Chapter 1. Background and Motivation 1

- hapter 2. Codings . 35

} Chapter 3. Learning Theory 65
Y Chapter 4. Summary of Technical Work 89
Bibliography . 95




P,

A TORMAL THEORY OF PERCEPTION

H

Stanford University

l William Arthur Rottmayer -
1 Stanford, California 94305

CHAPTER 1

BACKGROUND AND MOTIVATION

Ui §

Work on this problem began as a joint effort of three people,
Patrick Suppes, George Huff, and myself. The characterization of the

problem is due primarily to Professor Suppes. The particular method we

P ey

chose to attack it grew out of discussions among the three of us, and it
is difficult to separate the contributions of each. This method consisted
of constructing a particular mod:l. Once the model was agreed upon, it
was possible to independently obtain results about it, and most of the
results contained herein are due vo my own efforts.

The approach we took to the problems of perception concerns itself

-

much more with scientific work than has been customary in the approach

taken to these problems by recent philosophers. For this reason, it is
useful to discuss the conditions that led us to this approach before turning

to the details of the work we did. These considerations were not made

explicit before we began, but were definitely there in the backs of our

minds. This explicit account is my own creation, but it was obiained by
reflecting on the common work we did. Thus it is an accurate account of
my own motivation and a more or less satisfactory account of Professor
Suppes and Mr. Huff's motivation. This account breeks down into three

parts. First, there is a rough characterization of the dominant themes

in the recent philosophical approach to perception and then our approach

is compared and contrasted with this approach. Secondly, a brief account

of the scientific work that influenced us is given. This is a good method

of showing the main features of our work, and is also useful since many

philosophers are perhaps unfamiliar with much of this material. Finally, -
I there is a detailed discussion of why we felt our approach is advantageous é

1




in trying to solve certain of the problems of perception. This chapter

is divided into three sections, corresponding to these three topics. In
the following discussion, it is understood that the entire discussion
concerns perception. The things I say are meant to apply ornly to the
philosophical discussion of perception, and are not aprlicable in any way
to other philosophical prcblems, unless a Elaim to the contrary is made.

I do not maintain that whai I say applies Lo problems other than perception
simply because I have no way of supporting such a view. Indeed, I believe
that many of the tnings I say‘concerning perception are not true if
applied without restriction to other philosophical problems. TIr any case,
there is no reason to bring up the more general view in this paper, since

it concerns itself entirely with the problem of perception.

Section 1

For convenience in discussing different approaches to the problem
of perceptioh, it is instructive to think of talk about perception as
occurring in cone of three languages: +the language cf physics and
physiology (PP), the language of psychclogy and computer science (PC),
and ordinary English (OE). PP contains talk of light waves stimulating
the retina and electrical impulses being transmitted tc the brain along
the optic nerve. PC contains talk of the inputs and outputs of information
processing systems, and how these systems can be altered by learning.
Another way of characterizing PC is o say PC talks of perception in the
same way Chomsky talksfaf language. Of the three languages, PC is the
newest and least developed, and thus the most unfamiliar. Hence, the
above characterization is not completely satisfactory. However, it does
give a rough idea and what I have in mind will become clearer as the
paper progresses. OE is well known to philosophers. This threefold
division of perceptual talk is not the only one possitle, and it is
certainly true’ that none of the three languages has been precisely defined
and that there are significant borderline cases. This division is useful
in stating my view ¢f the philosophical problem cf perception and how it

should be approached, however, and that is all that is necessary.
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There is no peculiarly philosophical language in the above division.
The reason is that philosophical problems do not arise in a special
language; they arise in a language that is already being used in a non-
philosophical way. Philosophers may invent special terms for talking
about the non-philosophical language in order to facilitate their
discussion. The basic problems, however, are problems that are statable,
perhaps in an imprecise way, in the non-philosophical language. I believe
fhis is true of philosophical problems in general., and that the p.roblem
of perception is nct exceptional in this regard. The particular threefold
division into OE, PC, and PP was ciosen because of its special relevance
to perception, however, and would probably be unsatisfactory for most
other uses. Using this threefold division as the framework for the
discussion, the question arises of how does philosophy fit into this
framework. Some philosophical problems deal witn the interrelationship
of the three languages. Issues involving questions of reduction fall in
this categoryri If one arranges the three languages in order of complexity,
OE is the simplest, PC is next, and PP is the most complex. Thus, if one
were interested in the problems of reduction, “here are two things that
could be done: reduce OE to P(, or reduce PC to PP. Reducing OE to PP
would simply be a matter of combining these two steps. However, we are
not interested in reductionism, so the interrelationship between the
different languages is not an important factor in our work. The remaining
philosophical problems must be statable in at least one of the remaining
languages. Which language is the likely candidate? PP isn't, for two
reasons. First, it is not possible to state the philosophical problems
of perception in PP, since in this language talk of even ordinary aspects
of perception becomes unmanageably complicated. Indeed, in the present
state of affairs, it is not even clear how one would go about translating
philosophical problems into PP. Secondly, the conceptual framework of PP
is well worked out, and once it is possible to deal with a problem in PP,
there are no longer philosophical mysteries surrounding it. This
preliminary discussion has thus led to the position that the interesting
philosophical problems are statable in either OE or PC, or both. The
real problem is which of these three possibilities is correct. My own
position is that philosophical problem. arise in both OE and PC, Sut that

3
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the most important problems arise in PC. I do not want to dispute the

g

l claim that some of the philosophical problems of perception arise in CE,

o

bat I do disagree with the view that the problems of perception of
primary philosophic interest arise in OE. Thus, I think philosophers
working on perceptior should werk both in OFE ard ir PC, with more emphasis
: on the latter than the former.

- This position is different from the cne prevalent in twentieth
century British-American philosophy, which is that philosorhical problems,
including the philosophical problems of perception, arise in OE. The
prevalence cf the view that philosophical problems arise in OE is closely
related with two other beiiefs which are characteristic of English
philosophy in this century: namely tnat there is a sharp distinction
Letween philosophy and science and the rejection of the causal theory of
perception. The reason for this connection is clear., As far as the
philosophically interesting problems of perception are concerned, PC is
the langusge of science. If philosophers work in PC, ‘hen there will
be no clear separation between their work and scie....fic work. This is
not tc say that the iwo will be identical, for presumably the philosopher's
approach and goals will differ from the scientist’s. Iif the philosophers
cenfine their attention to OE, then there will be a sharp boundary between
their work and the =scientist®s work. This boundary will be at least as
sharp as the bcundary between OE ard PC, which is fairly clear. Thus,
the belief that philosophers should work in OE goes hand in hand with
the belief that there is a sharp distinction between philosophy and
science. Secondly, it is also fairly clear that the theory of perception

which is implicitly contained in OE, if there is in fact such a theory,

is not a causal theory. H. P. Grice is the only mcdern philosopher 1

know of who has attempted to give a causal account of perception in OE,

Womi nws heesd aemd vl MOwE O weelt e e eesd ewd e

and by his own admission, his theory 'is very far from the spirit of the
original 'hheory.'l The theory implicit in PC is a causal theory with
the original spirit, i.e., it is a genuine causal theory. I will have

1 more to say concerning the causal theory later.

5 " i

L. p. Grice, "The (fausal Theory of Perception,” Perceiving, Sensing,
and Knowing, ed. Rotert J. Swartz (New York: Doubleday, 1965), p. 472.

ooy

L]

o i
£




s L 4 ] —— —— — f——

Lt

To sum things up, scientists work in PC or PP, and accept the causal
theory. Philosophers have worked in OE, rejected the causal theory, and
correctly recognized that if this is correct, there is a sharp distinction
between philosophy and science. My own view is that there is no such
sharp distinction, that philosophers should work in PC as well as CE,
and that the causal theory is correct.

The work we have been doing on the problem of perception is in the
language PC. This work is not an isolated attempt to deal with scme of
the problems of perception, but is part of a unified approach to the
whole problem. Two features of this work can be illustrated by
contrasting it with the classic materialist doctrine. Materialism, when
restricted to perception and stated in the present framework, is the
claim that statements in both OE and PC can be reduced to statements in
PP. There are two differences between our approach and the materialist
program. The first difference is that our approach is not, like
materialism, a reduction. It is not an attempt to reduce OE to PC.
Rather, it is an attempt to state and solve classical philosophical
problems within PC. Perhaps OE could be reduced to PC, but this is
irrelevant to what we are trying to accomplish. Secondly, materialists
have always claimed that PP was adequate for all talk of perception in

rinciple, but have not tried to carry out the necessary reduction in
detaii. In solving specific problems of perception, it is not helipful
+0 know whether or not a particular reduction is possible in principle;
+he only thing that would be of use would be an actual reduction. Our
approach deals with specific problems and is useful when one has to
deal with these problems. The fact that materialism is of no use in
dealing with specific problems is perhaps the main reason for the
twentieth century philosophical concentration on OE and the consequent
split with science. Speaking in the present fremework, at the beginning
of this century there were only two languages which philosophers such as
G. E. Moore could work in: PP and OE. There was no way to work in PP,
30 OE was the only possibility. It has proven very difficult to deal
with all the problems of perception in OE, but fortunately it 1s not
necessary to make the choice that confrouted Moore, for PC is now

available. This language can be applied to specific problems. Two such

5
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problems are the problem of synthetic a priori knowledge and the problem

of sense data. Both of these problems are difficult to state, let alone
solve, in OE. There is noining in OE that corresponds to the predicates
synthetic and a priori in any straight forward fashion for there is no
need for such concepts in ordinary discourse. OE also contains no sense
data .erms. Thus, it is very difficult to discuss these problems in OE
for the language does not even provide an adequate conceptual framework
in which to state these problems. It is my belief that PC does provice
such a framework. Laver, I will give a model, drawn from PC, of the
perceptual process which serves as a satisfactory framework in which to
discuss these problems. Given this model, it is easy to see to what part
of the perceptual process the terms ?synthetic a priori’ and 'sense datal
apply to, and hence to see precisely what the problems are. Moreover,
this model indicates in a general way what a satisfactory solution would
look like. The outlook is not completely optimistic, however, for to
actually get an explicit solution to these questions would require a much
more well-developed theory. This will require a lot of work, and what

we have done is only the begimnings of a complete theory.

Sectioa 2

In a situation from either ordinary life or a psychological experiment,
it is often convenient to divide human activity into perceptual input,
the processing of this input fogether with information stored in memory,
and the resulting output. ‘lgnoring the output device, an organism capable
of such activity can be thought of as consisting of three parts, the
perceptual component, memory, and the processing device. This paper deals
with the perceptual component, which we believe is the least understood
part. A computer provides at least a rough first approximation to the
processing device, and there are also roughly adequate models for memory.
There is currently no such model for the perceptual component, not even
a very rough first approximation model that will provide a framework for
dealing with the problems of perception. Providing such a model is much
too large a problem to deal with all at once, so we have restricted

ourselves to a small part of the problem.

|




Tt is natural to divide the perceptual comporent into five parts,
corresponding to the five senses. Of these parts, the visual part
occupies a place of salient importance, and iv has been widely discussed
in both the philosophical and the scientific literature. Thus, we
decided to concentrate completely on the visual part, and this decision
has guided our subsequent thinking. The fact, which now appears evident
to me, that our model applies equally well to the tactile part is simply
a happy coincidence. It occurred to me only a .2 -1 settled upon
the approach we have taken. This fact was made possible by our decision
to concentrate on geometry, which is at least intuitively based on both
our visual and tactile experiences. It really results from the particular
starting point we chose, as I will explain shortly. Right now, I want to
give some motivation for corcentrating on geometry.

Figuratively speaking, our idea is that visual perception has many
factors, and that geometry is what ties them all together. More
accurately, it provides the framewcrk to which all the other factors must
be attached in order to come up with a satisfactory model for the whole
visual part. This concepticn is the basis of much of the scientific work
in the area. Moreover, philosophers have long atiributed central
impe 1ce to vision and to geometry. Tnis is almost self-evident, but
a few .emarks concerning it are in order. Locke calls vision 'the most
comprehensive of the senses,! and one of Berkeley’s major works is an
essay concerning it. More generally, the typical example usad in

philosophical discussion of perception is almost always an example from

visual perception, as in the Moore case below. The importance of geometry

isn't quite so evident until one realizes that philosophers used to talk
of 'extension' and nowadays talk of ‘space! and *spatial relations'
instead of geometry. This is primarily a terminological pcint, however,
since extension was regarded as the subject matter ¢f geometry just as
spatial relationships are now. Thus, Descartes and Kant, whom I will
discuss later, are good examples of philosorhers who assign a crucial

role to geometry. More generally, any philcsopher who uses spatial
properties to individuate sense data or physical objects shares this
viewpoint to some extent. G. E. Moore is a typical example. In a general

discussionr of what happens when we perceive an object, he confines his

7




attention to the particular case of what happens wheiu we see an envelope.

The importance of positioa, size, and shape are evident throughout the

discussion, but their overriding importance comes out in Moore's

defipi*+ ™ of a material object: "I propose, then, to define a material

obje¢ .. . nething which (1) does occupy space; (2) is not a sense datum

of any kind whatever; and (3) is not a mind, nor act of consciousness."5

Moore admits that this is an incomplete definition, but it is interesting

that (1) is the only positive element in a definition that is supposed

to be at least partially satisfactory.
The best way to characterize our particular approach is to contrast

it with two other scientific approaches to the same problem. The first

of these is the artificial intelligence approach. This work is done

primarily by computer scientists, and it is concentrated in two places,

Massachusetts Instit
The goal is to write a computer program that has roughly the visual
capabilities of the human brain. The computer uses a television camera

for an eye, and the problem is to get a camera~-program combination that

can do the same kinds of tasks that the eye-brain combination can. There

are two features of this work T want to mention. Our approach is the
same as the artificial intelligence one in regard to the first of these,

but completely different in regard to the second. The major problem

encountered is getting the computer to be able to divide the scene it

is presented with into regions that go together in the way humans can.
This is ncessary if the computer is going to be able to distinguish
physical objects by just looking at them. Geometry plays a crucial role

in this problem, and this is further justification for concentrating our

efforts on it. Indeed, on this approach the primary reason for

investigating our other

colors and textures, is that these abilities provide us clues as to how

e into different regions and about the spatial

to divide the visual scen
orientation and relationships of these regions. Thus, for instance, a

2. E. Moore, Some Main Problems of Philosophy (New York: Collier
Books, 1966), p. 43 ff.

5pid., p. 148.

ute of Technology and the Stanford Research Institute.

visual abilities, such as the ability to recognize




sudden change in color, texture, or light intensity is not of interest

by itselt, but is interesting because it indicates a boundary between two
regions. On this analysis, it is natural to divide the computer's task
into two distinct and quite independent tasks: drawing in boundary lines
and taen analyzing the resulting line drawing into bunches of regions that
go toge’ ner, i.e., are faces of the same physical object. It is true that
in solving a definite problem the computer will go back and forth between
these two tasks; for example, it will draw in an edge of a cube that
doesn't show up in the first drawing on the basis that an edge is needed
to make the analysis of the whole scene satisfactory and that a finer
check of the place in the scene where this line ought to appear reveals
soue indication a line should be there. This sort of interaction not

only works, but it is intuively very appealing, since it seems people
operate in the same way, i.e., if they aren't satisfied with the picture
they get from a quick glance at a scene, they go back and inspect it in
detail. However, this sort of interaction doesn’t alter the fact that

the two tasks are conceptually quite independent. Tnis point suggests that
it would be wise to study the two tasks separately, and solve the larger

problem by combining the answers to the two smaller ones. We accept the

‘above analysis, and the course we took was to concentrate on two-dimensional

line drawings and thus on the second of the two tasks. 1 believe this
discussion is worth emphasizing, for at first glance, it is not at all
clear how the specialized model we deal with, which concerns itself
entirely with straight line drawings, can be regarded as part of a general
theory of visual perception. We do regard it as such, and as the above

discussion makes clear, have definite ideas on the place it would occupy

in a complete theory. It is interesting to note that Helmholtz came to
much the same viewpoint as the result of extensive optical experiments
nearly a hundred years ago. He noticed that people are very attentive

to visual characteristics that indicate how what they see is divided into
physical objects or give clues concerning the size, shape, and distance of
these objects. Indeed, adults process these clues so automatically that
they can describe much more accurately the objective sizes and shapes of
objects than they can the subjective visual phenomena. This habit is so

engrained that it takes years of practice to even be aware, to even see,

9
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in the ordinary sense of the word, the subjective visual phenomena. Most

people are as unconscious of these phenomena as they are of the blind
spot, and it is one of the main purposes of artistic education to bring
these phencmena to consciousness. 1 will say more of Helmholtz's views
in Section 3.

The second distinguishing feature of the artificial intelligence
approach is that it is interested solely in building a machine that can
do the tasks in question, not in building orié that can learn to do

them. We are interested in the latter task. Tt is clear that humans

have to learn many of “he facts they use in analyzing a visual scene, and

thus only a learning device c¢f some sort can be a completely satisfactory

model. This is rot an easy thing to do, nowever, and we have felt
compelled to deal with far simpler problems than tne artificial
intelligence reople are currently dealing with. The upshot of this is
that our work is really a complement for the artificial intelligence
approach, rather than a ccmpetitor for it.

The second approacn T wan® to consrast ourswith 1is the perceptron
approach. Actuaily, i. is much more accuraie t< say +har, Minsky and
Papert®s book Percephronsu is what influenced us, ravher than the
perceptron approach. Tne following characterization of the perceptron
approach is taken mostly from their book. The apprcach is like ours
in that it emphasizes learning. A perceptron is in fact & simple sort
of learning device. Wna! it is supposed to do is come up with an answer
1o a complicated question after being given the answer 1o & lot of
simpler gquestions. Supmose there are n of these simpler questions and
each one is of the form *does the predicate F.,) < 1 < m. hold.? If it
does, Fi = 13 if not, Fi = 0. The perceptron has n coefficients a5
and it computes an answer to the complicated question, which is of the
form 'does the predicate G hold,¥ by computing zaiFi° If the sum is

greater than some number k, the perceptron answers yes (G = 1); if not,

no (G = 0). It learns by chenging the a;'s, i.e., it is given an initial

value for each ay and k and run through a number of trials, being told

uMarvin Minsky and Seymour Papert, Percepirons (Cambridge: MIT Press,

1969} .
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the correct answer after each trial and alters the coefficients on this
basis according to some preordained strategy. Machines of *his type have
a surprising amount of power. They can, in fact, given the appropriate
predicates, learn to play championship checkers. It was widely believed
a decade or so ago that they could learn just about anything. People
clung to this belief even though it remained largely unsubstaniated, a.d
this fact led Minsky and Papert to write Perceptrons, in which the
inadequacy of perceptrons for certain tasks was cliearly shown. This

was done by showing that given a certain natural perceptual setup,

which I will briefly describe, perceptrons cannot satisfactorily learn
geometrical predicates.

This setup is a simplified model of the retina or a television
camera. A two-dimensional plane is divided into squares {(fcr the presc:..
purposes, the shape is inessential, and squares were chosen for
convenience) and the processing device is told, for each square, that it
is black or white. Given this informaticn., it shovid be possible to
compute the value of certain simple predicates Fig and from these, the
perceptron should be able to compute the value of a more complicated
predicate G. The question now is how to characterize simplicity in this
setup. One answer is that one predicate is simpler than another if its
value depends on the color of fewer squares. Intuitively, it also seems
desirable to localize these squares, e.g., requiring that they be
adjacent. The first notion is sufficient, however, because Minsky and
Papert showed that if G is the predicate ’connected: then it is
necessary for one of the Fi to depend on thg whole retina if a perceptron
is going to be able to compute G correctly. This is completely unsatis-
factory, since all the Fi's must be simpler than G if the perceptron is
going to be able to accomplish anything substantive. Thus, the setup
must be altered in some way, and what we have done is replace bothk the
model of the retina and the perceptron.

Instead of the above model of the retina, we decided to deal only
with straight line figures, and to take the notions of straight line and
intersection as primitive. I have already discussed the motivation for
dealing with line drawings. The reason for having only straight lines
is that we felt that solving this special problem would be a big step

11
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Aruitoxt provided by Eic:

toward solving the more general problem; and that this special probiem
was complicated enough. In its final form, we regard the learning
device as simply being presented with all the informaticn concerning the
straight lines and their intersections. This is The reason that our
model is applicable to tactile as well as visual perception. For, given
a drawing with raised lines, a braille drawing; a person could gather
the informa'.ion we regard as being presented by tvouch. ‘he fact that
this would require motion, and nence vake time, is not essential, since
all we require is that the device at some time have all the information
at its disposai, not tnat it gather it all at once. Ihis will require
some memory, but memory 12 neces:iary anyway. Moreover, if one accepts
Helmholtz's hypothesis that movement of the eye is necessary io be able
to perceive visual straightness,5 there is no difference in tnhe memory
requirement for either type of perception. It i3 true thai we do learn
to recognize fairly accurately that some lines are straight withoub
moving the eye, just as we can feel ‘nat some edges are straight without
moving the hand. The above discussion is really about primitive visuval
straightness and primitive tacriie s'raighiness, i.e., 122 perceptual
phenomera on which “he idea of straignhtness ultimately rests.
Helmhoitz'« hypothesis is not universally accepted. Gur work could
be indirect:y useful in establishing whether or not it is true. We were
originally interesied in *he question of how people scan straight-line
drawings. When presemed with a drawing, people don't simply look at
onéfpoinx cn it, but Their eyes move back and forth across it. The motions
used, and why ‘hey are used; are not well underzrood at all. 1t
seems reasonabie, if Heimhol:z is correct, to expzct that. the primary
purpose of some of the moticns is 1o decide which lines are straight.
This would require special eye movements.b 1f one knew what the other
factors were which determined now a figure is scanned, it would be easy

to recognize such movements. Cur inferest in the scanner (Chapter 2)

£l

5Fred Roberts and Patrick Suppes, 'Some Problems in the Ceomerry of
Visual Percepiion,” Synthese, 17 (1967), 177,

©1big., p. 178.
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was motivated by a desire to know what some of these other factors were.
We finally had tc abandon the hope of solving this question when it
became apparent thai it was necessary to solve the problems we finally
dealt with before there was any hope of dealing with the scanning
problem. This problem is still an interesting oOne, both in itself and
for the light it will shed on Helmholtz?s hypothesis, and T believe our
work will provide good backgrcund maierial for solving it.

We also discarded the perceptron as the model of the learning
device. Instead, we took the finite state automaton {fsa) 1o be the
msdel for what the learning device should be ai asymptote. The
justification for this move is discussed at length in Chapter 5. Once
this move is made, the obvious probiem is to find a way to code the
information in a straight-line drawing in such a way that it can be put
on the input tape of an fsa. Finding such a coding, discovering its
geometrical properties and finding convenient metvhods for determining
which predicates a given coding has are the central points covered in
Chaphter 2. Tt is necessary to have convenient metnods for determiring
these predicates before ariempting to build a device than can learn to
recognize them. 1: is difficult to build a learning device when one
knows the methcd and operations that it uses, it is virtually impossible
otherwise. Thus, ihe material on this subject is an impcrtant step
towards our goal. The operations we eventually used cn the codings are
set-thecretical in nature and would require the full power of a Turing
mechine, no* an fsa, to execute. This is irrelevant as far as the
coding problem is concerned, however, since the input tape of a Turing
machine is exactly the same as that of an fsa. There were strong reasons
for this switch, however, since it dces have the unfortunate effect of
creating a gap between the work we did on the coding and the work we
did on learning. I will say more about this gap, and how it might be
filled, in Chapter kL.

The last point in this section is that the effort 1c come up with
a coding is interesting in itself, apart from the specific purpose of

applying it to resuits in learning theory, which is what motivated us.

Tt is obvious that the picture thecry, which says that there are triangles

in the brain when one is looking at triangles, ls false. At least there

13
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is nc evidence to support 1hs belief that it is true. of cpe believes

that what is really present in ihe brain is different electrical states
of the nerves, there is no reasor tco suppose +here are triangles present.
Tndeed, it is difficult to see what such a triangie would look like,

and not at all clear what wcuid be explained bty positing the existence
of such a triangle. Moreover, cne would really nave to hold tnat the
triangle was somehow transmitted bcdily from ‘he retina to the brain in
order to make such a belief plausible; if whai is transported is merely
a coded electrical impalse from which the triangle is reccnstructed in
the brain, the brain mighi just as well opera-e directly on tne codea
electrical impulse, since it contains the necessary informaricn. Besides,
the motivation for believirng taere are triangles in the brain is that
it is hard o see how to code a triangle in an electrical 1mpulse, and
such a coding must already exist unless the triaigle is present at all
points along the optic nerve. It will have to be able to jump across
synapses, tco. i'm not sure there 1S anybody who would actually hold™™™ ™~
such a theory. but i: 1s a very natural way t¢ lcok ar the problem, sO
these remarks are perniaps worshwhile. Granting that there are no
triangles in the brain, it is interesting to try to do geometry in

strange contexis mthat resembie more closeiy what the actual coding might
be. I believe the coding we use is closer to the actual coding, although
it certainly isn®t too close. 1! might have some ¢of nne same generai
preperties, iowever. What 1 can say, though, is that tninking about our
strange-1ooking coding has the very desirablie effect of freeing one’s

mind from the picture *heory, which has a tendency to 1nfluence one's
thinking after it has been consciously rejected. This can be of
philosophical value, as the discussion of abstract ideas in the next

secticn indicates.

Section 3
The purpose of this section is to justify the claim made in Section
1 that it is advantageous to deal with the philosophical problems of
perception in PC. It consists of specific exampies of prcblems wiich
1 believe are mcre appropriately dealt with in F{ Than in OB and a few

general remarks on why I thirk this is the case. To provide a framework
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for this discussion, the first order of business is to state the natural
PC model cf the perceptual process.

Speaking in a common sense way, perceptiocn is a process, at cne end
of which there is a physical object, e.g., a table {which T call the
-object), and at the other end what a person seeing the table is conscious, !
q or aware, of (which T call the percept). TIn PP. this process is a
continuous one, and hence extremely cemplicated ana difficult %o work
1 7 with. In PC, however, the process can be broken down into four parts,

as in +he following diagram:

a
Q2

R

M N e
. ] [

3 learning and ?___{ Cutput
processing device ! :

Figure 1

Object |

Components of the Perceptual Process

The way o understand the input to M 1s this: Imagine the
description of a person looking ar a table that would occur in PP. Light
waves emanate from the table, are refracted at the crystaline lens,

strike the retina, from which certain electrical impulses are transmitted

to the brain, and a certain state of the brain results which corresponds

to the percept. The percept is dependent on the perscn's previous learning
(Hume and Kant would say 'experience] but it seems to me that the

E word ‘learning® is more accurate), for it is a well-known fact that

people with different, backgroundsand training are aware of different

things when looking at the same object. Thus, somewhere in the perceptual

process, learning has tc take place. It canft take place before the
light waves hit the reuina. Thus, somewhere in the retina, the optic
nerve, or the brain, there is the first piace at whicn learning can take
place. The state of the electrical impulse right before it reaches this
point is what corresponds to the input to M, for after this point what |

happens occurs in M, which is the learning device. The relation R

physicists and physioiogists, and hence it. should be ssudied in PP. Many

i between the object and the input is primarily subject watter for
l of the ordinary philosophical examples of illusions, such as a stick in

15
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water appearing bent and railrcad tracks appearing to ccnverge, concern
themselves with R. 1liusions that dc arise because there is not a
perfect correspondence between object and input do not cause any
conceptual difficulties, as far as I can see, and thus do not seem to
be philosophically interesting. The output of M corresponds to the
percept, as it is the last thing in vhe process. The relation S between
the input and the percept is dealt with in many of the psychological
examples of illusions, such as the figure-ground distinction. This
relation seems to me to be the philcsophically significant one. The way
to study it is “o study M, and this is the main thrust ¢f our work.
Figure 1 represents all of what I called the perceptual ccmponent in
the discussion at the beginuing of Secticn 2. The learning and processing
that occurs in M is primarily unconscicus. The outpat of M is the input
for the conscicus processing device, which I referred to simply as the
processing device in the earlier discussion. As far as the classical
philosophical theories are concerned, this picture is closest to
representative realism, since the input °represents’ the object.

The first problem T want to consider is the question of the perceptual
given and in particular the question of sense data. My sources are the

first chapter in H. H. Price's Perce;gt,ion;7 and Helmholtz®s Physiological

Optics.8 Price is representative of the dominant themes in recent
philosophy, wnile Helmholtz hclds a more scientifically oriented view.
They can be taken as arguing for opposing theses concerning perception,
and hence data. This seems to be Price’s position, for he mentions
Helmholtz by name and purports io refute Helmholvz's thecry. I donft
believe that this is an accurate description of what actually occurs,
however, I will give %he reasons for this belief after discussing Price's
argument.

The first order of business is to tell what a sense-datum is.
Price gives some examples, and then says, "This peculiar and ultimate

manner of being preseut to consciousness is called being given, and

7H. H. Price, Perception (London: Methuen & Company, 1954) .

8H. von Helmholtz, Pnysiological Optics, trans. James P. C. Southhall,
(Menasha, Wisconsin: "The Optical Society of America’ 192k-25).
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that which is thus present is called a datum.”d He then says he can't
give a positive argument for the belief that there are sense data, but
can answer arguments against this belief. There are two theses, an &
priori one, and an empivical one, of which he says, "Either of these
theses, if established, would be very damaging.”l10 I will not discuss the
a priori thesis, which is uninteresting. Price characterizes the
empirical thesis this way: "This (thesis) maintains that it is in fact
impossible to discover any data. For if we try tc point at an instance,
it is said, we shall have to confess that the so-called datum is not
really giveh at all, but is the product of interpretation."ll He
attributes such an argument to idealists, but I think, in fact, it is
easier to understand it if one is not an idealist, e.g., from Helmholtz's
point of vicw. He ‘hen gives tnree arguments, and says "So far, we have
been attacking the critics of the Given upon their own ground. And that
grownd is this. They begin by assuming that there is a distinction
between 'the real given' or the given-as-it-is-in-itself on the one hand,
and 'what the given seems to be' on the other."12 He then gives his
most important argument, which is that “The distinction between the Given
a2s it really is and what the Given seems to be is altogether untenable. 15
% niust confess that when the argument is put in these terms, I have
difficulty in seeing how to resolve the issue one way or the other.
However, it seems to me that the essential point of the anti-sense
data argument is that there are two things in perception that must be
kept clearly separate, and this is something which 1 believe is true.
In the above model, the two things are the input to M and the vercept.
In more familiar terms, the two things are the actual stimulation
of the retina, what Quine calls the ‘ocular irradiation pa.ttern,"ll'L and

what we are actually conscious of perceiving. I note that the retinal

9Price, p. 3.

O71p44., p. 6.

Mria., p. 7t

r——

2rpid., p. 9.

15Ibid., p. 10.

lhWillard Quine, Word & Object (Cambridge: MIT Press, 1965), p. 3l.
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stimulation doesn't necessarily correspond to the input, but using it

makes the necessity for having two elements more obvious. That these two

things are distinct, I think, is undeniable, but I will give some material

from Helmholtz in support of it. This is the reason why I believe the
anti-sense data position is easier to hold if one is not an idealist,
since an idealist would have trouble making sense of the phrase ‘retinal
stimulation.' In a later chapter, Price mentions Helmholtz specifically
while discussing causal theories of perception, i.e., theories that say
we must infer what we are finally aware of. He says "The theory may say,
with Helmholiz and others, Y¥ou do infer but you are not conscious of

inferring, because you do it so quickly and without any effecrt.' This

will not do. If we are nct conscious of inferring, what evidence is there

that we do infer at all? And if it be replied 'Of course you do, for all
consciousness of matter must be inferential,? we must point out that this
begs the questiong"15 The conclusion one is supposed to draw from the
above paragrapn is that there is no evidence that we do infer. The only
thing I can imagine that Price had in mind when he wrote this is that

it is obviously impossible to get any direct introspective evidence that
there is an inference since the inference is, by hypothesis, unconscious.
To conclude from this that there is no evidence is clearly mistaken,
however. All it shows is introspective evidence is impossible, and thus
that the evidence one has to adduce must be of a different, and in a

way indirect; nature. There is a whole body of such evidence in favor of

Helmholtz's view, much of it contained in Physiological Optics, which

Price simply ignores. For example, consider the phenomenon of the blind
spot. People simply fill in this hole in the visual field to look like
the surrounding area. This certainly takes place unconsciously, and if
Price's argument against Helmholtz is correct, it follows that we could
have no evidence that this occurs. This is manifestly false. The only
thing we can't have is direct introspective evidence.

It therefore appears at first sight that Price has put fcrward an
extremely bad argument. If one takes him to being arguing against
Helmholtz on Helmhoitz's own ground, this is certainly the case.

lsPrice) P 6'}.
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Helmholtz was working in a scientific conrext, his language being a
combination of PP and PC. If one puts Price's argument, in this context,
it is immediately obvious that it is a bad argument. The example of the
blind spot was, after all, drawn from the scientific realm. There is a
better explanation of what has occurred here, however. This explanation
is plausible, puts things in context, and gives deeper insight into what
was really going on. Moreover, it doesn't imply the highly improbable
conclusion that Price is guilty of such an obvious blunder. In reading
Price, one gets the unmistakable impression that Price's arguments are
simply irrelevant to Helmholtz's position, not that they are bad arguments
against Helmholtz. The reason is simply, to go back to what was said in
Section i, that Price is working on OE, while Helmholtz is working in PP
and PC. Thus, Price’s argument about unconscious irnferences makes

perfect sen = in OE, which is where he is working. but is manifestly
unsound ir ..} or PP, which is where Helmholtz is working. Thus, Price’s
error is not thac he gives a bad argument against Helmholtz, but that he
believes he is offering an argument against Helmholtz at all. In talking
about perception, it is very easy ‘o forget whart context one is talking
in and to assume that everyone is talking in the same context that oneself
is unless one explicitly takes notice of the context in which the talk

is occurring. This is the reason for the emphasis placed on PP, PC, and
OE in this paper. I have found that such a framework is necessary if 1

am going to be able to keep things in their proper contexts. 1 believe
Price's error consisted in thinking that Helmhoitz was talking in OE.

If what is said above is correct, it is understandable that Price should
hold this view, and if it were true, his argument against Helmholtz

would, in fact, be a reasonable one. Given that Helmholtz was talking in
a scientific context, however, all arguments in OE are going to be
irrelevant to his position. The only way to refute Hellmholtz would be

to argue in PP or PC, and Price has not done this. The upsnot of all this
is that Price's view is a reasonable one in OE, and that Helmholtz's one
is reasonable in PP and PC. The crucial issue is where the philosophical
problems lie, and Price simply assumes that they lie in OE. Thus, he
fails to of =r any arguments against someone who holds that philosophical
problems li.. in PC or PP.

19




In Section 24, Volume II of Physiological Optics, Heimholtz lists

the results of experiments with color contrast. One particularly
interesting feature is that contrast phenomena (which are illusions, since
in chem a uniform surface appears to have differer. colors) disappear if
distinct boundaries are drawn between the two differently colored areas.
Helmhcltz says, “Incidently, it comes out plainly in the capricious result
of these experiments how hard it is for us to make accurate comparisons of
luminosity and colour of two surfaces that are not directly in contact
with each other and have no border between ’chem."16 Tt is not surprising
that nct being directly in contact would have an adverse erfect, but it
is surprising that a sharply defined bo.der would be so important. The
reason is that people pay attention to color differences that aid them in
diviuing whar apears in the visual field into different objects and
igno.e color changes that are no help in this.

Tn Section 26, Helmnoliz gives the following as one of his basic
principles in explaining tne results of optical experiments: “We are
not in the habit of observing our sensaticns accurately, except as they
are useful in enabliing us to recognize external objeczsu”l7 This conlirms
the role assigned to colcr visioc by the artificial inteliigence people
that was mentioned in Section L. Tt is also, as Helmholtz remarks, one
of fhe main goals of an artistic education to make people aware of these
things they usually don't see. The surprising thing isn't that habit has
led people to ignore some color differences, but tha this habit can
actually lead people to see different colors where only one really exists.
As Helmholtz says, regarding contrast experiuments, "If the inducing field
is suppcsed to be an independent body, usually the gontrast colicur does

18

not come out so as to be perceived.” If the two fields are not regarded
as being independent bodies, then the phenomena appears; At the end of
the section, he makes an intevesting remark: “Io those readers who as
yet know little about the influence of psychic activities on our sense

perception, it may perhaps seem incredible that through psychic activity

1oeimholtz, Volume IT, p. 29L.

17Helmholtz, Volume III, 1. 6.

18Helm.holtz, Volume II, p. 295.
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a colour can appear in the v.rual field where there is none. The author

L

must beg them to suspend judgment until they have become acquainted with

\ L R . . . ; . o
the facts in Part III of this work, which will deal with 5ense-percept10n."l/

Ay

Tn particular, Section 26, the first section in Part I.1, is a very good
discussion of the philosophical jissues involved. In this section; there

is a long discussion justifying the claim that what a person is concrious

[Ru——

of is the result of an unconscious inference. It is an inductive type
S of inference, but even taking this into account, Helmholtz calls what
happens in perception an inference only because what happens resembles
{ an argument; there is a premise, the retiral stimulation, and a
conclusion, what we are conscious of seeing. Ttus, this view 1is
{ essentially the view that there are two different ~hings that must be
. distinguished in perception, and what one calls whe conpsction between
them is a terminological question. Calling it an inference seems as
1 appropriate as anything else, and Helmholtz states this is the only
reason he uses the term. Hence, Price's procedures of dealing with the
l view that there are two elements in perception and the causal theory
separateiy is not very illuminating. To give a telling argument against

Helmholtz's position would therefore require an argument against the

gy

claim that there are two distinct elements in the perceptua’ process.

To do this would require very ingenious explanatioas of phenomena that
seemingly can only be explained by making such a distinction and would
be a very diificult task to accomplish. Price has not even attemvted
to do this.

A serious discussion of whether or not there are sense data requires
some criterion for recognizing data. Such a criterion is given by
Helmholtz, for after a long discussion, he says. "My conclusion is that
notning in our sense-perceptions can be recognized as sensation which
can be overcome in the perceptual image and converted into its opposite
by factors that are demonstrably due to experiencee"go Tn the verminology

I have been using, this translaics to "Nothing in our sense~perception can

19eimholtz, Volume II, p. 295.

l 204e1mholtz, Volume IIT, p. 13.
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be recognized as data which can be altered in the percept by learning.”

T have changed 'cvercome and be converted into its oppositef to ‘altered

but, since it is the nra'ure of a datum to be unalterable, the two

statements have the same meaning. There sre two types of illusions,

those thet disappear once we are aware of them, and thcse that don't.

1t is difficult to regard the former as being data, but there is a §
question about the lat%er, and it was to help answer tnis question that ‘

Helmholtz formulated the above c¢criterion. His idea is that even illusions

5
Sm—y

that don't disappear are not necessarily part of the perceptual data, for

the effects of that which is the result of years of experience may not

[y

be regated by simpiy beromirg aware of the fact that the 'habit does lead

to iliusion. The experiment where people were fif.ted with glasses that -

N

inverted the retinat image is a good example of the distinction that

Helmholtz has in mind, and it also serves to support his pcsition.

When people first put on the glasses, they encountered all sorts of é
difficulty, and there was simply nc way to overcome these difficulties *
by conscicusly inverting the visual field. After a few days, these {g
difficuities disappeared, and things appeared upright. When the glasses .
were removed, the same difficulties reappeared, and again disappeared ?
after a few days. This shows that whai we are conscious of can be -
changed by experience, and hence Helmholtz®s criterion, which may seem .
innocent at first, would probably rule out colors and a lot of other :
things as veing perceptual data once the appropriate experiments are .
performed. For example, experiments of the above type with contrast %
phenomens, if pessible to perform, would probably show that color
perception is also due to learning. Certainly, if Helmholtz's explanations d%
are correct, this would be the result. -
Helmholtz's critericn seems to me to be the best one for determining ol

‘
.
[Yrei—-

what data are. If one applies it to the PC model of perception, the
input to M is what should be called the data. The percept cannot be the -

v
PRI

data, for it can be altered by learning. Thus, instead of having the
object, input and output as in Figure 1, the terminology should be object, .

B i &

sense data, and percept.
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It is now easy to state Price's position in this context. His
position is that the sense data and percept are identical, for he
jdentifies the data with what we are conscious of, which is the percept .
In OE, these things are not clearly distinguished, so Price's arguments
have force, but in PC, they are obviously distinct, so that the most
ingenious arguments lack force.

In terms of Figure 1, we now have a clear picture of what a sense
datum is. This gives a clear framework for talk about sense data, and
allows one to talk precisely concerning them with a minimum of effort.
Disputes about sense data are thus easy 10 state, and time is not wasted
in preliminary skirmishing whose main outcome is to make 'he issue
precise. This framework also provides a touchstone for :asily evaluating
argument.s concerning sense data, where otherwise it is difficult to
evaluate such arguments. Finally, this framework provides a context
in which the disputes concerning sense data might be solved to the
satisfaction of everyone. Tt should make it easier to gain knowledge
concerning specific problems by saving time that might otherwise be
wasted in dealing with ill-defined problems.

The next problem is the probiem of synthetic a priori knowledge.

I am not going to discuss the general question of whether or not there
is synthetic a priori knowledge, but limit myself to the particular
question of whether or not geometrical knowledge is synthetic a priori.
The answer to the particular question will influence to a great extent
the answer to the more general question, since geometry is one of the
most likely candidates for the status of synthetic a priori knowledge.
Moreover, much of what is said concerning geometry will be applicable

to other areas of knowledge. Besides limiting the discussion to
geometrical knowledge, I will consider from all that has been written by
philosophers on this question only the view of Kant. His view is the
most important, however, since what he said influenced all the subsequent
developments. Thus, this isn't really a severe limivation.

To show that geometrical knowledge is synthetic a priori, one has
to establish the two independent claims that it is synthetic and that
it is a priori. Thus, the discussion naturally breaks down into two

parts. At the time Kant wrote, it was generally believed that geometrical

25




knowledge was not syntnetic; bur that it was a priori. it seems to me
that the claim tha+ geometrical knowledge is syntnetvic is less disputable
than the claim that it is & priori, however. Thus, 1 believe Kant is
correct in holding this knowledge 1o be synthetic, but that what he says
about its being a priori needs some clarificaticn and modification. It
is for this latter task that our work is pecularily suited.

Kant believes that it is obvious that mathematical judgments are
synthetic if one thinks about them. He thinks that previous thinkers
had simply overlooked this fact. They were led to believe that
mathemutical judgments were analytic because of the prominent role
deductive inference plays in mathematics. However, "This was a great
mistake, for a synthevical proposition can indeed be established by the
law ¢f contradiction, but only by presupposing another synthetical
proposition from wnich it follows, but never by that law alone."2l Kant
divides mathematical judgments into two classes, arithmetical and
geometrical. He argues that arithmetical judgments are synthetic, and
then says, "<ust as little is any principle of geometry analytica‘:lo
Thai. a straight Linre is the shortest path between twe points is a
synthetical proposition. ¥For my concept, a straight line contains
nothing of quantity, but only of quality. The concept 'shortest! is
therefore altogetler additional, and cannot be obtained by any analysis
of the concept ®straight line.' Here, too, intuition must come to aid
us. It alone makes the synthesis possible. 22

I believe Kant is eantirely cor~- t in believing that geometrical
judgments are synthetic. Certainly, they are not logical truths, and
they are not true by definition. My own view is that they have exactly
the same status as the basic principles of any theoretical science,
e.g., Newionfs fthree laws of motion. Certainly they were discovered
empirically, being based on Egyptian surveying techniques. Granting that
Kant is correct on this point, there is one point of difference I have

with him. Kant believes that the merm 'synthetic'! applies to individual

21Immanuel Kant; Prolegomena to any Future Metaphysic (Tndianapolis:
The Liberal Arts Press, 1950), p. 15.

%2 1h.4., p. 16.
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judgments. I khink Quine is correct in saying that this is not a gocd
way to use the term, but that it should be applied to much larger units
than individual j‘.ldgmen’t;s..g3 Quine says it is the whole of science, but
for the present purposes, all I wani tc¢ maintain is that the term should
apply to all of a geometry rather than its individual propositions. For
instance, given the present state of affairs, where there is more than
one geometry, I think it would be wise to use the term !synthetic’® in
the sentence

"Buclidean geometry is synthetic.”
but not in the sentence

"mhe proposition that the sum of the *aree angles of
a triangle equal 1800 is synthetic.”

T+ seems to me that this point is quite uncbjectionable, for Kant and
subsequent philosophers, even though they speak of individual Ju gments,
or sentences, as being synthetic, believe that all geometrical judgments
go together; if one is cynthetic, then they all are, and vice versa.
Thus, I believe that it is simply an unfortunate oversight that Kant
applies 'synthetic'! to individual judgments, for there is really nothing
in his system to lead him to do this. It is unfortunate because it
focuses onets attention on the wrong thing, and thus is very misleading.
The same point applies to the term 'a LEESL&' as well, and it is
important for my dfscussion of this term.

The prevailing attitude at Kant's time was th;t geometrical judgments
are a priori. Thus, Kant¥s main concern is to show that they are synthetic,
for then he will have examples of synthetic a priori knowledge. The
criterion for deciding if a judgment is & priori is to see if it is
necessarily true. Thus, speaking of two principles of physics, Kant says
"Both propositions are not only necessary. and therefore in their origin
& priori, but also synthetic,"Qh Kant follows Hume in believing that. any
proposition that is known from experience, i.e., empirical knowledge,

cannot be necessarily true. Kant's main concern is not in showing that

23Willa.rd Quine, From a Logical Point of View (New York: Harper &
Row, 1963), p. 42.

2)"Immza.nuel Kant, Critique of Pure Reason (trans. Norman Kemp Smith)
unabridged edition (New York: St. Martin's Press, 1965), p. S5k.
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geometrical judgments are synthetic a priori, but in answering the question

of how this is possible.25

The fact that geometrical judgments are synthetic a priori plays an

.
o

important role iﬂ Kant's system. If one is interested simply in the

question of whether or not there is a priori knowledge, then the question
of the status of arithmetic is independent of the question of the status §
of geometry, and hence it mignt be thought superfiucus that Kant mentions ‘

geometry specifically. This is not true for two reasons. First, for

-

the actual developments in the Critigue of Pure Reason, Kant needs to

assume that both kinds of knowledge are syrthetis a priori, for he thinks

N S ¥

we have two types of intuition, inner (time} and outer (space). Moreover,

arithmetical judgments are supposed to be based cn inner intuition, -

v,

geometrical judgments on outer intuitvion. The ccnnection between inner

intuition and arithmetical judgments is very nebulous indzed, while the

PR

connection between outer intuition and geometry is comgietely
straightforward. Secondly, it intuitively seems more plausible to believe .

that arithmetical judgments are analytic than that gecmetrical judgments

Lppe————

are. To convince someone who believes that arithmetical judgments are
analytic that there is syrthetic a priori knowledge depends entirely on
convincing him that geometrical judgmen:s enjoy this status.

I don't believe Kant is entirely correct in believing that geometrical

[pe—

Judgments are a priori. First, as remarked above, I think the term
should be applied to all of geometry, nc: to irdividual Jjudgments. Apart

D #

from this, the fact that non-Euclidean geometries have bzen discovered :
and used in physics indicates that Kant is wrong. Arother indication is

given by the nineteenth-century debate between Hering and Helmholtz.

N nraumon

Hering, among others, tried to construct a scientific theory of visual

percertion on the basis of Kant's theory. This theory took the way we

o e

perceive space as being given, rather than learned, and heace is called

by Helmholtz nhe intuition theory. Opposed to this was the empirical -

-]

theory, whose chief proponent was Helmholtz, which held that we must

e Mot

2 bid., p. 55.

[
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learn to preceive space. Helmholtz was a clear winner in this debate,
for it is very difficult to explain some illusions on the basis of the
intuition theory, while the empirical theory explains them nicely. These
two developments show that Kant's particular theory is wrong, but they
don*t show that his approach is wrong, i.e., that a theory similar to
Kant's is wrong. I think this latter question is the important one.

In terms of Figure 1, geometrical knowledge is indicated by the
appropriate outputs of the learning and processing device, M.26 This
output depends on the input and the internal structure of M. Since
knowledge consists of the ability to give the appropriate response to
any input, geometrical knowledge is a property of the state of M. M will
change as learning takes place, but its knowledge at any point in its
experience is a property of M at that point. The structure of M at any
given point is determined, perhaps only probabilistically, by the original
structure of M before any learning has taken place, and by the history
of the inputs M has received. Perhaps in a growing organism it will not
be easy to separate the original structure from the history of inputs;
it is possible that some learning might take place before the processing
device, perhaps area i7 of the cortex, is fully developed. I believe
that such a factor is epistemologically irrelevant, and that there is no

need to take it into account in the present discussion. Certainly, Kant

doesnft consider such a factor.

In this context, the best way to interpret 8 priori is not as an
all-or-none predicate, but as a matter of degree. I am suggesting, in
other words, that it is best to treat a priori the same way that Quine
treats synthetic. Thus, geometry will be more a priori the more the
state of M, once it has acquired geometrical knowledge, is decermined
more by the original structure than it'is by the history of inputs; it
will be moreAg posteriori the more the history of inputs determines the
state. Given this interpretation of a priori, Kant's theory is thaf the
state of M is determined entirely by the original structure, Xant can

26'I'he following discussion is due to « suggestion of Professor Julius
Moravesik, who pointed out that the claim .".%t the problem of synthetic a
priori knowledge is similar to the problem «f innate ideas needs some
Justification. ; |

a7

e i o R P

[P




L4

allow for some sort of 'learning' by saying that it requires some

experience to actualize geometrical knowledge. On my interpretation,

this amounts to saying that M changes, and that these changes require
inputs, but that how M will change is determined entirely by the original
structure. This sort of 'learning' theory is popular with all kinds of
intuition theories, be they theories concerning morality or causality,
and is not peculiar to Kant. I personally can't see any Justification
for such theories, but this is largely irrelevant to the present point,
since, as mentioned above, Kant's theory has quite conclusively been
refuted. The opposite extreme from Kant?s view is that the state of M
is determined entirely by the history of inputs. This view has been
stated historically by saying that themind is a tabula rasa. This view
is completely impossible, as M has to have some structure in order to
learn from the inputs it receives. The true view is located somewhere
between these two extremes. If the original structire actually does
determine geometry to a great extent, which certainly seems plausible,
then I believe it is fair to say that Kant was essentially correct, i.e.,
that he had the right approach. I don®t know whether or not this is

the case, but it certainly is a possibility.

The problem now is to decide what the correct mixture of original
structure and history of inputs really is. One wey would be to alter
the history of inputs to different devices, and see how different the
resulting geometries are. Psychological experiments in weird perceptual
conditions can be regarded as attempts to do this. This is not the
correct way to approach the problem, in my opinion. Such results will
be quite fragmentary, unless a person's perceptual conditions are
completely altered all the time. Otherwise, these results show only

what happens when a device that has already learned ordinary geometry is

briefly exposed to differing inputs, and this is a much different situation

than actually learning geometry entirely under different conditions.
Moreover, the experiments I am thinking of are like the one with glasses
that inverted the retinal images, which do not naturally lead a subject
to different geometrical assumptions. It would be interesting to see
experiments that could have this outcome. Moreover, these results can
at best give only a partial answer until an at least approximate
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characterization of the original structure of M is available. It is my
belief, once such a characterization is available, that such experiments
will not be necessary. My suggestion is that given the characterization,
it should be possible to determine what constraints the original structure
puts on the geometries that could possibly be learned. I think this

could be done in a way similar to how logicians treat the problem of how
categorical a set of axioms is. Roughly speaking, an original structure
will be less categorical the fewer different possible geometries that

it allows. My proposal is to say that a geometry is more a priori the
more categorical the original structure that learned it is.

There is one refinement of this view that seems desirable. Rather
than saying that all the geometries thal a certain device can learn are
equally a priori, it seems plausible to order these geometries according
to the ease with which they are learned. Thus, the geomecries that are
learned more easily, which are more natural for the device, would be
regarded as being more & priori than geometries that are difficult to
learn, that are unnatural. Ffor people, this would result in saying that
Buclidean geometry is more a priori than non-Euclidean geometries, which
is intuitively appealing.

Note that now a priori is not used as an absolute term, but must be
relativized to a particular learning de&ice. Thus, one has to say 'a
priori for M,* for example, rather than simply ig_ggigxi,' This is how
the term should be used, for it is clear that two devices could have
exactly the same geometry, and that it would be almost completely a priori
for the one and not very a priori at“all for the other.

This relativized use of the term may seem a little strange; but
actually, there is a good explanation of why it hasn't been used in this
way. When the term is used, it normally means 'a priori for people,'’
and it is tacitly assumed that all people closely resemble one another
in the way they learn geometry. This use of the term is simply a special
case of the more general use that I advocate, and it seems to me that the
great concentration of attention on this one case is what led people to

Jverlook the fact that a priori is actually a relative term.
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This way of looking at the term 'a priori' is very similar to the
way Chomsky looks at the term 'innate.' Innate, as it was used, e.g., in
Descartes, applied originally to specific ideas, such as the idea of God.2T
Chomsky changes this use completely, and talks of the innate abilities

' which is the device that learns language.

of the "acquisition device,'
Thus, he applies the term to the original structur~ cof the acquisition
device which is how I have used the term a priori, since it depends on the
categoricalness of the original structure. Tris should not be too
surprising, for both 'innate' and 'a priori' were used as opposites for
fempirical.! It seems to me that the only reason for two terms was that
they were thought to apply to different things. If one agrees with

Quine, then it is wrong to apply such a term to either ideas or individual
Judgments. Both should be applied to whole theories, so that the
differences between them collapse, and they become synonymous.

The first two problems I have considered dealt with learning and
their solutions depend on a more fully developed theory. The third
problem I will discuss has neither of these features; it doesn't deal
with learning, and I believe a solution (at least for the admittedly
limited context we are working in) does not require any further theoretical
developments. In fact, I propose such a solution at the end of Chapter 2
after the necessary preliminary work has been discussed. This problem
arose in the British empiricists' discussion of abstract ideas.

Locke, Berkeley and Hume thought that whenever one thought about
a proposition concerning the abstract idea of a triangle, what one was
actually doing was considering the image of a particular idea that one
had in his head. The problem with this was that this particular idea
had to have definite properties, such as being a definite size, while
the abstract idea should have n¢ such definite properties. They were
unable to solve this problem. This is not surprising, for their theory
was a form of the picture theory discussed in Section 2, and it seems to

me that there is no way to solve their problem if one accepts the picture

27Rene Descartes, "Meditations," Descartes' Philosophical Writings,
trans. Norman Kemp Smith (London: Macmillan & Co., 1952), p. 215ff.
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theory. The solution I propose rejects the picture theory, and identifies
the abstract idea of triangle with a procedure for recognizing triangles.
The philosopher who is closest to this conception is Kant.28 His notion
of a schema of a concept is very close to what I have in mind, as is
evident from his definition: “This representation of a universal
procedure of imagination providing an image for a concept, I entitle
the schema of this concept."29

These three examples show the utility of working in PC. I now want
to offer some general considerations that support the same peint. The
first consideration is implicit in what has been said before; namely,
that the reaily difficult problems do not arise if one confines oneself
to GE. I think Witigensteir. is correct in beiieving that philosophical
problems are the product of confusion, if one res:ricts one's attention
entirely to OE. Moreover, he is also correct in believing that
philosophers have contributed more to creating these problems than they
have to solving them. Certainly, the ordinary user of OE sees no
serious difficulties, and I am also unable to locate them. The problem
as far as perception is congerned, I think, is that philosophers have
taken a problem that is essentially scientific in nature, e.g., the
problem of sense data, and tried to find a solution in OE rather than
in the scientific context in which the problem arose. This is why the
issue of sense data, for example, immediately becomes clearer when one
puts it back in PC. The first step in tihis philosophical approach is to
reject the scientific solution %o the problem. This is a necessary
step in order to get the 'philosophical,? as opposed to the scientific,
ingquiry underway, and philosopners have been aware of this fact. Price
felt compelled to refune the scientific theory, Helmholtz's causal theory,
before giving his own analysis. We have already seen the inadequacy of
his argument against Helmholtz. G. E. Moore is another example of a
philosopher who felt this step was necessary. Towards the end of his

28’1‘his was also pointed out to me by Professor Moravcsik.

29Kan'b, Critigue, p. 182.
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paper 3ome Judgments of Ferce zlonijd Moore men: ions two different ways

of characterizing ~ne problem of perception. 1 will give tnese in the
opposite order he gives the», mentioning the one he takes., which is the
one that has been widely discuwvsed by philosophers, first, since it is a
more self-contained statement He says, 'Tne only other suggestion I can
make is thar there may be some ultimate, not further definable relaticn
of 'baing a manifestation of,' such that we might conceivably be judging:
"There is cne and only cne thing of which this presented objec~ is a
manifes-ation, and that thing is part of the surface of an inkstand."">1
The firs' possibility ne mertions is, "It might, no doutt, be possible

10 define some gind of causal relations, sucin that i might be prausibly

t and it alone causes znis presented otject in rhat particular

[€H

he.q 7 hat

way. Bu any suca defipiricn wculd, so far as 1 can 3ee, be necessarily

-
It
H

very ccmplicated "2 Tairs is all he says on the matier. Thus; the
relavion between object and percept can be taken to be a complicated

causal one or a simple, unanalyzable one of some unspecified sort. Moore
gives no explicit reasons for rejecting the former view, but what he :ays
implies he does it simply bzcauss the view is complicated. This is
urderstandable, zince as mentioned abcvs;, tne scientific theory Mcore is
thinkirg of is a thecry in PP, walch iz too complicated %o deal with
effectively. ™Tais is no longer rrue, since PC is available. Thus, neither
philosopher has a convincing argument on this point; and it sesms to me
that until such an argument is given, there i1s no reason to believe that
the philcsophicair probloms of percepticn are problems of OE. ‘There is good
reason to believe that aome of tnem are:s'", as L nave indicated above.

The beiief that philosophy should be done in OE and that there is a
sharp distincrion between philosophy and science is a twentieth century
phenomenon. 1% arose =arlier in this century and is due in large part to
the great irfiuence of Mcorz. TIn work before this time, no such sharp
distinction was drawn. Taus, io the works of pnilosophers like Descaries,

Locke and Berkeley, and scientists like Helmnol=z, one finds no distinction

e
i

O a - = 2 : .
3 G. E. Moors, "Some Judgmenss of Fercepticrn,” Perceiving, Sensing,
& Rnowing, ed. Robert ¢. Swartz :New York: Foubleday & Company, 1965).

3

lTbid,, p. 26,
521bid~, p- 2t.
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between philosophic questions and scientific questions. More importantly,
all four treat some questions that a philosopher like Moore would regard
as scientific next to and in the same way as they treat questions he
would regard as philosophic. For example, Locke mentions Molyneux's
problem concerning a man born blind, and Berkeley discusses this problem,
Dr. Barrow's problem and why “he moon appears larger on the horizon, in

an Essay Towards a New Theory of Vision, which I think is the most

interestirg work written by a philosopher in the area of visual perception.
The philosophical nature of some of Helmholtz's remarks has already been
discussed. The fact that this earlier work was much more fruitful than
the twentieth century work is a powerful reason for accepfing the earlier
view. Thus, when things are put in their proper historical perspective,
it is seen that the position I take in regard to this gquestion is much
closer to the classic traditional position than is the view that
philosophy should be done in CE. 1 therefore fee' that a person who
holds this latter view is actually under strcnger obligation to defend
his approach than I am to defend mine. T have pointed out above that

our approach resembles in many ways the approach to linguistics which

was initiated by Chomsky. It is interesting, as Chomsky himself points

out in Cartesian Linguistics. that his approach is a return to ideas that

were prevalent before this century but that had been rejected in the
early part of this century. Moreover, the close analogy between
perception ¢nd linguistics, whicn has been mentioned several times, itself
has a long tradition, going back to Berkeley's conception of what is
perceived as being the language cf nature.

There is one final point concerning the philosophical significance
of the present work that should be made: it 1s not necesséry that one
should share my view that the main problems of philosophic interest are
problems of PC in order to maintain that work such as ours is
philosophically significant. It seems to me that the view that not all
philosophical problems are problems of OE is sufficient. Once one accepts
this view, he is immediately struck by the fact that almost all the
philosophers working on the problem of perception are working in OE.

This seems like a misallocation of effort, particularly since there is no
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really convincing argument that philosophers should confine their
attention to OE. It is usually not very fruitful for everyone to adopt
the same approach, even if the approach is basically correct. It is
worthwhile to have people espousing the opposite view, since this will at
least serve to Keep those who hold the majority view from lapsing into
dogmatic slumbers. I hope the present work at least has this minimal
effect.

This concludes the remarks concerning the motivation and background
for the work we did. The rest is an account of the specific model we

worked on, except for the section at the end of Chapter 2 concerning

abstract ideas.
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CHAPTER 2

CCDINGS

As mentioned in Chapter 1, we worked on two spegific protlems, the
coding problem and learning. Hc- ar, it took us some time tc accomplish
this division. Even after making the division, we went back and forth
between the two problems, but for ease of presentation, I am going to
treat them separately. The work on each problem will be presented roughly
in the order ** happened, and the things we tried and found wanting will
be included. This is probably the hest way of explaining what we finally
did, and in any cas. it will provide the background and motivation for
our eventual problem. This chapter deals primarily with the coding
problem, the next with learning.

We decided at the outset to restrict our attention to two-dimensional
straight-line figures. To get things started, we liwited ourselves to
figures in which at most two lines intersect at each point, figuring it
would be wise to try to solve this simpler problem first, ard later on
try to remove this somewhat artificial restriction. ('Figure' will
henceforth mean a figure of this type.) What we wanted was a device that
could learn a geometrical predicate =pplicable to such figures by going
through a series of trials, where on each trial it is presented with a
figure, responds yes or no, and then is told the correct answer (i.e.,
whether or not the figure precented on that trial did in fact have the
specified predicate). It would be nice if the device could learn several
predicates this way and then use them to learn more complicated predicates,
but the basic situation is when the device has no geometrical predicates

at its disposal. Using the eye-brain combination as our model, we came
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up with & device with three components: scannc:, memory, and processing
device, the first corresponding to the eye, the last two to the brain.
For convenience’in discussing the following problems, we lumped the last
two together and called the result 'automaton.' This was due to the
fact that, in the present context, the internal structure of the memory
and processing device isn't important, only its input /output, and this
resembles that of a finite state automatc:. Intuitively, the automaton
needs three abilities: on each trial it has to be able to use the
scanner to acquire information, use this information to get an answer,
and have the ability to learn from trial to trial so that it will
eventually get all right answers.

Keeping this rather vague idea of vhe automaton in mind, the next
task was to explicitly characterize the scanner it had at its disposal.
The scanner has to be able to receive and execute instructions from the
automaton and to report back what it sees. We decided to work with polar
rather than rectangular cocrdinates since it is more natural to think of
the eye moving a certain distance in a specified direction rather than
moving up a certain distance and then over another distance. The retina
of the scanner is a small circle with a special point X in the middle,
which corresponds to the fovea. One of our main concerns in writing it
out was to allow for perceptual error and indeterminancy, e.g., forming
only a rough idea of the size of an angle, and it would be fairly easy
+o put these things in the following device:

1. Await instruction: Search (8,r) go to 2
Follow (8) go to 6
Automaton cannot order Follow unless special point X is on line.

2. Move in direction © until: 1line appears on retina go to L
distance r is covered go to 3

3. Report Miss to automaton go to 1

L. Move so that special point is on the nearest vertex if one
appears in retina, or on the nearest line if not go to 5

5. Report distance moved since last report, type of vertex
special point is on according to pictures and angles lines
make with horizontal

8 e b ¢ﬁ:;. c __in d _1;ZL_ € go to 1

6. Move special point alor~ line nearest to angle © until vertex
is reacted go to 5
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The advantage in writing out the scanner explicitly is that it makes
it possible to state presuppositions and distinguish separate problems.
First, it makes clear the sense of what I said in Chapter 1 about how we
took straight as primitive. We present the scanner with straight iines
only and simply give it the ability to follow them. Thus, its output
is the same as that of an organism that recognizes and follows straight
lines. Moreover, this makes it clear that the scanner doesn't correspond
exactly to the eye, since the eye can't follow straight lines by itself.
Secondly, it is clear that the automaton is going to have to be able to
recognize when the scanner returns to a vertex that it has already reported
on. The main reason for having the scanner report all the distances and
angles was to give the automaton enough information to do this. It now
occurred to us that it would be wise to abstract from this problem, and
simply assume that the automaton has the ability to recognizé the same
point every time the scanner is on it without worrying how it accomplishes
this. This simplifies the automaton, but of even more importance in the

present context is that it allows one to greatly simplify the information

that the scanner gives the automaton. Many geometrical predicates, e.g.,

closed, connected, triangle, do not depend on the lengths of the particular
line segments or sizes of the particular angles involved. We decided to
study these predicates, and hence dropped the reports of distances and
angles from the output of the scanner. Finally, it allows one to formulate
the scanning problem (how people scan figures) thai was menticned in
Chapter 1. 1In this context, it simply becomes the question of how the
automaton decides what instruction to give the scanner each time it reports.
We were originally very interested in this problem for several reasons.

Tt is not clear what a good method of scanning would be, or how people do
it, let alone how people learn to do it. Moreover, it seems clear that

the method would vary acccrding to what is being looked for and what has
already been found: e.g., one would look differently if one wanted to

know whether a figure contained a triangle than if one were interested in
whether it was commected, and if one were interested only in whether the
figure contained a triangle, he would stop scanning it after he found one.
Moreover, it seemed plausible to Welieve, in our particular case, that a

good method of scanning would simplify the learning. For instance, it would
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be easy to recogrize polygons if the scanrer went around the perimeters
of polygons. We failed completely t¢ make any headway in our attempt to
solve the scanning problem (about the only thing we could agree on was
that it would be good to use Follow rather than Search wherever possible),
and a little reflection convinced us that it was mistaken to tackle it in
the first place; it became apparent that as long as the whole figure was
scanned and vhe appropriate informarion stored, it mede lit*le difference
how this information was cbtained as far as processing it was concerned.
Thus, it seemed prudent to keep the problems of how the automaton used the
scanner to acquire information and how it processed this information
completely distinct, aud ccnceatrate our efforts on ouly one of them.
From consideration of examples like those mentioned above, we concluded
that processing the information was the first problem to be solved, since
efficient scanning depends on krnowing what to look for and hence having
some geometrical predicates already at hand. Besides, processing the
information seemed like the more interesting problem, and ignoring how it
was acquired allowed us to forgat about the scanner altogether. We now
simply regarded all the informanicn; excluding distances and angles, which
could be gotten from the scanner as simply given to the automaton. The
problem now was to decide in what form this information should be given,
i.e., how it shculd ve encoded.

The following suggestion and elementary results are due to George Huff.

Before giving the formal definition, let me first give an example. Take

the figure_::jz:zgir_, "'he idesa is to label esach vertex with capital
&

letters, saxa ¥ ,and put one elemeni in the coding for each line,

i.e., {AG, GCH, ABCTE, RF, HD} would be a coding for the figure. One

could substitute GA for AG and still have a coding, but it is important

to have only one element ¢f tne coding for each 1line in the figure. To
exclude the possibility of putting two elements for each line into the
coding is the rzason for ordering the vertices in the original figure.

Any other method of achieving “his would also be satisfactory. Morover,

it would also be possible, in the above example, to label the vertices

a different way, as long as one uses A-H, and to get different codings this
way. . All such codings would ve equivalent, as the following theorem shows.
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Suppose X is a figure with vertices VyeVgeo oV simply ordered in
some way.

Definition: 2% is & coding for a figure X if % is a set, and there

is a 1-1 function C(Z X) which maps the vertices of X onto an initial
24
segment of the Roman alphabet of capital letters (with its usual

order, subscripts if necessary) such that % = [Cﬁl)c(vie)...C(vim):
vil,vie...vim denotes a line in the figure X with endpoints such
that vil precedes vim in the ordering of the vertices and central
vertices v, «..v, in that order from v, }.

2 m-1 1
Definition: 2BX iff % is a coding for X.
Definition: %= # iff there is a figure X such that 2RX &}LRX.

Note that "=" is reflexive and symmetric.

Lemma: % = V iff there is a permutation p of the vertices of % such

that px = ¥ , where px = {p(Ail)...p(Aim): Ail.. .Aime 0.
Proof: = Denote the vertices of % by Al...An, those ofy by Bl"'Bn'

(Al...An] = {Bl...Bn). Suppose there is a figure X such that 2RX &;’-Rx.
Define p by p(Ai)=BJ iff there is a vertex of X such that ('}z(v)=l\i & C¢v)=B'j.

Clearly p is a permutation of Ai'“An' Suppose p(;\:‘.l)...p(l\i ) € p%
_ m
ThenA Y =C(V. )...C (V ) €Z, SO V., ¢..V is a line in X.
il im % i, x im 1l lm

Therefore Cylv )Cyﬁ =B, ...B, el . But p(A, )...p(A, ) =
}‘ i1 im Jl Jm v il im

BJ ...BJ . Hence, PZ‘?'- Similarly for ,’Q P,
1 m

& Suppose there is such a permutation p. Let X be such that 2RX.
Want to show % = p% is such that yRX Define C}‘as follows: C,(v):p(cxv)).

Lety':L = [Cy(vi )...C’((vi ): vy ++-vy is e line in X). Show?:}l«l.
1 m 1 m

39




-

1f C, (v, )...Colv. ) €4,, thenv, ...v. is a line in X, so
? ll ?' 1m #l ll 1m

C24vil)...cx

Thus §, ¢ §- Similarly ¥sY,.

m

Corollary: -"s" is an equivalence relation.
Proof: Need to show transitivity. If xzy& Y =% then theére are

permutations p,,p, such that pl_xzy, p2?=}1 Thus, pzpljf‘)' Q.E.D.

It is now possible to define a mapping S from the set of figures into

the equivalence classes of codings by S(X)=[2ﬂ, where % is such that

2RX. S induces an equivalence relation on the set of figurés defined

by X=Y iff S(X)=S(Y), i.e., X=Y iff any pair of codings for X and Y are
equivalent. What these equivalence classes look like and what group of
transformations the above equivalerice relation remains invariant under
we do not know. Certainly the group of transformations is not one of the
ordinarily geometrically significant groups.

We decided to take this coding as our final formulation and work
with it. At this point, we spent some time working on learning, tre
results of which are in Chapter 3, before returning to the coding.

The next question we asked was what would be a good way to recognize
geometrical predicates given only the coding. The answer would determine
to a large extent what we wanted our learning device to look like at
asymptote, and hence this is a crucial, ¢nd, as it turns out, quite
interesting, question. We concentrated on the predicate 'triangle,' or
‘triangle in context,! which is true if and only if the figure contains a
triangle. Given a figure that consisted only of a triangle, the three
vertices will be iabeled A, B, and C. The natural thing to do in this
case would be simply to teach the device to recognize the pattern AB,BC,CA.
This could be done by making the coding the input tape for a fairly simple
finite state automaton, which was highly desirable because we had been
dealing with finite state automata in our work on learning theory.

There is a problem even in this simple case, however. It is possible
that the figure is coded AB,BC,AC, or in some similar way. It occurred
to us that a good way to avoid this problem would be to put the coding
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into some canonical form, but theré is no natural way to do this for
even moderately complex figures and our efforts produced no way at all.
Thus, the device has to be able to recognize when different codings are
equivalent, and so already it is no longer a simple pattern-recognizing
device. Moreover, in order to deal with figures containing central
vertices, the device neceds the ability to break a line with one or more
central vertices into all its possible segments. For example, in the
coding {ABCD,AE,CE,BF) it would have to find the segment AC before it
could find the triangle ACE. This example also illustrates the point
that in complex figures the vertices of a triangle could be labeled by
any three letters, so that the device has to be able to recognize the
same pattern regardless of the actual letters. Finally, it is clear that
if one simply gives the coding to a finite state automaton as its input
tape, the automata will have to have more states the more complicatz=d the
figure becomes. Thus, the automaton will have to grow as the figures do,
and hence it wili be impossible to have an automaton with any fixed
number of states that will be able to recognize triangles in all contexts.
Hence, automata have much the same deficiency as perceptrons. Thus, this
natural approach has many difficulties and its main attraction, that it
connects naturally to the work we did in learning theory by way of finite
state automata, turns out to in fact lead to the very difficulty we set
out to solve, which is that no perceptrons of fixed complexity can recognize
predicates such as 'connected.’

In the above example, it is clear that BF and CD are not on any
triangle merely from the fact that F and D occur in only one line. We

called such segments 'legs,' and noted that in cases besides the present

one legs are irrelevant in the sense that they can simply be deleted
without changing the value of the predicate. Thus, we thought that the
device should have the ability to delete these legs. We were still at
this point thinking of the device as sort of running through all possible
combinations of three line segments looking for triangles, and ailowing it

to ignore some line segments would result in a great saving of effort.

This rather simple idea led to a rather fundamental cl.ange in our thinking:
instead of thinking of the device as a finite state automaton and worrying -
how it could learn to meke the correct transitions, we thought of the
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device as being able to perform simple operations and learning consisted

in combining these simple operations into more complex operations that
would be able to recognize the appropriate predicates.

At this point, we came up with a much better way of recognizing
triangles, which confirmed this change in our thinking. In final form,
this method consisted of picking a line in the .figure, taking the set of
lines that crossed this line, and checking to see if any vertex occurred
on two of these lines: if one did, there was a triangle, if not, the
original line could be deleted and the process repeated to see if there
were any triangles in the whole figure. Moreover, if a vertex is found
that does occur in two lines in the set, it is easy to find the other
two vertices of the triangle, and hence if the device has an output
mechanism,."it can in fact list all the triangles in the figure. This
method indicated to us that it would be fruitful to think of all the basic
operations as being set-theoretical in nature, since what is required in
the above method is only the ability to form sets and make deletions.

We next discussed the types of simple operations in general terms.
I will give the final result of this discussion, although it didn't come
out ﬁntil later. Originally we had in mind three types of operation:
set operations, deletions {erasing line segments), and constructions
(adding line segments). The first two can be done entirely within the
coding, i.e., it is not necessary to go back to the figure from which
the coding was obtained to do these operations. This is not true of the
constructions, for one can't tell from the coding for a figure if a line
segment that is added between points on two lines will intersect other
lines in the figure or not. A machine that can make constructions is
more powerful than one that can't; in particular, there are two obvious
things it can do that & machine without this ability couldn't: it can
recognize whether a poiygon is convex or concave (by connecting all its
vertices and seeing whether or not all the added lines intersect) and the
inside/outside of a polygon (for a convex polygon it is possible to
draw lines to each of the sides without intersecting the polygon from &
point on a line segment if and only if that segment is inside, and

combining this with the first construction takes care of the concave case,)
A machine without this ability can't do this since the figures in each
b2
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of the following pairs have the same, i.e., equivalent codings:

1) > 7 2) /\\/\ . We decided to ignore the

construction operations, which has the effect of ignoring the figures

and seeing what can be done with the coding alone. We next discussed
whether we should have generalized or parameterized deletion operations.
To take the legs example, a generalized deletion operation would simply
delete all legs at once, and repeat this until all legs were removed,
while a parameterized operation would remove one leg at a time, the
particular leg being removed having to be specified by itvs endpoints
(the parag;ters)n We chose the parameterized version since it is more
powerful {it can do things the general operations can’t), simpler
(everything can be done with one operation), and less arbitrary (Jjust
which general operations to allow would be tc a certain extent an
arbitrary choice). Furthermore, this type of deletion allows for more
learning, since less is built into the machine to start with, which ig
good since it is intuitively the more natural approach, but bad since the
learning is complicated. The choice was confirmed when we discovered
that the parameterized deletion rules could be easily formulated using
the set operations.

The above work was a joint effort of the three of us. Now definite
problems had been defined and a definite framework for sclving them set
up. The rest of this chapter is concerned with my attempt to solve these
problems and is my independent contribution to this problem.

The problem now was to see how much could be done within the framework
we had agreed on. A formally nice approach would be to write down the .
basic operations and the ways they could be combined to get morz complicated
routines and then prove that a device that could do these things could
recognize in a reasonable way the predicates that it intuitively ought
to be able to. Such an approach proved to be unfruitful, however. First
of all, a coding is essentially a set of n-tuples, so that any set-
theoretical operation that can be performed on a set of n-tuples can be
used on a coding. Specifying particular operations adds very little to
an understanding of the present probler. Secondly, the selection of

particular operations is primarily a question for the learning theory;
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operations will be chosen not for their mathematical elegance, bvi because

they facilitate the learning of geometrical predicates. Moreover, to
choose them intelligently requires that one knows what routines are

needed to recognize the desired predicates, and this was lacking at the

time. Finally, allowing all set-theoretical operations is adequate for
determining which predicates can be recognized from the coding, for it

is obvious that whatever can be recognized can be recognized using them.

This is an interesting problem, and solving the other problems satisfactorily
depends on its solution. For these reasons, I allowed myv=1f to use any
set-theoretical operations which seemed useful in dealing with codings.

The first thing to notice is that since we have deletion rules, the
definition of a coding requires a slight alteraiion; it is no longer
desirable to require that the coding be an initial segment of the alphabet.
The reason is that even though the coding of the original figure satisfies
this requirement, figures obtained from it by deleting segments don't
necessarily satisfy it, since it is possible to delete all the segments

containing a certvain vertex and still have vertices with labels from

later in the alpnabet left. Relaxing this requirement doesn't effect
Huff's esults, except that p cannot be taken 1o be a permutation, but
instead, must just be a 1-1, onto map from one subset of the labels for

vertices to another. For notational convenience, I am going to restrict

B R

the set of labels for vertices to capitals from A-H {with subscripts), and

call this set T.

!&‘ﬁm

One can regard a coding as either a set of words of 1 or as a set

of n-tuples of elements of I. The first method is more natural when one

is dealing with automata, but the second way is more natural in the ‘%
present contexit, since the operations are set operations. Thus, what I -
wiil now call a coding is the set of n-tuples obtained in the natural ﬂ%
way from the criginal coding. I will write these n-tuples the same way -
as they were written in the original coding, e.g., ABC. 'E |

Definition: An n-tuple b of elements of I is a line iff n > 2

and no element of I occurs more than once in b.

. Y
WA

Thus, every coding for a figure is a set of lines, but the converse

is false. A trivial way a set of lines could fail to be a coding for a

A s

figure would be to have a vertex occur on only one line in the set, and
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on that line as a central vertex, e.g., (ABC} is not a coding for a
figure. I shall call a set of lines with no such vertices a good set
of lines. This example shows that a subset of a coding is not necessarily
a coding. There ore, in fact, good sets which aren't codings, but I will
return to this question later. I use small letters b-h as both names and
variables for lines, U to denote a coding and V to denote an arbitrary
set of lines. Thus, operations that can be performed on V can also be
performed on U, and thus definitions that apply to V apply also to U.
There are a couple of obvious things that apply to any coding.
Given any line in a coding, it is easy to tell the labels for its endpoints
from the labels for its central vertices, since the former are the first
and last elements of the n-tupie, while the latter are the remaining
elements. It is also easy to determine the number of lines a vertex is
on; simply count how many times it occurs in the coding. A formally
better way would be to form the set of all lines on which it occurs, and
take the cardinality of the set. I now want to restrict my attention to
codings for figures that have at most two lines intersecting at each
vertex, i.e., in which no vertex in the coding occurs on more than two
lines. Thus, each vertex can be classified into one of four categories,
depending on how many lines it occurs on and whether or not it is an end
or central vertex on these lines. The four categories are single-end
(occurs on one line), double-end (occurs as endpoint on two lines),

double-central (occurs as central point on two lines), and end-central

(occurs as endpoint on one line and central point on another). Notice
that the remark in the preceding paragraph amounts to saying, in this
terminology, that single central vertices cannot occur in a coding for
a figure. These four categories are exactly the categories (see p. %6)
a,b,d and c, respectively, that the original scanner sent to the
automaton. Thus, presenting the automaton with a coding is in fact
equivalent to presenting it with the information that it could get from
the scanner, minus the distances and angles, which is what we wanted to
do. TFor convenience, I will henceiorth say "A is in V" instead of "A
is on a line in V," and use the phrase "remove A from V" to denote the

operation of replacing all n-tuples of the form gAr by the n-tuples qr.




The parameterized deletion operation can now be stated precisely.
This operation on the coding corresponds to erasing a simple line segment,
one with no central vertices, on a figure for which it is a coding.

Definition: AB is a simple line segment in V if there is a

b ¢ V such that b = qABr, where q,r are n-tuples of elements

of I, n > 0.
Intuitively, there are three cases: q,r both empty (AB is the whole
line), only one empty (AB is the last segment on a longer line), and both
non-empty (AB is in the middle of a longer line). Originally, I wrote
four operations to cover these three cases (two rules for the second case),
but the following rule covers all the cases.

Deletion Operation: To delete simple line segment AB from

B, form the set V' by replacing qABr with the two elements

qA,Br; form V" by deleting all l-tuples from V'; remove all

single central vertices from V".

V' is not necessarily a set of lines. V" is a set of lines, but not
necessarily a good set, but the final result is a good set. More
importantly, assuming that one started with a coding, the final result
is a coding. Indeed, the result is a coding for the figure obtained by
erasing the segment AB in any figure which U is a coding fer. The |
converse is not true; it is possible to obtain a coding by deleting a
segment from a good set of lines that is not a coding, as I will show
when I take up this question later.

This parameterized deletion rule can do whatever any generalized
deletion operation could do. A generalized cperation deletes all simple
segments of a certain type. Obviously, some restriction on the
classification of simple segments is necessary to make these operations
meaningful basic operations, e.g., one wouldn't want a basic operation
that said delete all segments on a hexagon. The natural restriction to
place on the classification is that it can depend only on the configurations
(see p. hS) at each endpoint. Since it is possible to recognize the four
types of vertices from the coding, it is possible to recognize the 16
types of simple segment. Hence, any of the 16 possible generalized
deletion operations can be performed by deleting all segments of a certain
type one by one.
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I now want to state formally the informal methcd of recognizing
triangles that was mentionad above. By saying that there is an effective
procedure for recognizing triangles from the coding I mean that there is
a way of actually listing the three vertices of each triangle. This is
a slight departure from the learning set-up we criginally envisioned,
which consisted simply of yes and no answers, but there are three reasons
for it. First, only slight additions are needed to 2 procedure that can
answer yes or no correctly to the question "Does U centain a triangle?”
to get a procedure that can list the vertices of each triangle. Secondly,
it is possible tc ask a question like "1g there a point which is the
vertex of 7 triangles? that is answered most naturally by listing the
triangles. Finally, as is obvious in the case of connectedness, being
able to list the information about simple predicates is a big help in
being able to give yes and no answers about more complicated predicates.
The actual names of the vertices that the device uses are internal to
it, but it could identify the vertices by location so that it would be
possible to directly check to see if it was actually recognizing the
predicate correctly. Otherwise, this could be checked indirectly by
asking questions like the one invoclving seven triangles.

Theorem 1. There is an effective procedure for listing all

the triangles in a figure from the coding for the figure.
Proof. Pick a line b from U. Form the set U-{b), and take all the

lines in this set whichk have a vertex in common with b, getiing a set W.

Every vertex A which occurs on two lines in W is the vertex of some
triangle. The other two vertices are the ver>ices which the lines A is
on have in common with b. All triangles which have a segment of b for
a side are found by this procedure, 50 now it is possible to delete b
and repeat the procedure, and thus get all the -traingles in U. This
process terminates since U contain.: only finitely many lines. Q.E.D.
This proof is given for the case where at most two, lines meet in
a point, but it generalizes easily to thé general case (where any nuﬁber
cf lines can meet at a point). Simply form the set of lines crossing a
given line as above, and for each verte:. which cccurs more than twice in
this set each pair of lines which meet at ~his vertex are the sides of a

triangle. The next theorem is important for two reasons: it plays a
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crucial role in later work, and it was this predicate that perceptrons

e

failed on. For these reasons I give a detvailed proef. First, the

Py T

required definition.

Definition: A coding is connected if there is a sequence ~E
<bo’blf"bn> for every pair of lines c,d such that bo=c, "
bn=d and for all i, I<i<zn, bi has a vertex in common with 3
b, ; and b, g i
Since the figures we are dealing with contain only straight lines, a '§
figure is connected if and only if the coding for the figure is :

connected.

Theorem 2. There is an =ffecvive procedure for listing the

compornents of a coding U, and herce for recognizing connectedness.

Proof. Pick a line b in U. Define the sets M

follows: M.={b}, N .=U-M..
1 i i

a line in Mﬁ}, N, .=N.=M,

4 Ni recursively as
Mi+l={ceNi: ¢ has a vertex in common with

These sets can be found in an effective

i+l i i+l
way from the coding. The Ni are a decreasing seguence, i.e., for all
i, Ni+l§ Nio Since U has only finitely many elements, there is some
number m such that Nm+l=Nm“ ey p e the least such number. I claim :

that U—Np is a component of U. To establish this I must show that -
U--Np is comnected and that no iine not in U--Np is connected to a line .
in U-Np, This requires three simple lemmas.

Lemma 1. For all n, U-Nn= Proof is by induction on n; but I

é%gﬂi'
omit it. -

Lemma 2. éépmi i3 ccnnected. Proof by induction on n.
=1. 2 .=' x ted.
a. n=1 i%gyl {b}, and is connected

b. Suppose ighMi is coanected. Show ifg+lMi is connected.

T will show that any wwo lines in M are connected, which is the

n+l
hardest case. If bo,bm are 1n Mr+l’ then they each cross at least one

line in Mn’ say bl, bm- , respectively. By assumption there is a

1

sequence <b1"’nm-1> which connects 1 7o) bm-l' Thus, the sequence

<bo,bl...bm_l,bm>'connects bO 0 B
1 Mp*l=o since Np+l=Np'Mp+1= b
since no line crosses an element of the empty set. Thus, for all k>1,

Mp+k=0 .

N . But then M

Lemma 3. tiﬁmfigpm p+2=o,
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That Upr is connected follows from lemmas 1 & 2. Suppose that a line c
is connected to a line in U-Np. Then it is connected to b, so there is

a sequence b_...b of lines that cross, where c=b_. Hence, ce UM, and
m m j<m 1

0
thus, by lemmas 1 & 3, c €eU-N_. This process can be repeated

on Np, and then again, until :ll components of U are found. U is connected
if and only if there are O or 1 components. Q.E.D.

Notice that this procedure makes no use of the fact that only two
lines intersect in & point, and hence is good for‘the general case,
Also, given this theorem, it is easy to tell if a line seguent AB is on
a polygen in U, since AB is on a polygon if and only if the component
of U containing AB is non-eﬁpty and connected after AB is deleted.
Moreover, as will be useful later, it really makes no difference whether
or not U is a coding, but the same definition of connectedness and the
same procedure will work for an arbitrary set of lines. Incidentally,
this theorem shows that our particular approach and the perceptron
approach are incomparable, i.e., that neither can do everything that the
other can. Our approach can reeognize connectedness, while the perceptron
approach can't; but the latter can recognize the predicate 'rectangle,!
while our approach can't.

I tried to extend the procedure for recognizing triangles to a method
for recognizing all types of polygons by addine lineo to a@given line as
in Theorem 2. This makes it necessary to treat polygons with an even
number of sides separately from those with an odd number. %o get
quadrilaterals, for instance, one wou.? *ake all the lines that cross two
lines in the set of lines that crnss tk+~ original line b. One would get
pentagons by taking all lines, except b, that cross a line in this set,

and seeing if a vertex occurs twice in it. s _idea doesn't work out

since for quadrilateréls the following case would appear to
b

be & quadrilateral. The following pentagon would not get

recognized since four of its sides are added at once. Things get worse
as the number of side. increases, so this method proved to be infeasible.
I then thought maybe it would be possible to break the figure down

into simple regions, i.e., in L\ 2 \7¥ l, 2 & 3 are simple regions,
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and combine these to get all the polygons. This attempt led to the
discovery that 1t is impossible to recogrize simple regions from the

coding, since, for example, these two figures have the same coding but

different simple regions: é . Ef] At this point I

discovered a simple example of a good set of linéEJthat isn't a coding
(ABC,ADE, BE,DC},. Intuitively, this would be the coding for the figure

A F
p £
of lines can be converted into a coding by deletion, since (ABC, AE, BE)
would be the result of deleting DC, and it is a coding. TCharacterizing

with F omitted. This example also shows how a good set

necessary and sufficient conditions for a good set to be & coding is a
very natural problem that turns out to be quite difficult.

It is obvious that a coding contains enough information to enable
one to list all the polygons in a figure for which it is a coding. Since
it is impossible to recognize concave/convex, inside/outside, and simple
regions it seems that this is about all one can hope for, and so it seems
to be a good test of the adeguacy of ary learning device to sze if it
could learn to recognize all the polygons. Before trying to build a
device that could learn to do this, however, it would be nice to know
how to do it for oneself, and thus know what sort of things the device is
going to have to be able to learn.

After several fruitless attempts, I finally came up with a method

for breaking a figure into simpler figures. Take the figure szsg;ﬁs

and look at vertex A. It occurred to me that it would be possible to
replace this figure by three figures, in each of which a different simple

line segment containing A had been deleted, i.e., by"z:I’],/<:>; A:ifﬁs,

Now each polygon in the original figure is in one of the new figures,

and each can be gotten easily by deleting legs. In a more complicated
case, a polygon might be in more than one of the resulting figures, but
this duplication presents no problem. Notice that this breaking a
cjgure into several simpler figures allows for the possibility of
parallel computation, which is desirable. Moreover, it seems that this
method is fairly close to the method people would ucse in solving this
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problem, and certainly it is much more intuitively desirable than the

first method I tried.

I finally realized that the restriction to two lines meeting at a
point was unnecessary, since this procedure, like the triangle and

connectedness procedures, does not depend on the restriction. For example,

it is easy to break a figure like _ﬁ_binto D: ——D

Thus, dealing with the general case is really not much more difficult,

and in a way it is easier, since it led me to concentrate on general
features rather than on ad hoc devices for the special case where at most 3
+wo lines meet at a point. I henceforth dealt entirely with the general
case, and this led to a surprisingly simple procedure for recognizing
polygons.

Before stating the theorem, it is necessary to introduce some
notation and definitions.

Definition: AB is a segment in U if there is a line

b = aArBt, where q,r and t may be either empty or non-

empty.

Definition: P is a polygon in U if P is connected and

P = {segments: each vertex in P occurs in P twice and

only twice).
If U is a coding and P is a polygon in U, then the scgments labeled by
elements of P form the perimeter of a polygon in every figure for which
U is a coding.

Definition: A broken line is a set of simple segments

in which two vertices occur once and the rest occur twice.

Definition: A broken line is a leg if it is such that no

segment on it is on the perimeter of any polygon or part

of a broken line between two polygons.
The legs are the stray lines attached to one polygon. Thus, the terminology
is appropriate. It is now possible to state formally the ‘'delete legs
operation' I mentioned informally.

Delete Legs Operation: Delete all simple segments in the

coding that have an endpoint that is on only one line.

Repeat until all such segments are removed.
This operation can be effectively performed given only the coding for a
figure, and it deletes all and only legs in the figure.
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Definition: For each vertex A in U, A* is the set of all
simple segments containing A.

Definition: U-A* is the set of lines obtained from U by

performing the deletion operation on each element of A¥,

except that single central vertices are not removed.

Definition: A is a breaking point of U if U-A¥* is

disconnected.
Notice that U-A* is not necessarily a coding, or even a good set of lines.
However, it is simpler to leave the extra vertices in, and as remarked
after Theorem 2, connectedness applies to any set of lines.
Definition: If A is a bresking point of U and Ul""Un
are the components of U-A¥, then each set
@=%U{MGM:Fs%}mcﬂhmgcmmmmggg
Thus, all the components of A are codings since each U@ can be obtained
from U by deleting all segments of A* that don't have an endpoint in Ui’ and
then deleting the components of the resulting figure that don't contain A.
For notational convenience, let & be the cordinality of A, and given any
figure U let Ki,= {A in U: 3*333}. Also, for each component Ui of U=-A¥%,

let wi = {FeUi: FA z A%} and vi = (FA ¢ A%: FeUi).

Theorem 3. There is an effective procedure for listing all the

polygons in & figure U'.

Proof. I claim the following procedure will work. Continue this

procedure until no new codings are formed, and at this point C is

a list of all the polygons in U'.
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brezk U' into components

oo U i
Ul Un’ each 5 is a new coding

for each new coding delete legs

to get U

@ : list U in C}

No
pick AeKU

|

break U-A¥* into components
Ul' "Un’ take each Ui separately

=|

N,
UiU Vi is a

-

Yes

take each pair F, G in Wi

new coding

UiU {FA,GA) with single

central vertices
removed is & new coding

Ui\) {FG) with single central vertices
removed is & new coding

In talking about this procedure it is convenient to think of things
happening in stages. The arrow in the t.iow chart makes the beginning
of & new stage. Stage 0 is before the arrow is reached the first time,
stage 1 between the first and second times, etc. At each stage all the
new codings from the previous stage are processed simultaneously. The
proof that the procedure works depends on proving three lemmas about
what happens at each stage.
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Lemma 1. If one begins at the arrow with a coding U and vertex A,

then everything in the flow chart that is called a new coding is a
coding, and is in fact connected.

Proof. Every X claimed to be a new coding is of the form Ui union some
subset Y of Vi. If YEVi, X=UQ and is a coding. If Yc:Vi, X can be
obtained by removing elements in Wi-Y from U%. This is so since Ui was
gotten originally Uy deleting A¥* from U, but not erasing the single
central vertices as required. Thus, UiU {FG) or UiLi(FA,GA) is what is
obtained from Uﬁ by performing the deletion operation on the remaining
elements of Vi without erasing the single central vertices. When these
are removed the result is the same as Ué with ViIJ{F%,GA) deleted, and
hence is a coding since it can be obtained from a coding by using the
deletion operation. Moreover, X is connected since it is a component

U1 of U-A* union one or two segments that have one endpoint on a line in
Ui'

Lemma 2. Each element X listed in C is a polygon.

Proof. That each element of C is & connected coding with no legs follows
from Lemma L, the fact that comporents of U' are codings and because all
legs are deleted right before an element is put in C. Thus, no vertex
occurs on only one line in X. But no vertex occurs on 3 or more simple
segments in X since Kx=0 means that there are no vertices A such that
A¥*>3. Thus, there are no central vertices in X, because if there were
it would have to be a single central vertex because & central vertex is
on 2 simple segments in every line on which it is a central vertex,
which contradicts the fact that X is a coding. Thus, each vertex occurs
on exactly 2 segments. Thus, X is a set of segment$ and each vertex
occurs exactly twice in X, hence X is & polygon.

iemma 3. For each coding U at the bezinning of stage n, P is a polygon
in U if 2nd only if P is put in C at stage n or there is a new coding X
formed at stage n such that ? ‘s a polygon in X.

Proof. = Suppose P is @ volyzon in U. U has no legs and hence it is
either & polygon and goes in C, or it has a vertex A such that ﬁzj.

There are two possibilities.
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i) A is a breaking point of U. In this case P is a polygon in Ué for
some i. Parts of P cannot be in two different components of A, since if
they were these components would not be disconnected when A* is deleted,
and hence would actually be only one component. There are two
possibilities: no segment in A* is on P, in which case P is in each of the
new codings formed from Ui’ o: two segments in A¥ are on P, in which case
P is on the new coding formed when this pair of segments is chosen.

ii) A is not a breaking point of U. Then there is only one component,
which implies that P must be in one of the new codings by the above
argument .

If P is put in C, then P=U and hence P is a polygon in U. If P is
a polygon in some U%, as it is if it is in a new coding X, then it is a
volygon in U,
By repeated application of Lemma 3, it follows that the set of polygons
in some new coding formed at stage n union the sst of polygons put in C
on or before stage n equals the set of polygons in U'. The only thing
left to show is that at some stage m rio polygons are in new codings
formed at stage m, i.e., at some stage m no new figures are formed.
This follows since for each new figure Ui formed from U at stage n
ﬁ;<ﬂ_§, since Ae Ky but A AKUi. So if ﬁd\l, the process will terminate
on or before stage n. Indeed, the routine is set up so that this will
happen. Thus, at the first stage no new codings are formed, all the
polygons in U' are in C. Q.E.D.

There are several comments I would like to make about this procedure.
The memory requirement is much greater than it was for the connectedness
procedure. It is now necessary to store the original coding, the new
codings and the list of polygons. The polygons could be put in the output
as they are formed, but because of duplication it is still necessary that
the device knows what has already been printed. The memory requirement
for the nu« codingg could be reduced by processing one new coding at a
time, but this would greatly increase the computation time. It would be
very desiru»l' to eliminate the duplication that occurs in this procedure
to save tire and cut down the memory requirement. It seems to me that
the result:ng procedure would be very close to what people actually do,

but I was Lnable to come up with a good way of achieving this economy.
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Also, the idea of an irrevocable deletion has been lost. Now the coding

is divided into parts and different things are done to the parts and then
they are recombined. This is a more powerful procedure, and it is
intuitively plausible since 1t is possible to ignore part of a figure
and analyze the rest of it, and then analyze a different part if this
doesn't lead to satisfactory results. An interesting problem concerning
this procedure was suggested by Professor Jaskko Hintikka: In the
procedure given, the vertex A around which zhe coding is decomposed is
chosen at random. It seems reasonable that certain strategies for
choosing A would leadto a more efficient procedure than random selection.
In particular, it seems as if it might be wise to choose A so that it is
on the greatest number of simple segments. I have no concrete results on
this problem, however.

I next tried to solve the representation problem, i.e., find
necessary and sufficient conditions for a good set of lines to be a
coding. The attempt has led to many interesting results, but as of now
it has not produced the desired thesoram. I will now cover some of the
work I did for three reasons: many of the results are of independent
interest, listing some of them will serve 1o indicate the complexity
of the problem and perhaps be of use to others who might be interested
in this problem.

The first thing to notice is that the size of the figure makes no
difference since the figure can be expanded or shrunken without changing
the coding. Also, there is no problem in constructing a figure that
contains no polygens, for one can just start anywhere and draw the lines
and ruvn into no problem of lines that aren't supposed to intersect
intersecting. Some of the lines may get pretty small, but this is of
no theoretical significance. Thus, it would be nice to have a list of
all the polygons for any good set of lines to aid in determining if it
is in fact a coding. The procedure of Theorem 3 will produce such a list,
however, since on closer examination of Theorem 3 it is clear that it is
not essential that U' or all the new codings are in fact codings. It is

also true that legs can always be added to any figure, even 'legs' like

-{:::], for the square can be shrunken arbitrarily small and so this

case 1is really no different from the case of an ordinary leg.
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Tt =epems tc me thet the best approach tc this problem is to take the
cr.1ling apart at all its breaking points and try to draw a figure for each
component separately, and then try to fit them together to get the
desired figure. There are two difficultics that could arise: the
breaking points could be inside a polygon in both components, e.g., if

in the coding for a figure containing x [:égiz there were a

line between A and B not crossing either square, or if A and B were the
same vertex, then the alleged coding would not actually be a coding for

any figure. Also, two concave polygons can't always be Jjoined, e.g.,

f; > ‘ can't be jJoined at the marked points. Trying to

see which angles could be fitted together led to the following result,

which shows there is no problem for angles less than 180°.

Theorem 4. If U'is a coding for a figure F in which amle @ is

less than a straight angle, then U is a coding for a figure G in which

a <¢® and a figure G' in which @ >1800- €9, for any e >0.
Proof. ILet b,c be the sides of @ and A be their point of intersection.
Draw a line through the endpoints of these sides and take this to be the

x-axis and the perpendicular to this line from A to be the y-axis.

Every vertex in this figure has a coordinate (x } in this coordinate

1731
system. For any positive number r, if we set up a similar coodinate

system and give each vertex coordinates (xi,ryi), and connect them the
same as in F, the result will be a figure F' with the same coding. The
only thing to check ic that points that lie in a straight line in the
first coordinate system have their images in the second coordinate system
lying on a straight line. I omit the verification of this point. If r
is small enough, @ will be very close to a straight angle. Specifically,
take the shorter of the two lires, say b, and choose r so that
rh<:xbsin(e/2). Then the resulting figure is an appropriate G'. By
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taking r very large one can get an appropriate G. Q.E.D.

As an immediate corollary, we get that a similar result holds for angles
greater than 180°.

The intuitive meaning of this theorem is that all angles in a figure
less than (greater than) a straight angle are indistinguishable in a
coding for the figure. Thus, for each vertex of a polygon the most one
can determine is whether or not the polygon is concave or ccanvex at that
vertex,. The case where all polygons are convex is simpler than the
general case, so it seemed to me that it would be good to consider a
figure in which as many vertices as possible were convex. If a vertex
is inside a polygon not much can be done in this regard, for the vertex
will then be on at least two polygons (assuming the coding is connected
and has no legs or breaking points) and will be concave on one and convex
on the other. Hence the following definition was framed with the idea
of applying it to polygons which have no part of their perimeter enclosed
by other polygons. I call such polygons outside polygons.

Definition: A is concave in U if for every figure of

which U is the coding everx}yq}ygon P of which A is a.

vertex is concave at A. )
Thus, if A is a central point in one of the sides of P, it is still

regarded as being concave, since the following figures cannot be joined

at the marked point: <::] {:::>. It may seem that there would be

no other concave angles, but this is not so. If U is a coding for this
figure EEA then A is a concave angle. For angles on an outside

polygon, the idea was to choose a figure in which that angle is convex,
if possible.

Other examples like the above one convinced me that an angle on an
outside polygon is concave if and only if there is a straight line passing
through it. If there is no such line, it seems one could bend the figure
out without altering the coding. A proof of this is currently liacking,
however. For vertices inside a polygon, I say that vertex is acute if
there are two adjacent simple line segments coming from that vertex in
some figure for which U is the coding which are more than 180° apart.
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The idea is that it would be possible to attach a component with that
vertex concave to such a point, but not otherwise. I think it could be
shown in a way similar to the method of establishing the first result
in this paragraph that A is acute if and only if there is no polygon P
such that there is a line from A to each of the vertices of P.

If we now call an angle acute also that is ccnvex but on an outside
polygon, the following condition is necessary and sufficient for the
result of combining all the components to be a coding: if A is a breaking
point in U, Ul”’Un the components of A, then U is a coding if and only
if each of the Ui is a coding and i) at least n-1 of tne Ui are codings in
vhich A is on zhe outside of U,, and ii) at least n~l1 of the U, are

. i
codings in which A is acute. Each Ui is here regarded as having no legs,

and hence each figure for which Ui is a coding will be enclosed by some
polygon, and A is on the outside of Ui if there is a figure in which A

is on the outside polygon. The above unestablished results would give a
way of determining these conditions from the ccding, and hence this would
be a good way of decomposing a coding with bresking points into simpler
codings.

The problem now is to determine which of the components are codings.
These have no legs and no breaking points, and thus they are enclosed by
a polygon. In the simple example cf a gocd set that isn't a coding, it
is impossible to draw a figure for it without having tc have some point
both inside and outside some polygon. Other examples convinced me this
was a general phenomensa, and so I thought it would be wise to see what
restrictions the coding places on inside/outside relationships. Given
;this, there is a natural starting point for a coding that contains no
breaking points or legs, since the polygon which encloses a figure for
which it is a coding will have to be such that it is possible to have
everything inside it. The simple example of a good set which isn't a
coding has no such polygon.

This led me to define P¥* analogously to A* and component of P

analogously to component of A.
Definition: P* = {simple segments with at least one endpoint on F}.
Notice P itself is included in P*.




Definition: U-P* is the coding obtained from U by deleting all
the elements of P* except that single central vertices aren't
removed - .
ﬁefinition: UE is a component of P if Uli°=Ui (a qgmponent of
U-P*) U {XY¥: XY ~P*,X in Ui}, or U} ={XA: A is not on P or any
of the components of U-P*},
Tt i3 now possible to state the followingxestkaions<z1outside/inside
which can be determined directly from the coding.
Definition: An assignment of inside/outside to a polygon P in
U is consistent if and only if for A,C not on P, B on P and Q
any other poiygon in U the foliowing conditvicns are satisfied:
1, If B1s not a vertex of F and ABC cU, then A is inside
F if and only if C is outside P.
¢ 2. 1f B is a vertex of P,'ABC<:U, then P is acute at B
implies either A or C is outside P and P is concave
at B implLies either A or C is inside P.
3, If AB is an extensicn of a side of P, then F is acute
at B if and only if A is ouiside P and B is concave if
and only if A is 1inside F.
i, Poinls on the same component of P are on the same
side of P.
5, 1f P is inside Q, then Q is outside P.
6, If P and Q don': intersect, then either P is outside
Q@ or @ is outside P.
7: If two components of P have three points in common,
then they are on different sides of P.
8, 1If Al’ A, A5 and A, occur in order on P, and A, and
A5 cUl and A2 and Ah eUé, then Ul and U2 are on
opposite sides of P.
9, P is concave at most n-3 places if P is an n~gon.
These are necessary conditions to be able to draw a figure for U
without violating inside/outside. I don't believe they are sufficient,
and in any case I can't prove that they are, which is the hard part.

I do not see any obvious way of proving that a set of conditions is
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sufficient, and this is the main problem. The thing to do would be to
show that it is possible to draw a figure if the conditions are met,
but there is no clear way of going about this. It probably wouldn't
be too difficult to make a list of necessary and sufficient conditions
once one had some idea how to do this,

A different approach to the representation problem would be to start
from one of the well-known axiom systems for Euclidean geometry and sce
what conditions a good set of lines must fulfill in order to satisfy these
axioms. However, the axioms apply to particular figures, while the
problem under consideration is to see if there is any possible figure of
which a given coding is a coding. Thus, if one atiempted 1o draw a
figure that had a given coding, the axiom system could tell if and when
this particular attempt went wrong. The only way this would be of help
in solving the representation problem would be if one had a way of
listing a finite number of 'possible figures' for each coding. Given
such a list, it would be possible to determine if there was a figure of
which a given coding was a coding by simply runuing through all the
possibilities. It seems plausible that for any given coding there is
a method for listing a finite number of figures. Indeed, results like
Theorem &4 should be useful in the athempt “o find such a method.
However, there is no natural way of constructing such a list, and it
seemed to me that the approach 1 tried was more likely to be successful.

The basic idea behind my proposal for solving the problem of abstract
ideas, for the limited ccntext I have considered, is quite simple.
Essentially, it consists of identifying the abstract idea of triangle
with the procedure given in Theorem 1 for recognizing triangles and the
abstract idea of polygon with the procedure for recognizing polygons
given in Theorem 3. The problem with this is that it is obviously
possible to give procedures that are variants of the procedures of
those theorems whict have the ssme end result. I would be completely
arbitrary to single out any of the particular variants as the abstract
idea.

In the following éiscussion, 1 will restrict myself to the abstract
idea of triangle, but the same things are true for the abstract idea of
polygon. There are two ways out of the above difficulty. The first way
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is to identify the abs“ract idea with the class of all procedures that
recognize triangles. This has the result that there is only one abstract
jdea of triangle, which is the view of Locke, Berkeley and Hume and many
other philosophers. Indeed, it is the belief that there is only one

procedure which justifies the terminology *1he abstract idea.'

Tt seems to me very unsatisfactory to identify the abstract idea with

a class of any type. Moreover,‘upon reflection it seems that it is
mistaken to believe that there is only éne abstract idea of triangle, and
hence I think the terminology 'the abstract idea' is misleading. As far
as T can see, there is no compelling reason for holding that different
people who can recognize the same property have the same abstract idea.
The property of being a triangle is an objective property of figures,
while the abstract idea is a subjective mental disposition of a device
that can recognize triangles. Thus, the natural thing o do is to speak
of a particular device's abstract idea, and hence io reiativize the
notion of abstract idea to parti-:ular devices. The correct terminology
would be 'the abstract idea of device A,' not simply 'the abstract idea.'
To justify introducing the phrase 'the abstract idea,’ would require
conclusive evidence that all devices have the same abstract idea. This
is seemingly going to be impossible to obtain, as there certainly are
different ways to recognize the same property and nothing to indicate
that there is a particular ones that all devices happen to use..

This use of the term 'abstract idea' may seem a litile stranrge.
However, since the traditional use presupposes that it is part of the
meaning of 'abstract idea' that for every property there is only one
abstract idea and yet wants to maintain thai an abstract idea is mental,
it seems thav this use is misiaken, It seems to me that the crucial
notion that must be saved is tha* an abstract idea is mental (a property

of a device), and hence I have chosen to use 'abstract idea' relative

to different devices. To be technically correct, one should really speak

of 'the abstract idea of device A at time t,' but this is a detail I
shall ignore.

S+ated rrecisely, my proposal is to identify the abstract idea of
a device A wi.h the procedure that A uses to recognize the appropriate

property., For recognizing triangles, such a procedure would not have to
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take into consideration the specific properties of any particular
triangle. Certainly the procedure of Theorem 1 doesn't, and for any

other procedure that is similar to it in this regard the problem of the
abstract idea having specific properties, which bothered Berkeley and Hume,
does not even arise.

T will now show that a device B that uses the procedure of Theorems
1 and 3 acts in an intuitively appealing way. It seems to me that
people act in roughly the same way, but t.is is pure conjecture. First
of all, Hume hac great difficulty with the abstract idea of triangle,
but the idea of polygon is even more abstract, and there is no way to
account for such an idea in his theory. The procedure of Theorem 3
solves this problem, since it is B's abstract idea of polygon. Moreover,
this procedure has the very desirable property that it recognizes that
a figure is a polygon before it recognizes how many sider i* has. The
desirability of this isn't obvious when one considers triangles, but it
is if one considers Hume's example of a chiliagon, which is a thousand-
sided polygon. Hume points out that people could recognize a chiliagon,
but not by comparing it directly tu some picture in their heads. Rather,
they would first recognize that the figure was a polygon, and then count
the sides to see that it had a thousand.. If beside the procedure of
Theorem 3, B had the ability to count, then it would proceed in the same
way. This is another reason I believe that the procedure of Theorem 3
is close to the way people actually operate.

Another gap in Hume's theory is that he has no way of accounting
for the fact that 'triangle' is a special case of the more general
predicate 'polygon.! This is also solved in the case of B. Ordinarily,
B uses the procedure of Theorem 1 to recognize triangles, since it is
much quicker than using the procedure of Theorem 3 to recognize that the
figure is a polygon and then counting to see if it has three sides.
However, both procedures will in fact recognize triangles. The latter
procedure shows that ftriangle' is a special case of 'polygon,' and since
the former is equivalent in that it recognizes the same pre.crty, it

too is 2 special case.
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Thus, it seems to me that these procedures completely solve the

problems that worried Berkeley and Hume as far as the limited context

of the codings is concerned.

Insofar as the codings resemble the codings

people actually use, it solves the actual problem that Berkeley and Hume

addressed themselves to.
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CHAPTER 3

LEARNING THEORY.

The purpcse of cur work in learning theory was 1o modify and extend

the results 3Suppes obrained in Sivimulus-Response Theory of Finite

Automata (SRTFA).l I will give the main results of that paper and

sketch the set up used in its derivation, emphasizing the points of
particular relevance to the present Wwork. T will indicate the
alterations we tnought desirable, give our reasons for thinking this,
and then give an acccunt of the work we did-

As the title sugges's, Supp23' main concern is to shcw the
connecticn between stimulus-response (S-R) theories and finite state
automata (fsaj. TIn S-R theory, an organism learns in a series of
trials. Foliowing Suppes' formulation, what happens at each trial can
be described intuitively in the followirg way: the organism is in state
of conditioning C at 1he beginning of the trial, is presented with
stimulus 1, samples stimuli s, makes response T, receives reinforcement
e, and goes 1O the state of conditioning C'. As in SRTFA, 1 ise 5 10
denote tne set of possible stimuli, K to dencte ihe set of responses and‘
E 10 denote the set of reinforcements. An individual element of S is '
denoted by ¢. T and & are in generaL subsets of S, where se T. [ will
not go into the details cf the general S-R model, for later in this
chapter I give a modified version of this S-R model, and all the details

are spelled out there.

lPatrick Suppes, “Stimulus-Response Theory of Finite Automata,”

Journal of Mathematical Psychology, 6, 3, October, 1969.
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The intuitively correct way to make the connection between an S-R
model with & finite number of stimuli and responses and an fsa is to
think of the set of stimuli S as being the input alphabet A of the fsa
and the set of responses R as being its set of states Q. Technically,
this is not quite correct, for the axioms of S-R theory require a
special stimulus 00 to put the fsa in its initial state Ty and 00 is
thus not in A. The rest of the stimuli are. On each trial, the S~R
model gives one response, which is equivalent to the corresponding fsa
making ore transition. Since the transition an fsa makes is a function
both of the state it's in and the letter of A it is lcoking at, the
presented set T on a trial can't consist simply of elements of S, for
elements of S correspond to letters of A. Rather, in order to account
for the fact that a transition depends on the state of the fsa, T must
consist of pairs (r,0), since elements of R correspond to elements of
Q. Things are still very messy if T has more than one element, so T
is restricted to having one element. If T has one element, the sampling
axioms require that s=7, so one can say simply that a pair (r,0) is the
stimulus on trial n without worrying whether it is s or . The intuitive
meaning of the pair (r,0) is that r is the organism's previous response
and 0 is the present stimulus.

There are two other important features of the set up of SRIFA.

The set of reinforcements must contain a reinforcement e. for each
element r of R. 1 will discuss this feature later. Secondly, the S-R
model in SRTFA is an all-or-none conditioning modcl, i.e., there are only
two possible states of conditioning for each pair (r,0); either (r,0)

is unconditioned, in which case there is a positive probability of giving
each response, or it is conditioned to some response r', in which case

r! is given with probability 1. If (r,0) occurs and is unconditioned

and e ¢ occurs, there is a positive probability c of (r,0) becoming
conditioned to r', and if (r,0) is already conditioned, it remains
conditioned. Notice that in this set up no states are ever conditioned
incorrectly, since e, always occurs after (r,0) if r' is the correct
response. Once all the pairs (except those containing so) are conditioned,

the organism will benave exactly like an fsa. Indeed, one can use the
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conditioning table to construct the transition matrix of the fsa. On
this intuitive basis, it is possible to formally dzfine what it means
for an S-R model to become an fsa. Suppes does this, and using the
ordinary notion of isomorphism between automata, he proves that for any
connected fsa there is an S-R model with all its states initially
unconditioned that asymptotically tecomes isomorphic to it. The key to
the proof is to show that for some number n there is a positive probability
that each unconditioned state will occur in each sequence of n trials.
Since, on each occurrence, there is a positive probability that it will
be conditioned, it will eventually get conditioned. The details are
similar to those that are given later.

I+ is particularly interesting in view of the present work that
the result remeins essentially unchanged if a line?r learning model is
used, i.e., if the probability of responding r' whén presented with
(ryo0) is P and e, occurs, then the probability of responding r' the
nex. time (r,O) occurs is pr,(l-9)4-e, 0<9<Ll, and for r”¥ rt, the
probability is (lle)pr". Thus, the probability of giving the correct
response increases each time (r,0) occurs. In Tact, it approaches 1
as the number of times (r,o) occurs approaches infinity, and hence a
model of this type, though messier, will also at asymptote become the
correct fsa.

The main reason we felt that modification was desirable is that
the learning that takes place in this set up is of a rather simple
nature. The organism learns each appropriate response independently,
and hence doesn't nhuve to learn the task as a whole. Such a model is
not adequate to account for most human learning, since in the typical
experimental case with a human subject, the subject discovers a method
of doing the task on his own (which may remein unknown to the experimenter)
and it is not necessary that the experimenter should provide a particular
method of doing this, which in effect is what he is doing if he
reinforces the responses of a particular fsa. In particular, it is not
adequate for the learning of geometrical predicates in the way we had
in mind. As mentioned in Chapter 2, we were thirxing of a device

learning a predicate on a series of trials where on each trial a figure




is presented, a yes or no answer elicited, and reinforcement given
according to whether or not the answer is correct, which is determined

by whether or not the drawing has the predicate in question. Thus, there
are only two different reinforcements, not as many different reinforcements
as responses. Clearly, it will take an fses with many states to recognize
interesting gecmetric predicates, and hence just as many responses must

be possible in the S-R model. It is easy tc regard a model with many
responses as giving only yes and no answers, since all +hat is required

is to partition the set of responses into two sets, Ry i {or yes), and Rn
(for nc}; just as in automata theory, the set of states is partitioned
into the set of firal states and its complement. The problem is that only
one response is made; while the fsa obviously requires several transitions
to get an answer- Thus, we have to regard the organism as making

internal responses. There is in general nothing wrong with this, since
some such activity is obviously going on, but it is a real problem in the
framework of SETFA, which requires that every response be reinforced,

since it is impossible to reinforce an internal response. ¥Finally, there

prowel el eepel wEBE g WO W et eed

is one other reason it is undesirable to have to single out a particular

fsa beforehand: What one is really interested in is the S-R model

—

eventually learning toc recognize the predicate in question, and one is

indifferent as to how this is done as long as the metliod is reasonably

Sorm—y

efficient. Since there are many fsa's that can do any given task, more

than one fsa is in general acceptable.

b

To get an adequate model for the type of learning we wanted requires
changes in the set up of SRTFA. First, the notion of trial has to be

altered to aliow more than one stimulus to be sampled and more than one

Sk

response given on each trial. Intuitively, a trial now consists of the
fsa processing a whole tape, rather than making a single response. In
the case of a rat running a maze, for example, a trial now consists c¥

the rat going through the entire maze, instead of meking a choice at =

certain branching point. The way to accomplish this formally is to
introduce the notion of subtrial, and to consider a trial to consist oft
a series of subtrials. A subtrial corresponds to the trial of SRTFA as

far as sampling the stimuli and responding are concerned. This will be

evident from the axioms, for the sampling and response axioms are exactl
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the same as those of SRTFA except that S 'I'n, and r, (the sampled

stimuli, presented set, and response, respectively, on trial n) are

replaced by the corresponding notions Sn,m’ Tn,m’ and rn,m (the sampled

stimuli, presented set, and response on trial n, subtrial m). In this

set-up, it is convenient to think of the organism as having given initial

response T at the beginning of each trial, and thus ignore so. .
The organism's final response oa each trial is regarded as its

answer. The intuitive idea is that the final response corresponds to

the answer that the subject gives, while the_previous responses are

internal. There are only two reinforcements, correct and incorrect, and

whether the last responseis in Ry or Rn is the oniy factor which determines

which reinforcement is given. The previous responses are necessary for

the organism to know what the final response should be, but do not effect

the reinforcement. Formally, let m be the last subtrial on trial n, and

e. and e,., respectively, be the positive and negative reinforcements.

1 2

Then T me? the response on trial n, subtrial m is the final response
sMn

on trial n. Reinforcement depends only on T om €1 occurs if and only
sMn
if response T, is correct, i.e., if a yes answer is correct, then
b
r €¢R , and if a no answer is correct, then r €eR .
n,m, "y n,mp, n

This set- up has the property that all fsa's that can do the given
task are equally acceptable. It does not require that a particular fsa
be singled out as does SRTFA. What we do require is that the alphabet,
set of states, initial state and set of final states be given, and that
there is in fact an automaton with these four components that can do the
task tha* is to be learned. This is accomplished formally by introducing
the concept of a signature. The only thing we don't require is a
particular transition table. In SRTrA, the things we require are needed
to choose an appropriate S-R model, while the transition table is needed
to choose the appropriate reinforcement schedule. We have completely
changed the method of reinforcement so that we don't need the transition
table, but we need the other things. We still think of learning as being,
in a éense, the constructicn of a correct transition table, but this
construction must be accomplished with less information. Moreover, we

don't have to worry whether or not the asymptotic fsa is connected.
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Indeed, we don't even regquire that all states be conditioned at acymptote.
If at asymptote the S-R model is an fsa with inaccessible or unconditioned
states but that can do the task, we are perfectly happy-

There is a basic problem with this seit up; namely, how many states
should be available at the beginning of the learning sequence? There is
no problem with the alphabet, since it consists of the stimuli, and once
the number of states is determined, it is fairly easy to choose a
particular set of states, initial state and set of final states. However,
there are no general results in automata theory thst are helpful in
deciding how many states are needed to do a particular task, and we made
no progress in this direction. Even if such results were available, it
is not clear how to use them, since one wants the organism to decide on
the set of states itself (particularly since most of them are internal),
but it is not plausible that the organism would have these results
available to help it. Thus, the best approach migh®t be 1o have the
automata start out with a small number of states and add new ones if
these don't prove sufficient. The course we took was to sidestep this
problem and simply assume that enough stastes are present. It is clear that
having unnecessary states available will greatly reduce the rate of
learning, but they don't effect the asymptotic results we were concerned
with.

Our first step in arproaching tnis problem was o concentrate our
attention on the simplest possible non-trivial asutomata, since we thought

(correctly, as it turns out) that all the conceptual problems would show

up even in this case, These automata have two-letter alphabets (Ul and 02),

1wo states (rl and r2)

required that all input itapes have length two. There are thus four

, and one final (acceptance) stare (rl). We further

different input tapes, and 16 ways to partition these into acceptable and
unacceptable inputs. There are some interesting features in this se%: up.

If one takes ry as the starting state, as we did originaelly, and takes

{0101’0202} to be the set of acceptable tapes, then there are two automata

that will accept it, i.e., whose final response will be r. when presented

1

with 6191 or 6252, and Th) otherwise. These are
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ry r, r1 r,
rlal 1 0 rlal 0 1
r1a2 0 1 r102 1 0]
and
r201 0] 1 r201 1 0
r202 1 ¢ rza2 0] 1

Notice that each comnection is different, but that the final result
is the same. Secondly, it is not satisfactory to simply take r) as the
starting state, since there are acceptance sets, e.g., {0102,6201,0202),
whick are accepted by no automaton (of the type we are dealing with) with
initial state ryy but are accepted by one irith initial state ry- It would
be possible to add another state, but this is a complication it is best
to avoid. We decided that the best way to meet this problem would be
to first try to find an automaton with initial state ry that would work,
and if this fails, look for one with initial state Trye This method
requires the organism to only be trying to construct one transition table
at a time, which seems desirable. Finally, there are two sets, [olal,alqal
and (ogql,azaz}, which are not accepted by any two-state sutomaton.
Intuitively, these sets are very easy to recognize, since the second element
on each tape is irrelevant. The obvious thing to do to solve this
difficulty would be to try to get & method of recognizing irrelevant
information, and have the organism apply this to the stimuli first before
trying to construct a transition-table. We wanted to concentrate on
automaton learning, however, so we did not use these two sets as
acceptable sets.

It is easy to see the’aifference between the learning procedure of
SRTFA and the one we want in terms of this simple case. In both cases,
the object is to construct a transition table, but in SRTFA particular
transitions are reinforced, while in our case the organism is only told
which tapes are acceptable. This does not necessarily give information
about any particular transitions even in the two-state case, as my first
example shows, and things, of course, get worse as the number of states

increases. The learning procedure will have to be such that either
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’ of the two transition tables in my example could result from reinforcing

Pre——

r, responses to ¢

1 1
procedurs could have this result.

One method of doing this would be to simply list all the possible

0qs and 0,059 and it is not clear what natural learning

PR

transition tables, try each (or some) of them on each tape, and discard

! the onec that don't work., If mo;e.fhan one were left after this process

e

were completed, one could be chosen arbitrarily. This method has two

very nice features: it learns quickly if there is a transition table

e 5‘

that will work, and it has a method of determining when there isn't one

that will work, which is very good for adding new states or trying a

anu*

p different starting state. The problem is that listing all the possible
transition tables is a very sophisticated procedure and contrary to the
intuitive notions of learning. In particular, there is no direct way

y to formulate such a procedure in S-R theory. We came up with variations

A

of this procedure that don't seem as counter intuitive as a list of all
the possibilities, but finally decided that any type of enumeration

procedure was undesirable. Another method, which is much closer to our

—

o

final approach, is the following, which we called the brute force method.

Each state is either conditioned or unconditioned, as in SRIFA. If an

"mm!;

unconditioned state is entered in processing an input tape, there is
a positive probability of responding Ty and also of responding Tye If

the response to the tape is correct, the state becomes conditioned to the

e

response it actually gave. There is a problem with tapes 019 and 05057

since, if these are the input tapes, the same state may be entered twice. |
|

If the organism acts as a probabilistic fsa, it could respond r, one . }

time, and T, the other, and still get the correct answer. In this case, T
by the sbove conditioning rule, the same state would have to be

conditioned to different responses. Since this can't happen, either the "1
conditioning rule must be changed, or the organism cannot be regarded -
as acting like a probabilistic fsa. For brute force, we didn't want to -
change the conditioning rule, so we decided that on a given trial

L ' responses when a given state is reentered will be determined py the

response given the first time the state was entered. Even with this %

conditioning rule, it is obvious that sore states could be conditioned
incorrectly. Thus, it was necessary to introduce a deconditioning rule. -f
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over., This method will eventually learn, since once all the states are
correctly conditioned, they will never become unconditioned. Brute force
lacks the good features of enumeration, but it does have a simple learning
procedure.

The next thing we did was to reformulate two features of brute-
force learning to make it more like an S-R model. We reversed our previous
decision and decided that it would be better to change the conditioning
rule and regard the organism as acting like a probabilistic fsa. The way
to do this is to simply introduce an order in which the way states are
conditioned. We took the natural course of specifying that, after
reinforcement, unconditioned states are conditioned in the order they
were entered on the trial, the first such state being conditioned first.
The second thing was to say that only conditioned states that were used
on the given trial are subject to deconditioning. These changes make it
possible to write axioms very similar to those of SRTFA which lead to
the desired asymptotic result.

We considered two different kinds of conditioning in this framework:
all-or-none and linear. In the case of linear conditioning where there
are only two responses, the conditioning and deconditioning procedures
are similar. Indeed, deconditioning looks exactly like conditioning for
us, since we took thé deconditioning parameter to be equal to the
iearning parameter ©. The linear method works in the following way:
Suppose at the beginning of a trial the probability of responding T is
P, when in state (ri,uj), i, jand k = 1 or 2. If (ri,cd) is entered

k

and Ty is given, then if the final response is correct, the probability

of responding r, the next time (ri,sJ} is entered is pk(l-e) +9, while

k
if the response is incorrect, this probability is pk(l-e). Once the

original probabilities are specified, this is sufficient to determine
all the probabilities, since there are only two possible responses,
the probabilities of which must sum to one. It is possible for a K
certain response to be both incremented and decremented on the same |
trial, e.g., if 0,0, is the presented tepe and it should be accepted, .

and the initial state is ) then it is possible for the responses to be

For brute force, we decided that whenever a wrong answer is given, all
states will be deconditioned. Thus, the organism will have to start
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r, and then r,. This answer is incorrect, so the transition from (rl,ol)

to ry is decremented because of the first response and incremented

because of the second one. In this set up, incorrect respon: s get
reinforced, and it is not clear whether or not the probabilities of all

the transitions will converge to O or 1 as the number of trials increases.
It seems as though they might not in the case where (0101,0202) is the
acceptable set, since there are two possibilities that have all connections
different, so we chose to concentrate on a case where this doesn't happen.
The case we chose is where the anceptable set is {clol). In this case,
there is only one possibility (which is given by the following transition

table), for which we came up with special names for the transition

_probabilities (given in the second table):

T T2 LT
rioy 1 0 rlol a; bl
rl°2 0 l' r,0, b2 a2
50, 0 1 r, 00 b3 a3
r50, 0 1 r59, bh ah

The states are numbered from 1-4, and a, is the probability of giving
a correct response when in state i. With this notation, it is easy to
construct the following table, which tells both which combinations of
responses result in correct answers, and what the probabilities of such

combinations are:

Tape Correct Incorrect
0.0q alal blb3 albl bla3
0,0, ala2 blah alb2 blbh
0504 a2a3 b2bl aeb3 b2al
050, a8, b2a2 a2bh b2b2
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From this table, it is easy to see that a, will converge to 1, since it

is always correctly reinforced (au occurs only in correct column, bh

only in incorrect column). Assuming that each tape occurs with probability
L, the occurrence of bla3 in the incorrect column means a3 can't converge
to 1 unless a; does. This can easily be checked by computing the
expectations. Similarly, al can't converge unless a2 does; and a, can't
unless a5 does. Thus, they all converge together, or none do. Moreover,
they tend to cluster together, high ai's pulling low ones up and vice
versa. What I tried to do was show that if all three got within some
distance ¢ of 1, they would converge to 1. t seemed thet some such
procedure would be necessary to take care of The cases where there are
more than cne possible transition table. T couldn®t come up with anything,
and, in fact, 1 soon became convinced they didn't converge. I knew no
good way to prove this, and since it became apparent that the all-or-rone
model would converge, we simply dropred the linear conditioning model.
Moreover, it seems that even a model with stronger tendencies to converge,
such as Luce's beia model, won't help, since there is just about as

strong a tendency for incorrect responses to be reinforced as correct
responses. In retrospect, it seems thau the reason the brute-force method
works is that sooner or later the correct responses ge: conditioned and
once this happens only correct, answers are given; thus, no negative
reinforcements occur, and hence no states are deconditioned. This can't
occur in models trat have o have their probabilities converge to 1.

Tn the all-or-none conditioning model, each state is in one of two
situations: condivioned, in which case it is conditioned to some
response ), and unconditioned. 1f it is conditioned, then it responds
with the response iu is corditioned to with probability 1, and if it is
unconditioned, there is a constant positive probability of responding
any of the possible responses. Thus, the only difference between the
grevised brute-force metnod and the all-or-none conditioning model is that
the latter has conditioning and deconditioning parameters ¢ and d,
respectively, 0<c, d<l. Instead of ail states that are entered on a
given 1rial being conditioned with probability 1 when a correct answer is
given, as in brute force, they are conditioned with probability c.
Similarly, when an incorrect answer is given, the entered states are

deconditioned with probabiliuvy 4.
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The problem now is to formaiize the corvec* S5-R model|and prove the
desired asymptotic resuli,.. In the present S-R model, the s*imuli and
responses are itreated the same as in SRIFA, the ser 3 of stimuli and set
R of responses both being primivive concepts. Ia *he present set-up,
however, we need an added primitive concept, that of Ry, which is a
specified subset of R. Intuitively, if the final response on a trial is
in Ry’ then the model is regarded as having responded yes, and if the
response is in Rn =R-Ry, +hen the model is regarded as having responded
no. The set E of reinforcements is also primitive, but i* contains only

two elements, e, and ¢ ather rhan having an element correspording to

20 T
each response as in SrTFA. The fifth primitive concept is a measure u

on the set of stimuii, and is exactly the same as in SRIFA. "he concept
of subtrial requires *he introduciior of a nevw primitive concept M, which
is a sequence of positive integers m - Each m indicates the number of
subtrials on trial n. This notion is necessary in defining the next
primitive concepr., that of the sample space X. Each element of X
reprasents a possible expseriment;, i.e¢ , an infinite segquernce of trials,

where each trial n has m sub~rials. Each triai is an {mn +2j-tuple,

consisting of three things: 1) the conditioning functicn at the beginning

‘of the trial which is a partial function from § into R, where C(g)=r

means ¢ is conditioned tc¢ r and C{g) undefined means o is unconditioned;
2) m triples of the form {7 s,r) each of which represents the presented
set, sampled stimull ani response on a subtrial; and 3; “nhe reinforcement
which occurred. The seventh and final primitive concept is the
probability measure P on the appropriate Borel field of cylinder sets of
X, which is easily defined since there are only finite number of stimuli
and responses. All probabilities must be defined in terms of P.

Some notaticn is needed to take us back and forth be'ween elements
or subsets of the sets ¢ stimuli, responses, and reinforcements to
events of the sample space X. 7T will follow the notation of SRTFA as
closely as possible. Tn,m is the event of set, T being presented on trial
n, subtrial m, i.e., it is the set of all elements of X ‘{hat have T as
the presented set on trial n, subtrial m. When this notation is used, I

always suppose that l<m<m . s and r are defined analcgously.
- ="n n,m n,m
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There is no need to mention subtrial when speaking of reinforcement
and conditioning. Thus, el,n is the subset of elements of X in which
e, occurs on trial n. Cn is the even: of conditioning function C
occurring on trial n. I will write ¢ €C to mean o ¢ domain(C), and
ceC" to mean C(o) =r.
For each possible experiment X, and each element z of a trial of
X (either a conditioning function, a triple of the form (T,s,r) or a
reinforcement), Y(z) is the pattern of events preceding (and including z),
i.e., Y(z) is the set of all elements of X that are the same as x up to
and inclvding z. I will write Y(Tl;,m, Sn,n’ rn,m) simply as Y(n,m).
Finally, conditioning takes place all at once in this model, but it
is necessary to t"ink of states as being (possibly) conditioned in the
order they occur on & trial. This is most convenient to state if we
introduce the notation Cﬁ for the conditioning function on trial n after
response m has (possibly) been conditioned. I use superscripts, since
Cﬁ is not explicitly a part of the sample space X, unlike Tn y S ’

m n,m

ot nmn ] 4 ’
r end ¢ . Also, C =C .
n > "n n+l

e In the following axioms, it is assumed tha* all evunts on which
probabilities are conditioned have positive probability. For example,
the tacit hypothesis ~f S2 is that P('l‘n,m) and P(Tn,,m,) >0. There are
three kinds of axioms. sampling axioms; conditioning axioms; and
response axioms. A verbal formulation of each axiom is given together
with its formal statement.

Definition: vructure of = (S,R,Ry,E,p.,M,X,P) is an S-R

model if and only if the following axioms are satisfied:

Sampling Axioms. — -

s1. P(u,(sn’m) >0) = 1. ——
(On every subtrial a set of stimuli of positive measure
is sampled with probability 1.)

2. P(sn,m' Tn,m) = P(s;,',n{,l‘l‘n,,mf,).
(If the same r -sentation set occurs on two different subtrials,
then the . >bability of a given samrle is independent of the

subtrial numbe: . )
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ste = uls'), ther = ! .
If sV ' € T and u(s) = uls'), then P(Sn3m’Tn,m) P(s! |T )

Samples cf equal measure “hat are subsets of the preseﬁéztigam
set have an equal probability of being sampled on a given
subtrial.

P(s_ | , ¥(n,m)) = P(s T ).

n,m' “n,m n,ml‘n,m
fThe probability of a particular sample on trial n, subtrial m,

2

given the presertation set of stimuli, is independent of any

preceding pattern Y(n,m) of events.)

Conditioning Axioms.

cl.

ca.

C3.

C5.

L
1f r,r' ¢R,r#r' and C'A ¢C £ 0, then P(C )= 0.
(On every trial with probability 1 each stimulus element is
conditioned to at most one response.}
. “ T v
P(y c{0m1T |5 ¢ sn,m,oé Gy r
(1t e

unconditioned stimulus that is sampled on a subtrial becoming

=r,e n,Y(n,m)) = c.

n,m+l 1,
occurs on trial n, the probability is c of any previously

conditioned 1o the response given on that subtr’al and this
probability is independent of the particular subtrial and any
preceding pattern of events Y(n,m;.)

P(o c('c!gﬂ)r‘ g e sn,m,oé n,rn’m+l¥r,el’n,Y(n,m)) = 0.

(1f e occurs on trial n, the probability is O of any previously
unconditioned stimulus that is sampled on a subtrial becoming
conditioned to a respohse iifferent from the one given on that
subtrial and this probability ls independent of the particular
subtrial and any preceding pattern of events ¥(n,m).)

Ploe {Cﬁ‘*’l)r! o sn’m,ce(C}‘{)r,el’n,Y(n,m)) = 1.

(1f e occurs on trial n, the conditioning of previously

cond “tioned sampled states remains unchanged.)
P(occﬁ*'lloesn,m,o;:’ @, ee’n,Y(n,m)) = 0.

(1f e,
unconditioned st.muli that is sampled on & subtrial becoming
conditioned.)

occurs on trial n, the probability is O of a previously
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c6. B(o ¢ CJ ’ocsn,m,oecﬁ,ez’n,Y(n,m)) d.

(I e,
conditioned stimulus that is sampled on a subtrial ‘becoming
unconditioned and this probability is independent of the
particular subtrial and any preceding pattern of events
Y(n,m).)
7. Ploei®)lo¢s ,oe(cR)) = 1.
n,m n
(With probability 1, the conditioning of unsampled stimuli

occurs on trial n, the probability is d of any previously

does not change.) .

Response Axioms. .
RlL. If U c"As#0 then P lc,s ,¥(n,i) = u(sn.Cc) .
reR n,m n’ n,m
u(s nuch)

(If at least one sampled stimulus is conditioned to some
response, then the probability of any response is the ratio

of the measure of sampled stimuli conditioned to this response
to the measure of all the sampled conditioned stimuli, and this
probability is independent of eny preceding pattern Y(n,m) of

events.)
R2, If rlé'RCrns =0 then there is a number pr such that

P(rn,m[Cn,sn,m,Y(n,m)) =P

(If no sawpled stimulus is conditioned to any response, then
the probability of any response r is a constant guessing -
probability P that is independent of n and any preceding
pattern Y(n,m) of events.)

As indicated earlier, the sampling and response axioms are exactly
the same as in SRTFA, except that the concept of trial has been replaced
by that of subtrial. Only the conditioning axioms have had to be changed
to ensure the desired learning. -~

T will use only a very special kind of S-R model, one that has a
necural relationship to fsa's. Before specifying the restrictions that
are necessary, something must b~ said about fsa's. In the following,

i, k and g are used as subscripts for states of an fsa and responses,
hence 1<i, k, g4<'h, and J is used as & subscript for letters of the

alphabet of an fsa and stimuli, hence 1<J<g.
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Definition: The quadruple v = (g,h,p,H) is a signature if
g, h and p are positive integers, 1 <p <h, and Hc {1,2...n}.
Definition: If v = (g,h,p,H) is a signature, then £(v) =
{D: D is a probabilistic fsa with alphabet A containing g
elements (denoted by Gy - ag), set of states Q containing h
elements (denoted by q ..qh), initial state qp and set of
final states F, where q; € Fz»i € H, such that for all i
and j, when D is in state a4 and scanning aj, it makes the
transition to some e with probability 1 (in which case
(qi’aj) is said to be conditioned), or for all k, it makes
the trar.~ition to e with positive probability (in which case
(qi’aj) is said to be unconditior=d)}.
Definiticn: x@l(v) = {deterministic fsa's with alphabet A
containing g elements (denoted by al. . .ag), set of states Q
containing h elements {denoted by g, .. .qh)," initial state q
and set of final states F, where q, € Feri € H].l

IfDE ,&l(v), I w.11 say all states in D are conditioned.
Definition: If D ¢ ,@l(v), then (qi’aj) is said to be

o ot serd wro—— swom—— And et wrond

indifferent in D if Vw ¢ A¥, D accepts w independently of
the state of conditioning of (qi’aj)' ‘
All states that are inaccessible in D are indifferent in D. The converse is
false. For example, if F = O or F = Q, all states are indifferent, but the
initjal state, in particular, is not inaccessible. " A non-trivial example
would be the case of an fsa that ignores the first letter in each of the
words it is presented with and never reenters the initial state. In such

a case, the initial state is indifferent, but it is necessary in the sense
that if the fsa has the minimum number of. states possible (which can occur),
it is impossible to delete the initial state from the set of states and
still get an fsa that accepts the same words.

Let A* be the set of all words in the alphabet A, and G< A# the set of

LR Lo} ool — PR

words we want to be accepted.
efinition: If A' < A¥, then,&o(v,A‘) = {D ez@l(v): D accepts all
and only elements of A'}.

The only cese of interest is ,@O(V,G).
Definition: If D e.&l(v), then Aj = {w € A*: D accepts w}.

Let A' ard KI-‘ be the complements of A' and Ay (relative to A%*),

S

2‘ e § .M-.*,J

v}
-

fowetss
KM,

l'l‘his is my original definition. I altered tne definition in the final
draft to meke the proof a little slicker. Unfortunately this change made the
proof invalid. Fortunately Nancy Moler called this (and sundry minor errors
to my attention before printing. 8

i
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inition: I ( e AY = (ANEW (- Nar).
Definition: If Deﬂlw) and A'S A*, then AD,A' (AD At) (AD A')
Again, the only case of interest is AD,G’ which I shall simply write ad

AD.

Definition: If Deﬂl(v), G& A¥ and t is a positive integer; then
&% = (weny ¢ length (w)<t).

The purpose in defining AB will be evident shortly.

The problem of choosing the number of states, which was discussed
earlier, is the same as choosing an appropriate h. g is determined by
the task to be performed, but h, p, and H must be chosen by the
organism. J“he crucial stvep is choosing h, since once h is det~rmined,
p and H can be obtained fairly easily. As mentioned earlier, we found
no way to determine h given the task, and simply assumed that enough
states were present, which is expressed in the final theorem by the
requirement that ﬂo(v,(}) is non-empty.

If S = {cl...cg] is a set of stimuli, S* is the set of words in
S, and 2€5%, S corresponds to A, S¥ to A¥ and Z to G. I now want to
define a class of S-R models S(v,2) and show how this class corresponds
toB(v) anab (v,0). Let o be an élement of S{v,2). S and R are still
taken to be primitive, but in the definition of J, the role of S is taken
by RxS. The reason for this was indicated in the discussion at tne
beginning of this chapter. - -

Definition: If #f = (RxS,R,Ry,E,u,M,XP) is an S-R model,

and on each subtrial Tn,m = {(ri,aj)] for some i and J,

then o
n,m

g.. = O g eee(
_n n,0’ "'n,1 n,m
n

is the element of S occurring in Tn o’ and
3

Thus, o} €S*, and corresponds to word in A¥.

Let f be the natural map from AUQ onto SVR, i.e., f(aJ) =s, and
f(gi)= r;. f maps A* onto S* and pairs (qi,aJ) onto pairs (ri,sjg.
The relationship between S(v,Z) and &(v) is that for each & in 8(v,2),
f maps the set B" of possible conditioning functions of I onto ﬁ{v).
For Ce q,, conditioned states in C correspond to conditioned states
in the corresponding element of D of -o(v), and unconditioned states cf

C ccrrespond to unconditioned states of D. Indeed, this fact is the
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reason for introducing the conditioning terminology into the definition of
dH(v). I1r £(6) = 2, then.@o(v,G) corresponds to the set of possible correct
values of the asymptotic conditionifig function of all /e _§(v,Z), i.e., if C € 43
is a possible asymptotic conditioning funetion of ;J (l always responds
correctly when the conditioning function is C) then 3D e490(v,G) s.t. all
states in C are either conditioned the same as in D or are indifferent ia D.

Finally, corresponding to Alt), is AE.

Definitior: If o = (RxS,R,Ry,E,u,M,X,P) 1s an S~R model,
Z&£5%, and C a conditioning funetion of ds.t.Vx € 5%,

*—- — —
if o, =x, then P(rn, neR ) =0 or 1, then Sc =
¥* o * = = *l
{x e S5*; 0, = X =°rn, neR ) a.nd.Ac {x € S*: xe(SenZ) v

(Zns,)) andﬁé = (xedy,: length (x)<t).

Whenever the notation Ac or AE is used, it will be assumed that C satisfies

the condition that Wx €S*, if C=C_, then P(r eR , = Oor 1.
n n,m "y

Definition: If v = (g,h,p,H) is a signature and Z ¢ S*,
then §(v,2) is the set of all S-R wodelsd = (RxS,R,R ,E,u,M,X,P)
satisfying the following conditions: Y :
i) S has ¢ clements, denoted by 0. ..‘og.
ii) R has 1 elements, denoted by TieeoT,
iii) rienyq=>i cH.
iv) Vn'Tn,l
v) ¥n, ¥m s.t. 1<m5n‘.u,'l‘n,m = (rn,m-l’°
vi) u(S') is the cardinality of S' for S'e RxS.
vii) Pys the probability of responding r, when no sampled
stimuli are conditioned, is > 0.
viii) e, occurs on trial n if and only if og €Z & - eRy
or o $2% rn,mn n
ix) VYC s.t. vx eS¥%, if C=C_ and 7y =%, then P(rn,m eRy) =0 or
1, 8,70 = 3e>0) s.t. (Vn)P(o: eal) > e. n

= (rp,oJ) for some J.
J) for some }.

| T

€eR .
n
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Conditions i, ii, and iii guarantee a natural correspondence between
Aand S, Q and R, and F and Ry. Conditions iv and v guarantee that each
Tn, is a singleton, and since p is the cardinality of a set, Axiom Sl
guarantees that its single element will be sampled. Thus, Tn,m:zsn,m’
for all = and n. I will henceforth say simply that a pair (ri,oj) is
the stimulus on the subtrial on which it occurs. Since each sn,m is a
sirgleton, Axiom Rl guarantees th.t af (ri,ol) is conditioned, the
response to which it is cornditioned will be given with probability 1,
vhile condition vii strengthens Axiom R2 so that if (ri,oi) is unconditioned,
each response has a positive probability of being given. Condition iv
guarantees that the response in the first stimulus pair is rp, which
corresponds to the requirement that the initial state of the fsa's is
qp' Condition v guarantees that the stimulus on each succeeding subtridl’
consists of the previous responsz and an element cj of S. Altogether,
this has the result that if o: =f(w) and Cn==f(D),.£'acts just like D

would when presented with input w. Put more przcisely, let w=a, ...8 ,
where length(w)=t. Let qp, be the initial state of D, and 9y v v

the state D goes into after scanning aiw. ‘The action of D on w is
described completely by the following (2t+1)-tuple, (qow,alw,qlw...atw,th).
Let ro be the element of R in the stimulus or the first subtrial of

trial n, Oi, the element of S on subtrial i and ri the response given on
subtrial i. The action of l’on 0 is similarly descrlbed by the following
(2m+1)-tuple, where m=m to avoid cumbersome notation: (ron,oln, Ty
omn,rmn). If D has no unconditioned states, f(D)==Cn,!and o = £(w), then
length (v) = m and the fact that D and,cfact the same is shown by the fact
that for all i and J, f(qj,) = r;j and f(ay ) = o5 . If D has unconditioned
states, these will correspond to unconditioned states in Cn. The function
f doesn't say anything about the probabilities of the different responses,
but the exact probabilities are inessential as long as they are all
positive, and this is truve of D since D € A(v) and it is true for Cn because

of condition vii.
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Intuitively, Z is the subset of S* whose elements should get a yes
answer. Thus, the requirement in.condition viii that o:e Z&rn,mne Ry or
cflf Z&rn’mne Rn is equivglent to saying that the answer given
on trial n is correct. Condition viii is therefore equivalent to saying
that a positive reinforcement occurs on trial n if and only if the answer
given on trial n is correct.

AC is the set of all elements of 5% to which Jgives an incorrect
response if Cn= c. If Ac4o, then the conditicning function is incorrect.
Condition ix regquires that stimuli be presented that will cause incorrect
conditioning functions to be deconditioned. If%?uﬂficieﬁt to require
only that P(o§€A8)>e for C's that answer deterministically, and this is
vhy AC was défined only for these C's.

| Meorew (W)VG)IB(,6)F 0= e S(v,2(6))B(xy, € R, &

0, € f(G)r)l-_-:B

Proof. Supposeleg(v,f(G)). The condition that rn’mneRyﬁc;ef(G) is
equivalent to u(Cn) € ,&O(V,G), where u is the mapping £°1 ana u(Cn) €
.OO(V,G) means 3D € aDo(v,G) such that all states in u(Cn) are conditioned
the same as in D or are indifferent in D. The strategy of the proof is
similar “o that of SRTFA; I will show that on each trial there is a
positive probability of incorrectly c'.‘-dtioned_sta.te; becoming
deconditioned, not indifferent states becoming correctly conditioned.
This will be done in two lemmas, but first, two definitions and ome
preliminary fact are needed.

Definition: (vC e£)(¥D e £ (v))W(D,C) = ((r50,)2 (r)50,)

is conditioned in C, but is conditioned to a different

response in C than in £(D)}.

Definition: VD € ;f/'l(v) ,Fg is the event of all responses on

trial n being compatible with C = £(D).

FR is a rather special event, since D eo&_l(v) means all states in £(D)
are conditioned. Iet p = min Py- By condition vi, p > 0. If o <t,
and W(D,C ) = 0, then P(FD) > pt, since~for each subtrial on which an
unconditioned stimulus which is conditioned in f£(D) occurs, the

probability is p of the response being given to which the stimulus is
conditioned in f(I.). Since there are at most t subtrials, the result

follows.
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Lémma 1. (yn)I(VD eﬁo(v,G) )W(D,Cn)}’b:(aﬁ' >»>0) s.t./WLe J,‘O(V,G))P

(at least one element in W(D,Cn) is deconditioned and no remaining stimuli
are conditioned on trial a) >8'}

Ficof. let n be any trial number and D'e O(V,G). et Duf!,'L(v) be such
that £(I') has all states in W(D',Cn} conditioned as in C, and all other
states conditioned as in D'. W(D,”C )=90, so L‘vg/ﬁo(va(}) and Af37/0~ This
means that Af D)ilo, and hence, by condlblon ix, r(o %Ab\D)'\' >g. If

anA}-(D), length(cn\<t. Since w(‘):‘-'n) = 0, P'\;'lg) >pt. If J: and

FE, then P(eg,n}: i, simce AJ,,) is the subset of S¥ to waich o responds
incorrectly if C, =f£(D). Tnus, on at lesst cne subirial a conditiored
stimulus, say (r ,oj;; must have been in W{I! ,Ln). If no (r, ,cj‘!eW(D',C’n),
then “‘D is equivalent vo FD, since sll the states not in W(D! ,V ) are
conditioned the same in D and D'. Since F‘g occurs, v’g ozcurs, But tnis
is impossible, since if Fg' oceurs, P(el,n) =1, because D’c&f}‘o(v,(}). Since
(r ,0,) was a stimulus on some subtrial and € n occurs, by axiomn C6
(r ,UJ) will be deconditioned with prooability d. Putting this together,

v P((r 1793 ) is deconditioned on trial n))dP(o vA; D"F N n‘>dpfr
Taking '6’ = dp ¢, we get the desired result, since by axioms C5 and C7

no stimuli can ve conditioned when e‘2 CCCcurs.

Lemma 2. u{n)(VDe.D (v,a)){w(D,C \—O=a(36">0) s.t. Vpairs (r )94 )
which aie unconditioned in C and not indifferent in D,P(ir ,U ) is

“ conditioned and no state is conditloned differently than in D on trial
n) >8"1. .

Proof. Let n be any trial number and D' eﬁO(V,G) be such that W(D',Cn)= 0.
+If no such D' exists, there iz nothing to prove. If there are no
unconditioned stimuli that are not indifferent in D', there is likewise
nothing to prove, so assume there is at ieast one such, say (ri,o ).

Let r, be the response that (r, 1793 ) is conditioned to in L' and let

D e@l(ﬂ be conditioned the same as D' except that (r »0, ) is
conditioned to rl. Ty and D exist since (ri,o ) is not indifferent in
D!'. By argument similar to thaei of lemma 1, P(cge A}(D))>e, and
P(F2)>pt. Aiso, P(FD) >p% since W(D,C j=0. If FD occurs, P(ee’n):- 1
while if Fg' oceurs, P(el,n) =1. Since D and D' differ only in the way

(ri,c ,j) is conditioned, and since different ansvers occurs in the event
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this together, P(CI*GA%(D),FE', e )>pt€. Hence, by axiom C2,

(ri;d ) must be the stimulus on some subtrial. Putting
P((r ,o ) is conditioned on trial n}>co'c. Letting &"=cple, we get
the d.esired result, since the fact that FD and ey occurred means no state
can be conditioned differently than in D! by axioms C3, Ck, and CT7.

For convenience, let &=min(8',5"). u('Cn) E'!)O(V’G) if and only if
3Dc¥P (v,G) s.t. W(D;C- }— 07aad C  has no unconditioned states that are
not indifferent in D, Let k be any trial and C‘k any conditioning
function. Choose Dfs V,G) s.t. W{D,Dk‘: has the minimum number of
elements, say %Lemma 1 guarantees that there is a probability &M that
there will be at least one element D' of & (v,G) such thatv, for some k',

k <k' < k+m, W(D' ,ck,) 0. k' might be less than k+m, since more than
one state can be deconditioned on a trial. Moreover, lemma 1 doesn't
guarantee that D=D', for it can't be applied unless for all elements B
of SO(V,G), W(B,Cn) #0, and it is possible that on some trisl k' there
is a D! £.,D such that W(D',Ck, ) =0, so that lemma 1 will be inapplicable.
Also, thgre is a probakility that some of the correctly conditioned
states will be deconditioned. Both ¢f these cases are all right, since
lemma 2 requires only that there be a D*, and does not specify that any
state in D' must be conditioned. In a sense, lemma 1 applies to the
worst possible case, and the only cases where it might not apply is where
what we want to happen has alreaciy occurred. Let D' be such that

Ww(D* »Cper ) =0, and ler m' be the number of unconditioned states thet are
not indifferent in I'. By lemma 2, on each trial P{such a state is
conditioned and no state is conditioned differently than in D') >8, so
after m' tria.ls, P(no such states) >81',

Once this occurs, the correct answer occurs with probability 1,

1 occurs with probability 1. By axioms C4 and
C7, the conditioning of a.lE: conditioned states remaine the same. Thus,
only the conditioning of unconditioned states, which must be indifferent,
can be changed, and if this occurs, the u of the resulting conditioning
function is still iné@ (v,G)

m and m' are a.lwa.ys < gh, s0 no matter what C, is, 3k'< k+25h such

i
that P(u(Ck,)eﬂo(v,G))>528h. By what was said in the preceding

so by condition viii, e
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paragraph, P(u{Ck+?ri)chfxyG)t>82%h, et I(n,gh) be the greatest

. PO ¢ 1 ~ e s
integer ih —. Then, regardiess of the initial state of conditioning

gh’ L the
St I'. n’gn}

of f , P(u(Cn) ¢190(V,G));:(l-ff‘b“ This approaches O as n
n

’

)
approaches infinity, so P(uiC )cé%{ng)) approaches 1 as n approaches
infinity. Q.E.D.
A few remarks concerning +ris theorem are in order. The theorem

gives a lower bound on the rate of learning, bui the actual rate of

_leerning wiil be much fagster than this lower bound. ‘In the usual case,

E

the origiral conditioning function will have alil states unconditioned,

while the theorem aliows for tiae possibility that all states are conditioned
incofrectly, The lower bound alsc doss not use the fact tha: more than

one state can be condi-ioned (deconditicned) on a given trial. Moreover,

b was calculated using the minimum of the fis SO the fact that there is

a higher probability of some responses being given, and hence being
conditioned or deconditioned, is ignored. Also, the minimum of ¢ and d

is chosen. Very importantly, it takes a sequence of gh trials to get the

guarantesd result of the theorem, whiie in mos: cases a much shoiter

sequence Eg ailrthaf is necessary. Also, it is certainly possible for
some states to be conditiored correcily even if W(D,Cn)¥ 0, which is

not taken account of by the theorem. Finally, even if og is not a
member of thae appropriatela§ or if FE does not occur, there is a
probability that some states will be correctly conditioned or that some
incorrectly conditioned states will be deconditioned, Aithough it is
obvious that the actusl learning rate it ..uch faster than the lower bound
given by the theorem, calculating an actual expectation would be brutal.
Thus, I have no precise results on how fast learning would actuslly
occur, However, it is probably true that the process as it stands would
be adequate for only fairly simple tasks, since it would be too slow

for more complex tasks. There are five reasons that this may not be

as severe a limitation as might at first seam. Tirst, it may turn out
best to think of learning a complex task a; combining previously learned
simple tasks, and that it is only the simple tasks khat have to be
learned by the &bove method. Secondly, it would not be surprising if

§ s nmnn

such basic learning ook place slowly, although perhaps not as slowly &s
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the above set up reguires. Thirdly, it might be possible to keep the
sbove framework essentially unchanged and make some adjustments to get

a faster rate of learning. Fourthly, in the above work, as in most
psychological experiments, the rate of learning is given in verms of the
number of trials needed to learn the task, wbile in ordinary talk, the
rate of learning is given in terms of the amount of time needed. What
the relationship between pumber of trials and amount of time is not very
clear. Tt may be that a large number of trials corresponds to a shorv
period of time, in which case the fact that the above learning requires
many trials may not be a serizus fault. tastly, the above learning
takes place with the mirimal amcunt of information given on each trial,
since all the reinforcement does is tell whethner or not the final
response is correct. No indication is given of where mistakes occurred
or what the right procedure would have been. Most learning situations
contain this other information, and when it is excluded in an artificial

situation, the learning task is indeed made much more difficult.
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Aruitoxt provided by Eic:

CHAPTRE L

SUMMARY OF WECLY TUAL WORK

Cuor wors was en a&uvhempt io vuild a mathematical nmodel of a device
that could learn geome:iry. Tha best way Lo visualize it is vo “hink of
it &s an attempr <o connect some type of matnem=vical learniag model
to geometry. This is the general plan, buv to gel a specific problem,
it is nccessary to choose a parwic.ilar tvpe of l2arning model; and to
make the probienm masageable, one nas Lo iimir cnesell to a fragment of
geometiy.

The learning g model we choue wag an S-3 model. his ci.ice is not
unproblematical, for cogailive psychoiogisis and linguisvs iike Chomsky
have denied the adeguacy of 3-7 models Tor the typs of learning ve
wanced. Taclr reuaits have veen Los1 Ly abowr languege ledraing, but they

are als0 applicable to our work wisth geome~ry. I have mentlioned

117}

imilarities beitwees our work and Lipguistles in the previcus chapsers,

nd I wili iudicate ssertlyv tha® she situation as far as language

®

learning is conceried g.s similar vo our preseny situation.

Thuere are four rees o~ ¢oosing the S-2 model in spite-of ithe
eriticism it hes received., ¥Fiwst and foremost, it is the oniy learning
model with any degree of metiewatical sovnisticasion. 7Tn choosing a
learning model, the S-% model wins elmost by default, for its critics
have not produced a serious competitor. Chomsky, for exemple, makes a

few reme- s that indicate ne thinkes some sort of enumeravicn procedure

is wi secded. He speaks of a device for lesarning languove operating
by sr ing one member of nae class of potentizl grammers or tLhe basis
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of primary linguistic data.l These remar .s are not developed into a
precise formal theory, however. Secondly, in the terminology of Chapter
3, Chomsky favors the enumeration method over the brute force method.
While abstract criticism of the brute force method seems plausible, when

it comes down to making a concrete choice between brute force and

enumeration, it seems to me that our decision to concentrate on brute
force is correct. Thirdly, the criticisms of S-R models have consisted
of claims, not proofs, that they are inadequate. Whether or not they
are in fact inadequate is an open question until such a proof is given.
This leads me to my final point, which is that S-R theory is very much
an alive area today, and modifications and improvements of S-R models
are still being given. A really convincing proof of the inadequacy of
S-R models would have to show’not only that all present models are
inadequate, but that it would be impossible to develop an adequate model
within the S-R tradition. This would require the formulation of certain
properties that S-R models must have. This formulation is currently
lacking (I don't see how it ~ould be given at the present time), and
hence any rroof of inadequacy is out of the question. Behind these last
remarks is the view that a proof of inadeguacy of any model of a certain
type requires much more precision and rigor than proving the acequacy of
a certain model, a point which Professor Suppes is fond of making. What
has actually happened, I think, is that critics of S-R models have
leveled their criticisms at early, fairly undeveloped versions of the

model, and tended to ignore more recent developments and the possibiliti-~s
of developing more adequate models within S-R tradition. ’

The fragment of geometry we considered is that part of geometry
that can be encoded in the codings given in Chapter 2. Codings apply
only to two-dimensior:: straight-line drawings, and the only geometrical

wpkaslic

predicates that apply to such drawings which can be recognized from a
coding are 'connected' and those involving the recognition of polygons.
However, this fragment could be augmented by adding further information
and then coupled with the artificial intelligence work to get a device

lChomsky, Aspects, p. 24f.
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that could deal with. real-life situations. It is not clear exactly

"how to do this, but‘the fragment we chose t0 concentrate on seems to be
".- the naturdl starting place for such~a project.

{

We did not try to‘connect an S-R model with this coded fragment of
geometry directly. 1In between the S-R model and the fragment of geometry
are two types of processing devices, fsa's and Turing machines. One
. doesn't want to deal with general Turing ‘machines, since these devices
" have virtually unlimited'calculating power. To get a realistic model -
of human behavior, it will bve necessary to place some restriction on
the type of Turing machine calcula+ions that are acca2ptable, These
;v restricted calculations I will call fPuring-type procedures,! and : is
these that we are interested in, though Just what restrictions should be
" made is not clear. Certainly, there should be some sort of limit on

e the size of the machine and length of calculations involved, and perhaps
C other restrictions would also be desirable.

&

£

Thus, there are four originally unrelééed'elements that we dealt
_with: S-R models, fsa's, Turing-type procedures, and the fragment of
geometry. The purpOSe of the work with the coding in Chapter 2 is to
provide a connection between the fragment of geometry and Turing-type
procedures. The purpose of the work on learning theory in Chapter 3
was to strengthen the connection between S-R models and fsa's that was

established in SRTFA. Schematically, the situation as it is now is given
by the following diagram:

- - -
”_--- - . o

- Method 1 -
S-R |___Chapte . . Turing-type Chapter
models 3 ‘ procedu;es 2
\"'s.__ Method 2 -

-
-— -
'——---———

Diagram 1
Present Status of the Technical Problem

Our ultimate goal is to connect S-R models to the fragment-of geometry,
and, as the diagram indicates, this has not been accomplished. Considerable
progress nhas been made, however. What we did wes to start at the two

ends of the problem and try to meet in the middle, and we weren't quite
sucecessful.

91

Y O it i o 5

2=




There are two possible ways of completing the connection. It is ”
not possible to connect fsa's and Turing-type procedures directly,
since the latter are provably more powerful. One method would be to try
to connect the fragment of geometry to fsa's, which is indicated in the
diagram as Method 1. I don't believe this method can be completely
satisfactory, since the problems mentioned in dealing with the codings
in terms of fsa's that were mentioned in Chapter 2 seem to be
fundameéntal. This method might be partially satisfactory, howe;er.

The work in Chapter 2 should prove useful in making this conmnection, if
it can be made. Method 2 seems to me to be much more promising. An fsa
is essentially a set of triples, which a Turing machine is a set of
quadruples, and there is no reason to believe that an 5-R model cannot
become a Turing machine at asymptote. The work in Chapter 3 would be a
useful first step in making this comection. Whichever method is

chosen, either the work on the coding or learning will be a necessary
link in the final chain connecting S-R models and the fragment of geometry,
ad the work that is replaced (Chapter 2 if Method 1 is chosen, Chapter 3
if Method 2 is) should be useful in making the final connection. Thus,
considerable progress in solving the problem has been made.

An analogy with linguistics can be drawn by replacing ! fragment of
geometry- with 'natural languages.' The work of Chomsky, among others,
has consisted primarily of an attempt to establish the connection between
natural languages and transformational grammars, which are an example

of what I called a Turing-type procedure. This work corresponds to the

work in Chapter 2, though it has, of course, been more extensively developed

than our work. Not much work on learning has been done by linguists,

so it is hard to say what the left half of the diagram should look like.
If they did start with an S-R model, the resuit would be exactly like
Diagram 1, including the corresponding gap and methods for filling it.
Thus, the remaining part of our problem is similar to problems in other
areas, and solving it would have far-reaching implications.




L —

This completes the picture of the overall problem. The status of
our work in learning theory and. what future developments might be have
already been indicated, so in conclusion, I want to make some remarks
on the present status of the. coding problem and what future developments
might occur. Working only with the coding places severe restrictions
on the geometry that can be done. The size of angles and the length
of line segments are not included in the coding, and it is impossible
to distinguish concave from convex figures, what is inside a polygon
from what is outside and the simple regions in a figure. Whether a
figure is connected aﬂd the various polygons that it contains is all
that one can hope to distinguish. Thus, theorems 1, 2, and 3 of
Chapter 2 take care of the positive results that might be expected
since they show that 'connected' and 'polygon' can be recognized.
Moreover, they give reasonable procedures for accomplishing this. One
problem‘with.all three theorems, as Professor Hintikka pointed out in
regard to theorem 3, is that each requires arbitrary choices and gives
no strategy for meking these choices. Finding optimal strategies, or
discovering whether pgrticular strategies meke much difference, is a
natural problem that has not been solved.

The fact that the coding contains such a limiived amount of
information means that something will have to be done to get more
information. One way of doing this would be to allow what we called
construction operations, i.e., allow auxiliary lines to be added to a
figure and hence to a coding for it. This requires going back to the
original figure, and this is undesirable. For example, it would be
possible to recognize inside/outside by complicated procedures for adding
lines, but this is very counterintuitive. A better method, it seems
to me, would be to augment the coding by adding information concerning,
say, inside/outside. Unfortunately, I have no suggestions on what
would be the best way to do this. - It seems as though it would be easy
to add information concerning the length of line segmznts and sizes of
angles, but such things as inside/outside are more difficult.




Finally, the most important unsolved problems concern the relationship
between codings (or sets of lines), and figures. The outstanding problem
is formulating necesszary and sufficient conditions for a good set of
lines to be a coding. This turns out to be a difficult problem, but
there doesn't seem to be any reason a general solution can't be giver.

The problém would be easier if more information is added to the coding,
but it should be solvable without this extra information. Related to
this problem are the twin problems of under what groups of transformations
codings remain invariant and what the classes of figures that have the

same, or equivalent, codings look like.
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