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COMFIDEMCE /MTERVAL ESTIMATION OF KR20
--

SOME MONTE CARLO RESULTS

Garrett K. Mandeville
University of South Carolina

Introduction

Educational researchers are generally aware of the fact that, unless the

meas4rements used to draw inferences in the study are of sufficient reliability,

these inferences may well be meaningless manifestations of random variation. Thus,

for standardized tests normative information as Presented in the test manual will

he cited whereas for instruments which the researcher has constructed, internal con-

sistency reliability coefficients such as Cronbach's coefficient alpha (ra)

(Cronbach, 1951) or its form when items are scored dichotomously, the ruder-Richard-

son 20 (r20) (Kuder and Richardson, 1937) are frequently presented.

only rarely, however, do researchers concern themselves with the fact that an

instrument does not have a single reliability but that this index is also a function

of the population tested. We find, for example, that some standardized tests which

are quite reliable when used for measuring middle-class children are virtually use-

less with Mead Start populations.

It occurs to this writer that similar phenomena may be operating in situations

where deviations from standard teaching methods or other variations in treatments

used or ponulations sampled, may cause normative information supplied in a test

manual to be wholly irrelevant. In educational exneriments or quasi-experiments,

then, it is the feeling of this writer that adequacy of test reliability should

not be taken for granted but should be constantly checked and that this should be

done separately for samples which differ on maninulated independent variables.

Since, in many research studies, moderately small samples are being gathered,

point estimates Of a reliobility index do not provide enough information to the

researcher who is concerned about whether the instrument 1) is reliable enough

for his purnose, (if he has jftst constructed it), 2) is oeeratina as reliably as

reported in the manual (if it is a standardized test) or 3) exhibits consistency

of reliability for different groups being tested. It is the feeling of this

writer that the simple device of presentation of a confidence interval estimates

of the reliability for each exnerirnental proun of subjects used in the study

would be very useful data to include in the reportinp of research results. If

the argument developed above is loaical, the next question to be addressed is:

""hat procedures to recommend for confidence interval estimation of the reliability

when samples are small"?
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Pestricting the discussion to inferences about p20, the norulation value of

the Kuder-Pichareson 20 reliability coefficient, little information will be found

on this tonic in the literature. The commonly accented nroceeure, which utilizes

the F distribution, lacks emnirical or analytic suonort when the sonnies are small.

The only other rrocedures for makinc inferences about p20 vhich t!'is writer has

found, were riven by Payne and Anderson (1968). These investinators ernirically

derived an extensive set of tables for testis that 020 is zero hut, unfortunately,

they cannot t'F' used for interval estimation. Thus, a stud" of the robustness of

the confidence interval procedures for small sarnles arrears to be the most

reasonable first stet in any attemnt to solve this problem. It is the coal of this

investigation to nresent fairly extensive Monte Carlo results whicF will indicate

the conditions under which this nrocec!ure can be used.

The Literature

Feldt (1965, 19(9) has presented derivations based on the two-factor random

model of analysis of variance (P'OVA) which provide tests of hynotheses and confi-

dence intervals in the one sarinle case and tests of hynotheses in two sarnle nrohlennS

involvino rte. In the first naner, Feldt clearly points out the nrchlers Which arisQ
-

in using this model to describe dichotomous test item data. Assumptions I/hich are

obviously violated are those of normality, homoscedasticity of errors, and indenen-

dence of the sflb4ect effects and errors.

Another nroblem area is the fact that in corinon testino nrocedure a fixed

test is used. Thus, the two-factor model is not strictly anr'ronriate, the sarnlinn

beinc Tyne 1 (Lord, 1955) as Feldt has also nointed out. The annlicaticn of these

nrocedures to dichotomously scored, fixed test item data mioht then be considered

susnect hut, by and lance, the impression obtained from the literature is that,

because of the well-known robustness of /'OVA nrocedures, useful results can be

obtained.

Al though Feldt did nresent sore empirical results whi& were in neneral anree-

ment with the theoretical nredictions, they were very limited. Vsino data from a

study by Baker (1962), Feldt obtained the distribution of 200 rn values for samples

of 15, 30 and 60 subjects. The ermirical nercentiles of the distribution of r20

cor'nared favorably with those derived from the F distribution.

Until a recent article by r!itko and Feldt (1969) , this writer could find no

results which considered the effect of item difficulties on the distribution of

r20. !Imo and Feldt, however, showed that the sampling distributions of r.,0 are

similar for two different distributions of item difficulty and that this mas true

for five tests with p20's ranting from .55 to .86. For the thirteen item tests
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simulated, the item difficulty distributions were concentrated around .5 or

spread evenly over the range .2 to .8. Although exhibiting the similarity of the

two distributions, the results given in the Mitko and Feldt paper do not allow a

straightforward comparison of the empirical results with those expected from the

F distribution. Phen this is done, it can be seen that the lower empirical per-

centiles are slightly larger than those predicted from the F distribution for p20

larger than .5. This means that there is a deficiency of small values of E.20. In

Table 1, which follows, are some comparisons of the empirical percentiles of r20

nresented by Nitko and Feldt and those exnected on the basis of normal theory.

Table 1 About Here

Lack of substantial evidence that the F distribution nrovides a useful model for

estimation of p20 with moderate sized samples caused the present writer to under-

take the research presented in this paner. In light of the distributional problems

confronted in attempting an analytic solution in the small sample case, a Monte

Carlo investigation was undertaken.

Description of the Tests Simulated

One of the ways that tests typically vary, azd therefore a useful parameter

to consider in a simulation study, is the distribution of item difficulty. In the

study presented here, the following three distributions were considered: homogepeou5

with difficulty parameters from .3 to .7; heterogeneous with difficulties from .1

to .9; and homogeneous with difficulties rangins from. .1 to .5. In the discussion

to follow, these tests will be abbreviated as HOtI, PET, and HARD, respectively.

The actual difficulty indices used for ten item tests are given in Table 2. Twenty

and thirty item tests were simulated by using two or three items at each difficulty

level.

Table 2 About Here

In this study, p20 was not taken as a parameter. Instead, an approach which

assumed that the binary response vector was obtained by partitioning a multi-

dimensional space and applying this partition to -a huliviriate-narinal continuous

vector of "latent variables" was used. This data generation model is consistent

with the popular normal calve scaling model described elsewhere (e.g.,Lord and

aovick, 1968, p. 365-373). Once the success proportions had been designated, the
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other ouantitv needed in this data oeneration scheme was the matrix of intercor-

relations of the latent variables associated with the dichotorous item responses.

Three matrices were used in the main body of the study and all three were natterned

i.e., all nairs of latent variables had the same intercorrelation. These constant

correlations vere taken to be .1, .3, and .6. The cor*ination of the three correla-

tion structures and three difficulty distributions led to nine test structures.

These nine test structures were increased to 27 tests actually simulated by con-

siderine tests of 10, 20, and 30 items each and the ranee of 020 for these 27 tests

was .36 to Since the rain concern was the distribution of r20 for small

samples, data for 30 subjects 'ere simulated throughout the study. In order to

simulate some actual tests, additional runs were made vith four tests described by

Poss (1966) and which ranged from 12 to 18 items in lenoth. These tests, referred

to as I', Y, and 7_ in the Poss ruler, vere simulated by using the item difficultie5

which were Oven and ohtainino the item intercorrelation ratrix from the vector of

factor loadinos of each item on the common factor. The p20 for each test was

larger than .90 and the item difficulties were tvnically in the .3 to .7 ranee.

The utilization of item parameters which characterized actual tests vas felt to be

important because of the difficulty in oeneralizinr from the constant correlations

used in the rest of the stud".

Procedures

Let the assumrtion be made that a binary data matrix is available renmsentino

the resnonses of subjects to k items. 11Sc and !ISIxs will refer to the mean

.iouares in the ANOVA correspondino to the subject and item by subject interactions.

The quantity fo
b "55/17Ixc = °-27,20)

-1
is then readily comnuted. The population

analogue of F
ob

will be referred to as Fenn in accord with earlier notation of Feldt

(1965) and is related to "20 by fflopr-(1-020) '. The statistic used in the investi-

gation was VwF
-oo

dr'nop
The comnutation of F

pon
was carried out by using the corre-

lations in the latent variable correlation matrix and the item success proportions

in a series exnansion (Kendall r, Stuart, 1961) relatine the correlation in the

bivariate normal to its phi coefficient.

If the two-factor random model is annronriate, Feldt has shown that V should

he distributed according to the F distribution with N-1 and (V-1)(k-1) decrees of

freedom. Thus, values of this statistic were cast into a freouency distribution

with boundaries which were the deciles of the annronriate F distribution. In

addition, 90% and 95% onen-ended (lower) and closed confidence limits were obtained

accords nn to standard procedures derived by Feldt.

For clarification, consider the follwinn nrotabilitv statements which serve
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as th(1 basis for the confidence intervals:

(1) Pr(Ccp20) = 1-a there Ct. = 1-(1-r20)Fl_a

(2) Pr(C <p <C ) = 1-a
-2L 20 -2P

"here = 1- (1-r2 )E

and C 1-(1-r F
-2.14 20I'-u/2

Rote that (1) and (2) refer, resnectively, to onon -ended and closed confidence

intervals which are often of interest for 1320. For each net' sample generated the

three boundary points Ct, Ca, and f2t: were computed for each of a=.10 and .05.

Counters were advanced if any of the ineoualities rresented in probability state-

ments (1) or (2) were violated. These frequency counts Oere later converted to-

ivample'eregoftions cornarisor iith the theoretical nrefatilities. In tahles-to

follow, these three emnirical nroportions are denoted as E. , En, and E20 re-

srPctivelv, anr' the sum of the last two is simel,E2. One thousand data sets were

aenerated for thP ten item tests, 500 for the 20 and 30 iter tests. For the four

tests from the Poss study, which ranoed from 12 to 18 items in lenoth, 1000 data

sets were generated.

The population 0
20

's and the average r, for the 500 or 1000 values venerated

are presented. in Table 3 alone with sample estimates of the skewness and kurtosis

of the test score distributions. Summary statistics for the overall fit of the

empirical and theoretical distributions are also given in Table 3 in terms of x2

voodness of it statistics. These vere computed ucino the ten cateoories based

on the deciles of the annropriate F distribution.

Table 3 about here

It is e.e writer's opinion that although the results for short tests where

the latent item intercerrelation is low (.10) are not of much nractical interest,

that for the majority of the tests simulated, the test oarametors are similar to

those obtained in practical testinn situations in education. For examnle, the

symmetric score distributions (VET and POV) exhibit varvinv deorees of nlatftrtosis

as is commonly found in achievement and antitude test score distributions. Excep-

tions may be the NET test with p=.60 which is nearly rectangular, actually slightly

U-shaned. Similarly, the skewed distribution for the HARD test with p0.6 is a

rather severe J-shaned distribution which would he uncommon in most educational ,

* See footnote to Table 4 for interpretation of these nroportions,
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tnain referrire t, Table ehserve that t'le vdr11-4'rnlm nnvative lies of

r.,0 as an estimator of 010 (e.c., see Lore anH t'ovick. 19E8) is not very serious.

The averave value of r11 for the sarnles venerated is tvnically slinhtly smaller

then p2n when that narameter is small, 1.1t the bias becomes trivial when 0,0 is

lamer than about .7.

its recards the x2 statistics renorted in Tele 3, the writer does net view

their sionificance as particularly imnortant. but they are eresented to indicate in

neneral how well the distribution of b annroxirates the F distribution. Fer nine

of the 27 tests sirulated, the eoodnoss of fit statistic was sirnificant at the

5% level, indicatine oross lack of fit of the ennirical to the theoretical distri-

bution. As the reader surely realizes, what is more irnortant is the fit in the

tails of the distributions since this noverns the adeouacv of the inferential

nrocedures. Coil eats cnecerninn the x2 results, then will he included with the

discussion on the accuracy of the confidence interval estimation, the results of

which, for the main 1.odv of tests simulated, follow in Table 4.

Table 4 about here

PESULTS

In evaluatinp the results of this invnstivatinn, it is useful te consider the

sampling variation which can be exoected when the Linomial distribution is the an-

nronriate model. Presented in the table helm, are the standard errors for a sannle

prenortion from ovulations with ir=.1fl and .05 and lased on samnles of size 500 anr'

1000.

sample 500
size 1000

rrief table of standard errors of mroeertiens

Pronorti en

.10 .05

.013 (.013) .0098 (.010)

.0095(.010) .00C9 (.007)

The values in narentheses above are rounded versions which I.:ere used to deter-

mine intervals within which a resulting nronortion might he e:nected to fall about

E2% tf the time if the theoretical nercentiles were corrnct. hen the empirical

nronortions F
1

F?and F in Table 4 are comnared with these intervals, it is found

that all e* the !'FT tests for p=.1 are within the lipits imposed. The more nlaty-

kurtic PET tests wit!' pv.3 and J.: have a rather laroe numi,or of entries, actually



-7-

19 of the 24, which are outside of these limits. The interesting fact is that all

of these 19 ernirical nrogortions are belie-, the nominal values. Thus fnr these

tests the nominal confidence coefficient tends to underestimate truth. e.e., rore

than 95% of the "95s" confidence intervals' envor the true narameter. !'her, nercent

relative error,definee as the at-solute error divided by t!:e nominal a, is cgnsiderej

it is found to vary from 111% for .(_,T confidence coefficient. D=.3, ones interval

(E1 = .086) to f2% for .95 coefficient, ne.6 (r, = ,P19). maturally, percert rela-

tive errors are laroer for 95% than 919! nominal intervals ard, excludiro the noorly

behaved results for the 10 item !TT test Witt p=.F, eenerallv are helot en%. It

is worthy of note that for each of ttie five !'CT tests with significant y2 values,

E
2P

exceeds E
21.

indicating a shnrtaoe of 1o4' values of V (and r21,). (There is one

excention to,this tree:` for p=:(.1,=?n, VY3 confidence coefficient). :This "fact is

in keenino with the remarks made earlier in reference to Feldt's findings v!lich

sungested that 14,e lower nercentiles rf the ernirical distributions were slinhtly

larner than those for the comnarisnn F distribution. In the four sir'nificant x2

values for p=.3 and .6, the laroest contribution to the x2 is-the contribution from

the lowest cateaory. There is no rerceptele relation between test loneth and the

adeouacy of the estimation nrocedures.

Alvin(' to discuss the Pfl tests, we find that some emnirical nronortions exceec

the one sic'ma limits at all levels of item intercorrelation and deviate in hot"

directions from the nominal values. Of the nine values of F which were "sienifi-

cant", seven exceeded the nominal value inoicatino true confidence less than nom-

inal for these omen-ended intervals. l'ith the exceotinn of the .95 confidence

interval for p=.1 and 30 items (E1 --A .070), the other relative errors were 20% nr

less for these intervals, indicatino, for examnle, that nenerally no fewer than

94% of the 95% intervals oenerated covered the true rarameter. Thus, althouoh at

variance with the conservatism associated with the estimation nrocedure for the

HET tests, the results for omen interval estimation for tests satisfying the

model still appear to have practical imnlications.

For closed intervals, 8 of the 18 values of F, were outside of the one sinna

limits, and, contrary to the results for El, seven of the eictht yielded "sionifi-

cantly too many" intervals which covered the true parameter. The relative errors

shoved a definite increase as the item intercorrelation increased and were rather

laroe (34% and 4471) for the test with 10=.6. It will be recalled that the score

distrihution for this test is virtually rectanoular, however. Fxamination of the

E
2H

and E
21

entries indicates that where any differences hetween these two finurrs

exist, E2H, which represents the nronortion of times that the interval totally
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exceeds the true earameter, is usually lamer than. E,1 . This is reasonable from

the results for F, ane indicates that the errirical distributions ten" to have too

much density in the upper tail are too little in the lover tail.

For the 'I'RO tests, the results for onen irtervals are similar to those for thEL

}40N tests in that all 13 hsionificant" values of F
1
vete larrer than the rominal

values. Hoever, whereas for the 901' tests the relative errors wore usually

smaller than 20%, for tbe MD test they ranoe un to Fr% for norinal .05 coeffi-

cient, 3C item test with 1)=.3 (E1=.024). The rytreme J-shanee score distrihution

for p=,C nrovir'es too few "nroner intervals for each of the six comhinatiors of

confieence coefficient are number of items and the relative errors annear to in-

crease pith the lernth of the test. Close' intervals for the PAM test are some-
.

vhat Netter behaved for the roro nractical situations of p=.1 and .3. The lamest

relative error amono the six F values wflich t-ere rore than one sipma from Vie

nominal value vas 31!% which occured for the same simulation as the 68% for the

onen interval. Ps a matter of fact, the .084 nronortien of overestimates of p2n

combined with nrecisely the correct number of underestimates (.050) to Yield

F2 = .134. For prz.6, the relative errors are rather laroe (22? to 58%) and re

flect too fell intervals coverinn the true value. The primary reason is excessive

values of Foli. 0n the other hand, the lower tail of the v distribution anpears to

fit the F distribution ouite well. The sipnificant x2 values of 17.0 for the 30

item YARD tests with p=.3 and p = G are nrimarily due to the excess of observations

in the ton cateeory: in each case , the contribution from those catereries nr0-

vided the larnest contribution to x2.

The combined results of the four tests from the !less naner follow in Table 5.

Table 5 about here

Ve observe that tests W and X are ouite homogeneous with resnect to difficul-

ty, the an values being much smaller than for the PP" and FARO tests simulated.

Test Z, on the other hand, has an item difficulty snreae similar to these two test

models. The averane latent item intercorrelation for all four tests is larder that

.6 and the laroest value of .76 characterized test X. The strong inter-item as-

sociations cause all p9015 to be above .SO. The test distributions for these four

are interesting and be related to the simulated tests already discussed. The

easiest one to connare is test Y which is similar in form to the p=.60, IION test

except that it is slightly more olatukurtic (in this case more U-shaned). "hen a

comparison is made aoainst the results for the 10 item test in this cell, they

are found to be very similar. Open intervals do not cover the parameter as often .AS
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thP rorinal coefficient advertised while a shortane of entries in the lower tail

caused closed interval construction nrocetiures to he on t'Ir conservative side.

The reraininn three tests are moderately nevativelv skewed. In terms of

tkeyness and kurtosis, test u and Z annear similar. but the scorn distribution for

test Z is somewhat more rectanoular. 'either of these two distributiors has an

interior mode.

The results for test ?. follov the same general lines of those for the 20 item
'!0T'

test with pt.F, i.e., El values are a little too large and El_ too small. It

would seem as though the corressaneinn 10 item test vould Fe useful for comnarine

to test (J, but it soon becomes evident that test " alonp with test X yield the

stroneest nenative findings in the study. Relative errors of as much as 10C

(actually sliohtiv larder) exist for these two tests. Plthouch uantitatively much

more deviant, the restilts follow the neneral trend of the highly correlated VO!' and

WIRD tests, namely that there are too many values ir the unner tail of the u distri-

bution and too few ir the lover. The test X scorn distribution is U-shaped and

very extreme.

It anpears as though the selection of real tests to simulate ma" not have been

particularly well chosen. The rationale for selecting these vas one of easy avai/-

ability- the informatinn necessary cor the generation scheme utilized ''as readily

available. tenon loobinn at the innut values for tine four r)OFS tests. the only

narareters which varied between tests '.4 and Z vas that of difficulty distribution.

Because of this the writer decided to make simulations for tests vith all iters

of the same difficulty. These runs were made sinulatina the ten item tests with

p=.6 and yielded the results given in Table 6 below.

TABLE E
Results for t =Constant A .1

a F
1 F2 F211 F21 ?0 120 1 T

--X

.5 .10 125 /03 066 037
.37 .07 .00 -1.35

.05 066 053 035 018

.3 .d0 14r 155 09F 050
.87 .E6 .81 - .55

. .05 096 081 055 026

.1 .10 213 382 160 222
.83 .78 2.3b 5.67

.05 1E0 311 127 184

For w=.5 the test score distribution is U-shaped similar to test Y from the

Ross paper and the 1UW test for p=.3. Relative errors for oven intervals are



around 3n%. The seconr' test simulated. idth 7f=.3, oenerated 3 scot distribution

similar to that of test " and the confidence interval results for these two tests

are very similar. neer, intervals have relativP errors annroachine 1(0% PrO the

over nonulated unner tail caused the closed intervals to t e in error bet eer. 5n%

and r0% more often than the nominal coefoicient rruld sunrest. The situation he-

comes much worse for the very difficult test with w=.1. T:1P test score dictribu-

tion is extreme, however, with r41, of the "total scrims" oenerated beino zero.

DISCOSSIT!

The writer set hirself to the testi of detereinine the extent to Hch interval

estimation cf p20 isino standard procedures baser' on the F distribution could he

relied on for moderate sized samples (P=30). Results for tests with iters snread

evenly over a wide ranee of difficulty and vhich, therefore, resulted in a svmmetriC

test score distribation were in Pood aereement itm "neminal" results. For tests

in which itrrs were steonaly associated, test score distributions were nlatvkurtic

and the nominal confidence coefficient typically uhderestirated the true nronortion

of correct statements. cost statisticians find this conservative annroach at

least tolerable. when the items were spread over a narrower ranee of difficulty,

but were still centered at .5, there was a tendency for too few open intervals

to be 'correct'. The relative errors. however. -ern small, general l" less than 24%

For closed intervals the conservative nature of the F'FT tests neanpeared. results

for test Y from the Ross naner and the tests sirulated with both of which had

evmetric score distributions were in aereerent with these results. Therefore,

when the test score distribution was syOmetric, the most serious results were in

the direction of conservative procedures. The fact that fewer than the nominal %

of the open intervals covered the true parameter for the hiohlE associated Hier

tests does not seer too serious in that the % error was nenerally small.

In the situations simulated w! :ere the score distribution was skewed, it was

virtually always true that too few open intervals covered the true narameter and %

errors mimed up to and sometimes exceeded 100%. -The most severely skewed score

distributions, with no interior mode, occurred for the HARD tests with p=.6, three

of the four Ross tests and the tests with constant difficulty parameters of .3 and

.1. A somewhat conservative rule which could be used for °nen intervals in these

cases would be to use the 97.5th percentile of the F distribution to construct

open 05% intervals. The only situation where suc:' an adjustment nrocedure would

not be either conservative or within reason vas the lee.1 (constant). p=.6 test

for which the score distribution ;!as almost similar. For closed intervals in the

case of a skewed score distribution, it is difficult to make any recomenoation



based on the data at hand, unless the items are only moderately associated (p <.3).

If this is the case, then the standard nrocedurc vill yield relative errors Pr-obeli

smaller than about "h'- the items are more stronrly associated, however, the

resulting scot- become severely skewed and while ti,e upper tail of

the V distribu, , nonulous, the situation in the lover tail is loss pre-

dictable: for the three Ross tests the lover tail is too "light", for the r=.?

distribUtion. it is about right and for the ir..1 distribution the procedure falls

comnletely anart. Before summarizing, let us enumerate specifics of this investi-

nation which necessarily limit the ceneralizations. They are:

1. Sample data from thirty respondents were simulated.

2. The number.of items ranged from 10 to 30.

3, The normal ocive item characteristic curve related the trait'heino measured

to the nrobability Of-ecorrect'resnonse.

4. Latent resnonses Were samnied from multivariate normal distribution.

5. Tests simulated had a "single factor" structure.

F. For main body of results, latent item intercorrelations were constant.

7. nnly 90% and 95% intervals were considered.

If a researcher has test data which has these characteristics, he may wish to

consider the following recommendations:

1. For tests with item difficulty distributions which are widel" snread

about a median of .5, use the procedure but realize that it will tend to

he conservative.

2. For tests with item difficulty distributions which are more honoreneous

about a median difficulty of .5 use the procedure realizine that there

will be a slight tendency for "too few" oven intervals to cover the true

Parameter if the items are stronrly associated.

3. For extremely skewed test score distributions the safe recommendation is_

to construct oven intervals using the 97.5th nercentile of the r distri-

bution for nominal 95% intervals. The procedure will tend to be conserva

tive.

4. For mildly skewed test score distributions no tlanket recommendation is

nossihle based on the data. However, if item intercorrelations are modest

so that the resulting score distribution has an interior mode and

is no more than at'out .4 or .5, the data surrest that the standard nrn-

cedure will lead to relative errors of no more than 20% to 30%.

It is not surprisine that in situations where the item difficulty is fairly

homoneneous,and different from .5 and the items are highly related that the usual
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robustness of the F distribution is not sufficient to provide serviceable inference)

(The reader is referred to Inandeville (1969) for an extensive investination related

to hynothesis testina in reneated measures desirns here the rcneated measure is

hinarY). !4olever, in most of these cases where the annroxination did not nrove use

ful, true P20 vas rather lr-ne (nreeter than .80). In situations where true p,0

VI PS less than .Pn, the narametric nrocedure did provide useful results. Since, the

concern of a researcher for the reliability of his measurements is usually inversel

related to p20, the nractical value of these results appear nreat.
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TALE 1

P. Partial Comnarison of Theoretical and Fmnirical 90C1 and ':5th

Percentiles of r
20

Distributions Penorted by Pith° and Feldt (1969)

___

Test p20's*

Theoretical
5th Percentile

Empirical
5th Percentile

Theoretical
10th Percentile

rmnirical
10th Percentile

It I I I I II

.1354 .558 .356 .352 .364 .408 .411 .419

9 .690 .551 .559 .561 .586 .554 .594

i.770 .771 .666 .671 .675 .693 .700 .700

1.825 .826 .746 .755 .153 .7rc .773 .772

.864 .865 .804 .810 .809 .820 .824 .924

*An averaoe of the tvo p entries in a rot, as used in the computations

to obtain the theoretichI percentile.

tI and !I refer to 'litko and Feldt's "Concentrated" and 'Spread out" item

difficulty distributions, respectively.

TES

VET

HOPI

HARD

TABLE 2

Item Difficulties ('r14) for Three Ten Item Tests Simulated,
Average Difficulties and Standard Deviations of the

item Difficulty Distributions

a
iT

.1

.3

.1

.2

.35

.15

.3

.4

.2

.4

.45

.25

.5

.5

.3

.5

.5

.3

.6

.55

.35

.7

.6

.4

.8

.65

.45

.9

.7

.5

.50

.50

.30

.245

.122

.122
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TABLE 4

Emoirical Probabilities of Incorrect Confidence Statements
for Cnen -Ended and Closed Confidence Intervals on p20.

p

---1---

1

1

k i alE

liET(.I.al.<.9)
1

' Kr( .21<n.<.7)
1

PAPD(.1<gi.5)

F,
2F1

F
2

E+E
2P 21

E
1

E
2

F
' E2L2L 1

F,,
,

F
'PL

10 1.10
1 095* 106 052 0 108 103 060 043 107 088 053 035

.10 I i

.05 052 055 025 03. 060 041 029 012 053 049 028 021

, .)0 090 100 086 04 094 096 042 054 114 $22 066 056

.10 io

.05 056 052 030 02 042 046 018 028 066 058 032 02C

.10 102 094 056 03 108 120 070 050 090 094, 050 044

30
.05 056 058 034 02. 070 064 038 026 050 038 014 024

.10 097 070 036 03, 108 099 050 049 116 110 059 051

10
.05 036 030 019 011 050 045 025 020 059 054 028 026

.10 086 072 036 036 120 092 042 044 112 114 064 050

.30 20
.05 036 036 018 01: 048 034 016 018. 064 046 -018 030

.10 106 070 044 026 084 072 048 024 140 134 084 050

30

.05 044 032 018 014 048 03C 024 014 004. 066 042 024

.10 065 048 028 020 123 091 059 032 126 133 070 063
10

.05 028 019 013 006 059 048 036 010 070 079 043 036

.10 084 076 048 028 118 100 060 040 120 122 072 050

60 20
.05 048 030 016 014 060 046 030 016 072 078 046 032

.10 1106 066 038 028 116 066 038 028 146 128 078 050

30

.05 '038 026 012 014 038 028 018 010 078 076 044 03?

* Decimals omitted in body

A reversal of the imnlication of statements on oaoe 5 has been rade for mnemonic
reasons so the Elf, is the nronortion of times that the total interval was "too

high", i.e., C
2L>P20'

Similarly F21 indicates the nronortion of times that the

interval was "too low ", i.e.
' C2P`P20'
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