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AN EMPIRICAL COMPARISON OF TWO PATH COEFFICIENT ESTIMATES

PETER T.K. TAM, GERALD J. SCHLOCK, F.

The Florida State Univrsity

A. The Background

Since the development of path analysis by Wright (1918),

the technique of path analysis has gradually become popular in the

medical, biological, social and politiCal sciences.

In the related literature, two types of path coefficient

timates have been advocated. Tukey (1954), Turner and Stevens (1959)

have favored'the use of unstandardized path coefficients. Wright (1960)

restated some of the unique advantages of unstandardized procedure, but

in general he favored the standardized form partly because of greater

convenience in analysis. Applications of both types of approaches to path

analysis have been reported.

Although two methods of.calculating path estimates are

available, the superiority of one'method over the other has neither been

demonstrated mathematically nor empirically. Zellner (1971) reported a

Monte Carlo study of the sampling properties of the two-stage least

square beta weight in a two-equation simultaneous equation model, but

the only parameter he used was sample size and his empirical

estimates were based on information from only 50 replications. Extending

Zellner's work, the overall purpose of this study was to compare



empirically under known conditions the sampling properties of both

the unstandardized ( derived from the beta weights) and the

standardized (i.e. derived from the correlation coefficients) path

coefficient estimates at selected parameter points.

The Problem

Turner and Stevens (1959) identified three basic models

of open path networks, namely:

(1) the simple multiple prediction model,

(2) the simultaneous prediction model, and

(3) the chain prediction model.

An example of the first model is shown in Figure I.

Figure 1

In this and the following path diagrams, the X's a,re the observed

error free exogenous (independent) variables, and the Y's are the

observed endogenous .(dependent) random variables. The arrows indicate

the direction of influence. In interpreting the path diagram, the

variable at the head of one or more arrows is regarded as being a function

of just those variables at the tails of these same arrows. The notation



Vindicates that the path coefficient is derived from the regression

partial regression coefficients. When the variables are standard-

ized or when the path coefficient is derived from thev'correlation or

partial correlation coefficients, the notation for the path toeiffftfent

in this paper is Y.

The model equation in Figure I is:

(1) Y1 1 + aka X. + Xb
" lb

This is the familiar multiple linear prediction model with two

independent variables and the path coefficients are the ordinary

partial regression coefficients. In symbdls

(2) = b1

blab

blb.a

This model is straightforward since the distribution o.

notation

(3) b
d

B a2 (XIX

where 02 is the variance o

n matrix

An egample of the second path model, the simultaneous prediction

model, is shown in Figure 2.

correlated errors

2



4

The model equations in this case are

(4) Y1 ' a a Xa
la

aa X "I" E2Y2

This model is also straightforward, since the distribution of b is

(5) b ( B ('X4X)-1 )

where z in this case is a two-by-two error variance - covariance

.matrix. in the path technique as described by Turner and Stevens (1959,

PP. 243 - 244), the errors of the two dependent vapiablei.ev._-P1 and

were assumed to be uncorrelated.

The third model, i.e. the chain prediction model is more

unusual. The path diagram of the simplest of this type is illustrated

in Figure 3.

la

Figure 3

The model equations for this example are

6)
-1 X

a
+

Y2 (y
21

+
2

and the reduced regression equations are then found:

(7) Yl

Y2 +

Xa E

correlated errors
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The solution of the above path estimates can be approached by non-

linear least square techniques, but due to the computations involved,

linear least square technique is generally used. In terms of ordinary

regression coefficients, the path estimates can be found as

8) ala.
bla

where a
la

a21

b2a

bla

is distributed as

N Bia

SSx

but no comfc table distribution theory is available for an since it

is a ratio oftwo correlated random variables. Should both
-1

(a_ be
a

expressed in the standardized form, i.e.

(1C)

and

14
s ria

r2a=

la

then neither TrI, nor 1T21 would have a comfortable distribution

theory. It is partly because of this reason that Tukey (19611), and

Turner and Stevens (1959) advocated the used of the unstandardized

path coefficient-estimates.- Our conjectures were that both Oil and

ff- would have standard errors bigger than that 6iof and2
id is

respectively and also that there might be some other undesirable

sampling properties. Thus the specific-objective of this study-was.

to to investigate, by the Monte Carlo method, some of the empirical

sampling behaviors of a21 and "g21 cinder selected paramete points ,
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including sample size and differences in the error variance-covariance

matrix of the dependent variables.

C. Methodology

Before the collection of empirical data, some of the

theoretical values had first to be solved. In the following notations,

is an error free variable, a and IT are the population parameters.

According to the model (see Figure 3),

1.1Xa

PY1

'Y2

tiC

a1 + a
1 la Xa

a1Yl

By specifying the parameters of aX 2 , a ala, an,a2 9

El
and a(e-

the theoretical varecovariances of Xa, Y1 and Y2 can be derived to be

(12)

Xa

Y1

"2

Xa

alaa2Xa

,2
la-a a2

aka2
ala xa

Based on this covariance:, matrix, the population standardized path

coefficients of Tria and Tr
21

(in its proper context of ala and a )

can be found as

1

21 .ffl

Pla

02a

pia
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The procedures of compiling the data in the Appendix are briefly

summarized in the following :,*

(1) The vector of ildependent variable (X) with specified

p and a was generated using Marsaglia's technique as described by

Jansson (1966 pp. 182 - 185). It has been found that this technique

is reasonably fast and accurate. The pseudo-rallom numbers of this

subroutine have been tested for normality and randomness. The two

vectors of correlated error terms with specified u's, and p

were generated according to the multivariate law as described in

Jansson (1966, pp. 186 - 187). This method is general and can be

extended to any number of dimensions.

(2) The vectors of dependent variables -Y were

computed as

(14)
Y
1

= a
1

+ a
la

X

a2 a21 Y1 4- C2

where e_ and c
2 are the vectors of error terms ith correlation of p.

(3) The sample variance-covariance matrix from the generated

vectors of X, Yl and Y2 was then computed and all the path coefficent

estimates Of Figure

expressions

(15)

and

a
21

(i.e. 41a, a 17 ilia,

b2a

b
la

* Programmed in Fortran IV by Peter T.K. Tam

) calculated. In the
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r2a

rla

it can be seen that as b
la

and r
la

approaches zero, the values o

121 and Tr

21
can approach infinity. To avoid such unusual possibilities,

a sample of X, Yl and Y2 was accepted only if its computed 1 b

was greater than BC and the corresponding 1 r1 1 greater than CC

where

(i6) BC s (0.05) ( r / S5x

and

CC s (BC

An example of the bia and r
la

( a2 / g2

that were accepted and rejected

was shown in Table 5 in the Appendix.

(4).Steps (1) to (3) were replicated 200 times for each of

the 15 different cycles of parameter values (see Tables 1 - 4 in

Appendix) within each of the four different levels of sample sizes.

The main computer program and its subroutines have been

carefully checked before its execution on the CDC-6500 at the Florida

State University Computer Center. The CPU time is approximately

100 minutes and the CM is 50 K.

Results

As mentioned previously, the reason for using- the Monte

Carlo approach is that no existing comfortable distribution theory

is available for an and irzl It seems that our conjectures were

confirmed. All the summary data were tabulated in Tables 1 - 4 in

the Appendix. Some of the interesting findings were graphically
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illustrated in Figures 4 - 11 and discussed in the following:

(1) 4 and 5 indicated some of the effects of

sample size and error variance on the standard error of the

path estimates. These graphs depicted the information of cycles

6, and 12 of the Appendix Tables. In Figure 4, the broken line

indicated the amount of standard error of &21 across the four levels

of sample sizes. The empirical and theoretical standard error of

-,la are represented by the continuous and the red line respectively.

It can be seen that the empirical and theoretical values are almost

identical. Figure 4 is divided in three parts, namely f.A B, and C,

each of which has error variance ( .ci ) of 50, 400, and 900 ,respectively.

As error variance ( 'el ) increased, the standard error of the estimates

increased. But within each level of error variance, the standard

error decreased with the increase of sample size. However, irrespective

of the sample size and values of ci, the standard error of &21 is

larger than that of &la. This fact generally holds under other

parameter points as indicated in the Tables in the Appendix.

(2) As illustrated in Figure 5, the same conclusions of

above. are generally applicable to that of r21. In terms of standard

...

error, it's indecisive of the relative superiority of c10 and g21. But

both have empirical standard errors larger than-that of
& and Fria.

It seems that except when the sample size- is big or- the, -error variance

small , the standard error of 6421 or i4 may be too big to be.tolerable-

3) Figures 6 and -7 illustrated the effects of sample size and

1 on the empirical skewness of the path estimates.. However .such effects,

if there is any, are not obvious in this study. Figure 6 compared the

skewness of &21 with that of a}$, -and in this respect, two points might
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be fairly obvious. First, the skewness An was in general larger

than that of mia. Second, the skewness of a'21 was in general large

and positive, although in some other cycles as indicated in the Tables

in the Appendix, the skewness of &21 was large and negative. As

illustrated in Figure 7, the same conclusions were true with respect

to the skewness of ft21. Again the superiority of a21 or n2I was

indecisive but neither one of them was desirable in terms of the

skewness of the estimates.

(4) Figure Band 9 compared a21 and ;21 in terms of the

empirical bias of the estimates. The amount of bias in general

decreased when the sample size was large or when el was small or

both. Again the superiority of either &21 or ;21 was not obvious

but both were inferior when compared with that o a and Tr

-respectively.

(5) One of the assumptions made by Turner and Stevens (1959

p.241) in the solution of the path estimates was that the covariance

among, the error.terms ) was zero. Although in our experiment

we-had introduced various levels of error covariance (i.e.

results-of this present study indicated that, under the parameters we

investigated, there were no definitive trends between error covariances

and the sampling properties of a21 and r21. This fact was illustrated

in Figures 10 -

In conclusion to the above, it.seems that the results of

this study do support -our conjecture that both and 1p
21

in the
;
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chain prediction model (see Figure 3)-have indeed some unusual

sampling properties. Greater. care. -1.1 the interpretation of the

coefficients in path analysis should be exercised when the chain

prediction Model is involved. This point is particularly significant

s nce most of the reported path networks-in the related literature

. do have this chain prediction component.
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Figure S. Effects of sample size on bias of unstandardized path estimates
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Figure 12 . Effects of error covariance on the bias
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