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AESTRACT

Two objectives guided the present study: (1) to
provide a suitable test for the hypothesis rho=0, and (2) to
establish a means by which general users of R can set confidence
. intervals on rho. The first objective was approached by testing
several possible solutions similar to the procedure followed by
- Forsyth. The second objective was pursued via a combination of a
general analytical procedure (Mood and Graybill, 1963) together with
computer simulation techniques and a curve fitting technique (Usow,
1970) . Procedures for achieving both objectives required the use of R
distributions. The method used to obtain the necessary R :
distributions and the two procedures and their results are described.
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It is well known that the magnitude of a corrclation coelficient

is affected substantially by groun variability. To adjust for proup

variability, Pearson (1903) derived a formula for R, a corvelation
coefficient corrected for restriction of range. The correction preceded
the onset of inférential techniques aﬁd was developed to estimate p for
an unrestricted population in situations vhere complete selection and

criterion data were available only from a2 selec

Ced “extremity of the popula-

\m
‘rw

tion. Essentially, it was a descriptive statjstic, provided the assumplions
of a pivariate normal population, homoscedasticity of variance grrors, and

linearity of repression were.met. Hotrever, R is most often used to estimaile

p when both selection and criterion data arc available only from a s

a selected extye emity of the populaann. Censequently, although R was

developed for desc flpt;vé purpeses, its current use is primarily as an

As a descriptive statistic, R will not equal p only if-the underlying

assumptions have not been met. Two empirical studies (Havis, 1935; Creager

1953) illustrated .that in several cases inv 7v1nﬁ large N's the assumptions

. . . “E_
ibes p very well. The same situation

T3

are met well eunough so that R deser

does not hold for jnferential statistics. Due to the presence of sampling

d

e memgin -

v
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error, ong docs nol A ostatistle to equal the paras

5 have been exactly met. Tor
this reason, R is a meaninnful inferential statistie only to the extent
that an dnvestipator can specify boundnries within which p will lic.

0rs cannot d termine the accuracy of corrected

ot
u..u

ently, dovesti

EEIEQlatiQH ﬁﬁ&f-iciéﬂts 0, bé;gugg its infere ntial C“alﬁLtLILStiCS

have not been assessed. As a result, Lord and Novick (19685, p. 147)
stated, ". . . a more cautious attitude toward thrse formulas is
calied for in any applications in which the ratio of standard deviarions

in the unselected group to standard deviations in the selected group

L]

is more than 1.40, This condition corresponds to a selection Q$ approx=
imately the upper 70 percent from a standard normal population."

It has been difficult to explicate the properties of R pr;ﬁaril

because R is dependent upoﬂ three pavaweters; sample size (N),
correlation cocfficient between the two variables X and Y in the unro-

stricted population (p), and. the poercentile point of the ¥ variable such
that 2ll X values included in the explicitly selected sample are larger

than A {P(A)]. The interdependency among these factors causes inteactable
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mathematical problems that have thus far precluded an analytic:
to the densgity funection of R.
Only one study (Forsyth, 1971) has been undertaken to clarify the

computer simulation methods to simply

|’°"]\
‘ﬂ‘

inferential properties

test the efficacy of a hypothesized solution, Tisher's log transformatior

shed that the pro-
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et .confidence intexvals on p, it was establis

cedure doeg not produce suitable accurate confidence intervals.. An
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attempt to "correct” the formula by adjusting the degrees of freedom

in the Z statistic lmproved the results, but did not provide a defin-

itive solution to the interval estimation problem.

=]

Two objectives guided the present study: (1) To provide a suitabl

the hypothesis p=0, and (2) To establish a means by which
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seneral users of R can set confidence intervals on p. The first objec~
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tive was approached by testing several possible solutions similar to
the procedure followed ?y Foveyth, The Sécgnd objective was pursued
via a combination of a general analytiaal procedure (Mood & Grayhill,
1963) togcther with computer simulatién techniques and a-cufve fitting
technique (Usow, 1970). ?raa&dures for achieving both abjéztivag
required the use of R distributions. The method usedgt@ obtain the
necessary R distributions ie described immedlately below., Following
that, the two procedures and their results are described.

There are two alternative formulas that can b2 used to ohtain

3

ey

values, and hence estimate p. One is in common use, a deseription o

- ¢

mq,

0 be found in Gulliksen (1950) and savera] other sources, A

=

second formula described by Kelley (19 3) yields apvroximately the

same value of R as does the conventional formula bec 15 more difficult

to use and generally resulted in less acceptable tests of p=0

(Gullickson, 1971). For those reasons, only the procedures and results

as they pertain to the conventional formula are deseribed in this paper.,

capital
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1 obtained by using o in the

i

Forgyth (1971) found R distribution

above formuelo diifcr ributions vblained by using

for the computation of all R

Lifled the procedure and reduced computer costs,

Values of 1 and s_ vere obtained using a set of normal deviates,
% ) '
N(0,1) (Collins, 1970) tope.. with a random ywumber generator (Jordan,

1970) and a cowputer simulation method for obtaining coryeclated pairs

having a correlation of p (Lehman

from a population of paired v:

: & Va

& Bailey, 1963, p. 228). In this process
pairs were always randomly selected from the peopulation of X valucs
greater than P(A). Tach r value thus obtained was then corrected for

explicit selection wvia the conventicnsl formula to obtain R. The pro-

cedure was replicated, holding N, p, and P(A) constant,

number of times to produce a distribution of R sample point

each composed of 1,000
sample points. were formed for p=0, ¥=27, 52, 100, and for P(A)=.10,

50, .75,

ble 1 ahnuf_ ’nrs'

Five test statistics were epplied to the R sample points in each of the

nine di ibutions in an attompt to find the adaquacy of the tesat

statlstics in terms of actual significance levels being equal to respec-

icance levels. The five ¢

tiva




TABLE 1

Number of Replications Used for Building R

Distributions of Fstimates

of p When p=0

Runber of B
Sample Peodints
N Par Distribution F(A)

Al

27 1,000

e
[[£%3

1,000

100 1,000
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W E g e o 7| Kelley: (1923, p. 316)

R : \r(ler )/

, R )
(3) t=g where S

(4 L == vhere 8§ Kelley (1923, p. 316)
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vhere Z is the Tisher leg transformation of

ﬁ and a, z‘lfdﬁjf

0f the five farmglas 1, 3, and 5 were completely unacgeptabléz the
actuval Type I error probabilities subgtantizlly exceeded the nominal
significance levels. Yormulas 2 and 4, however, proved to be

more accurdte. Although formula 2 yielde a z statistic, and formula

4 yields a t statistic, both formulas utilize the Kelley formula to
ohtain the standard error of R, and the results @btaiﬁadrfrem the two
procedures were quite vomparable. Eqﬁh'exhibited a similar trend and
in no canz did one appear to be significantly better than the other,
The average difference in Type I error probability between the results
¢f the two fatmulas was only .0014. Because the two formulas are so
éimilar only the results for formula 4 are included here (see Table 2),
Results for formulas 1, 2, 3, and 5 ave given by Gullickson (1971).

~Insert Table 2 about here
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TABLE 2
Actual Probability of a Type I Error for Testing
the Hypothesis p=0 with a Two-Tailed t-Test

for Various Sample Sizes and Explieit Selection Points

Nominal Probability of Type-I Error .01 .05 .10 .20

P(A)® N Actual Probabilities of Type-I Error

.10 27 026,063  .115  ,207
.10 52 .014  .,054  .099 171
.10 100 .008  .052  .098  .206
.50 27 v.oaé 099 155,219
.50. 52 o 021,069  .112 181
".50 100 .016  .059  .107  .207
.75 27 069 .135 180  .246
.75 52 ©.032  .086  .130 198

+75 100 .022 069 .119 +223

#1-P(A) is the proportion of the unrestricted sample employed.
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wle 4 provides a liler 1 test of ¢, i.0., the

In gencral, for

actval chunce of a Type T error is preater than the stated nomdinal

level, The discrepancy between the ac 1l significance

levels becomes less pronounced ag any ome or combinaticn of the

£nllowing occur: (1) o is inercased in macnitude, (2) W ig dnereascd

in size, (3; P(A) is reduced. Tor example, when §=27 «+,01 the
3 |2 ]

(had
o
]
T
WZE
v
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estimated actual » level decrcased from 069 t

f(gb was reduced from .75 to .10. ¥or the same a but N=100, the

estimated actual significance 1PVP1 was 027 vhan F(A)=.75 but reduced
008 when P(A)=,10. Tor research purpocges, it is recrommended that

either formula 2 or 4 be employed for hypéth&sig testings purﬁas?s,

but that no test be made if both N and the proportion in the explicitly

selected sample are small,

Interval Fstimation on p

Since analytic e

of setting ccﬁfideﬁae intervals ere not
avajlablé, four sample sizes N=25, 50, 100, and 200, six explicit
selection points such that P(A)=.10, .20, .40, .60, .75, and .90, and
ten correlations (=0, .1, .2, * * *, .9 were used in all possible

combinations. te produce a total of 240 R distributions (see Table 3).

i

:il

Those 240 distributions were in turn uvsed to build 24 confidenc

nonograms for ecach of two a values (¢=.01 and .05). All 1nomeg

-

a sel combination of a and P(A) were then placed on cne R vs. 0

W']‘

provide a ‘total of 12 sets of nomograms as provided in Fipures 2-13,

To build a single l-a confidence interval nomogram, the ten R distri-

butions for p=0, .1, .2, + +» +, .9 and a ulL‘lL CﬁmbiraLlﬁn of 1 4ud P(A)

:z,ql-m A=en
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TABLE 3

Fumber of Peplicati

ns Used in Duilding Fach

R Distribution for Interval Lutimation on n

Number of
Sample Size PA) n Replications
N per Distribution

25 .10, .20, .40, .60, .75, .90 0, .1, .2, + v +, .9 10,000

200 .10, .20, .40, .60 ©0, W1, a2, e, 9 750

200 75, .90 o 0, 1, .2, + « «, .9 1,500

ibuk; was foimed ueing a single combination of N, I'(A) and p e.g.,
on F=25, P(A)=.10, and p=0, 10,000 replications vere made to form an

R d;’L“lLuLLDH.
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were used (e.g., the ten p values for N=25 and P(A)=.10). Nine of the

ten R distrvibutions, those derived undur_the conditions p%.l, 2, .3,
oo, W9, were essentially uesed tuice. RBecause p is symmetrical about
zero, cach R value of the distributions could be multipled by =1 to
produce new distributions covresponding to p=-.1, =2, =3, + -, -9,
The lower bound of cach confidence interval nomogram was formed by
determining the /2 percentile point of each of the 19 R distributions,
pairing each with thg p value it estimated, and using those 19 number
pairs with the two additional (R,p) pairs (-1,-1) and (1,1) to derive a
polynomial line of best fit. 'The line fgrming an upper confidence
interval bound was obtained in the same manner except the 1-a/2 percentile
points of the R distributians were used. Those two lines on an R vs.
p axis form confidence interval bounds on p. Figuré 1, an illustrative
on p for an R obtained from an explicitly selected sample of N=25 and
P(A)=,1. 1If under the specified conditions, a user obtained an R value of

.5 the confidence interval on p would have lower and upper bounds of -.02

and .75 respectively.

-Insert Figure 1 about here

A single 15afﬁamﬂgfam provides precise confidence interval on pronly
for a set combination of N and P(A). Obviously there are an infinite
numbef of such Qémbiﬂatians; and no single nomogram would exactly fit
more than a few cases. lMNowever, the combination of four namcgraphs-@n

a single axis allows a user to interpolate and set confidence intervals
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Also, the sevies éf Figurég 2-7, ‘and
8913, éliaw a user to interpolate acress values of ?(:‘x)i= By ‘interpolating
wthln and acrose fipures, a uvser can set confidence intervals on 0 for
-dny.R regardless of the samﬁl— size or the cutoff point used for EYp]JClt
selection.

As can be noted from Figures 2-13, the vazlancé of R inecreases as

P(A) is increased., That phenomenon appears to be the causc of an increasing

amount of ervor in the palyﬁmmial lines of best fit (Figures 2-=13) as T(A)

gets large. DBecause the variance of the R distribution ies much lavger

for PfA)g.QD than for P(A)=,10, the precision with which thé /2 and 1 - «/2
points of the R distribution vere l@aatgé vag correspondingly decreased.
As is noted in Table 3, a very large number of sample points per distribution
was obtained for all sample sizes when P(A)=.75 and .20 in an attempt to

|

s

overcome that problem. The fallowing empirical check illustrates that the

errors, though large for P(A)=.90, do not materially reduce the precision

~of the respective confidence interval nomograms.

Ag a check on the empirically obtained confidence intervals a simulation

of 10,000 ?epjiuationg was run for N=25, P(A)=.90, and p=.65, ..75, and ,85,
The obtained points werc placed in their respective positions for ‘the l@wer
line on Figure 7. The largest difference between an obtained point an&.

the line, ,QBS occurred when p=-,75 on Flgure 7. Note that if that empirical

chEEPPGJHL wele us Ed instead of the line, it weuld result in a econfidence

~dntexval, on p, being longer by only approx unntcly .03 on the lower tall

and .02 on the upper tail. That;cmrregpandﬁ to an error of 3.3 porcent

in ! e-confidence interval (total error, .05, divided by total confidence

nterval wideh, 1.5),  Obviously as the polynomial lines approach vert

R4k o L b e
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any Efrgr would produce a 1afgé percentage error in terms of the total
confidence interval 1éngth; However; as can be seen, the difference
between the checkpoints and the line is nepligible in the rggioﬁ of the
large slope.

u.ﬂ‘.

As vas noted at the beginning of this article, an indicator o

"goodness" for an inferential statistic is the width of its resulting

confidence interval on the desi

‘ed parameter. The width of R's confiderc

interval on p -are very dependent on both P(A) and N, The relationship,

although visible in Figurcs 2-13, may be ceen more clearly in Figure 14,

To obtain Figure 14, the 95 percent confidence iﬁter;alg wvere measured
for set R and N values (Tiguwag 8 -13) and then plotted against the
fespcative‘?(ﬁ) valies. Cﬁanfiﬂénce interval widths at P(A)=0 were
obtained from a table of confidence intervals about 1 on p (Glass §

Stanley, 1970, p. 537) because when P(A)=0, R is a true Pearson )

T o ot A s e e A S 5 e e B R A e o o i i v

Ins

The relationships illustrated by Figure 14 can be summarized in

four generalL atlons:
1. Tor constant P(A) and R, as N is increased in size the
confidence interval decreases.
2, As P(A) is increused, i.e., the prapar&icﬁ in the explieitly
selected sample decreases, the confidence interval width

proportionately.  In every case the serics of

g

increases
points for a set combination of R and N indicated a
Linear relatiionship between confidence dnterval width

and P(A),

‘l.'“
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Fig. 3, The 99% confidence intervals around k, corrccted for
restrietion of range, on p for i1 = 25, 50, 100, and 200 when
P(A) = .20, (Find the upper limit value above the Principal

[~
4
o]
WL
:
r
n
™
o

ERIC

Aruitoxt provided by Eic:




SCALE oF R 1SnoLl CORRELATION CGEFFICZD;TE’C?EEECTED Fii FlESlTRIL‘H("H OF RINSE),

™
i
e

Fig. 4. The 99% confidence intervals around R, corrected for

restyiction of range, on p for W
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Fig. 9. The 95% confidence intervals around R, corracted for
restriction of range, onp for ¥ = 25, 50, 100, and 200 when

P(A) = .20, . (Tind the upper limit value above the Principal

diagonal and the lower limit value helow it.)




Fig. 10. The 957 confidence interval
restriction of range, onp for W = 25,
P(A)Y = .40, (VFind the upper limit value
diagonal and the lower limit value below
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Fig. 11. The 95% confidence intervals around R, corrected for
estriction of range, onp fér N = 25, 50, 100, and 200 when
P(A) = .60, (Find the upper limit va]ueé ah@\n: the Pfl’nflpdl
{ diag@nal and the lower limit value below it. .)
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3. The rate of change in confidence interval width per unit
change in P(A) (the slope of the line) is dependent upon
N and decrecases as N isg incrcaégd in size. Note the top
four lines of Figure 14. R=0 for cach of the four lines,
and as N increases from N=25 for the top line to N=200
for the fourth line, the slope gradually but noticeably
decreases,

4. The rate of change in confidence interval width per unit
change in P(A) is dependent on R and decrezses as R
increases in size. Note the bottom three lines of Figure
14. .For each of the three lines Wiéh N=200, with R=0,
R%.S? and R=,7, note that as R s increased, the szlope
of the line decreases.

Points 2, 3, and 4 make it clear that when there is explicit
selection on one variable, a considerable price is exacted in terms
.of the precision with which inferential statements about p can be made,
The gréatér P(A) becomes, the greater will be the corresponding loss
of precision. By inaréasiné N the 1@3% of precision caused by in-
creasing P(A) can be réducedg also, éhe loss of precision per unit
change in P(A) is decreased as R increases. However, it appears that
only as N becomes very large and R approaches +1 will the effects of
selection be negligible.

| One additional point should be noted. Because of the large
confidence intezvals‘cn f, when N is small and-PCA) is large, the

obtained R may have little practical value, other than to prevent
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