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INTRODUCTORY STATEMENT

The Center for Social Organization of Schools has two primary

objectives: to developa scientific knowledge of how schools affect

their students, and to use this knowledge to develop better school

practices and organization.

Th' Center works through five programs to achieve its objectives.

The Academic Games program has developed simulation games for use in

the classroom. It is evaluating the effects of games on student learning

and studying how games can improve interpersonal relations in the

schools. The Social Accounts program is examining how a student's

education affects his actual occupational attainment, and how education

results in different vocational outcomes for blacks and whites. The

Talents and Competencies program is'studying the effects of educational

experience on a wide range of human talents, competencies, and personal

dispositions in order to formulate -- aLd research -- important

educational goals other than traditional academic achievement. The

School Organization program is currently concerned with authority-

control structures, task structures, reward systems, and peer group

processe's in schools. The Careers and Curricula program bases its

work upon a theory of career development. It has developed a self-

administered vocational guidance device and a self-directed career

program to promote vocational development for high school, college,

and adult populations.

This report, sponsored by the Academic Games program, presents

the proceedings of the eleventh annual symposium of the National

Gaming Council. The symposium was held October 5 - 7, 1972, in

Baltimore, Maryland.
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PREFACE

It is encouraging to note that after eleven years an informal
organization like the National Gaming Council can still draw people
from diverse fields around the world. Today there are few meetings
one can attend and be confident of meeting and/or talking with a
Junior High School teacher from Burlington, Vermont, a professor
from Drew Medical School in Los Angeles, California or a member of
the Operations Research Group for the Japan Defense Agency. The
Council Ftill retains its multi-disciplinary nature even though be-
havioral and social scientists are.playing a more active role each
year. More effort may be needed in the near future to maintain the
Council', vigorous cross-disciplinary interaction.

To date, the National Gaming Council has been an informal
organization of people interested in the development and use of si-
mulations and games in many areas. This may change over the next
few years because many people feel that for practical purposes the
organization, should be formalized. In support of the development
of the organization, stronger ties are being made with two widely
read publications in the field, namely, SiMulation/Gaming/News and
Simulation & Games: An International Journal of Theory, Design and
Research. If interest and active participation in the Council in-
creases, perhaps a formal organization will be realized over the next
few years. Many times I have been asked for the names of those in-
dividuals who are "in charge" of the National Gaming Council. The
continuity and direction of the council are handled by the ExecUtive
Committee that includes:

Martin W. Brossman
James S. Coleman
Richard L. Crawford
Richard D. Duke
Allen G. Feldt

Cathy S. Greenblat
Peter W. House
Steven J. Kidder
JoAnn Langston
Philit: D. Patterson

Elliot Z. Ratner
Carl U. Rinne
Theodore Wang

If you are interested in contacting members of the Executive Committee,
most ' their addresses are included at the end of these Proceedings.

Interest in next year's symposium will undoubtedly be heightened
by the simultaneous meeting of the International Simulation and Gaming
Association (ISAGA) with the National Gaming Council. The meeting will
take place during September, 1973. The ISAGA is the European counter-
part of the National Gaming Council with the exception that ISAGA's
members are more heavily involved in simulation than gaming. The secre-
taries for ISAGA are Dr. H. A. Becker, University of Utrecht, Depart-
ment of Sociology, P. O. Box 13015, Utrecht, The Netherlands and
Dr. R. D. Duke, School of Natural Resources, University of Michigan, 109
E. Madison, Ann Arbor, Michigan 48104, U.S.A. For further information
about ISACA, the reader is invited to contact either secretary. The



meeting for 1973 will be held near Washington, D.C. For details,
contact Dr. Edward Cushen, Division Director, Technical Analysis
Division, National Bureau of Standards, Washington, D.C.

It should be emphasized that the planning and follow-through
for the Eleventh Annual Symposium of. the National Gaming Council
was greatly facilitated by the helpful advice of Martin Brossman
and the assistance of Alyce Nafziger.

ii

Steven J. Kidder
Center for Social Organization

of Schools
The Johns Hopkins University



ME MANAGE/41NT GAME: AN EXPERIMENT IN REALITY

Myron Uretsky
New York University

The Management Game at New York University is a large, complex man-
machine simulation that attempts to expose students in an MBA curriculum
to a realistic and integrated experience. It is unique with regard to the
extent to which it involves participants from the surrounding business com-
munity. These participants, such as bankers, are not simulated, but play
their real roles within the gaming environment. By taking this approach,
it has been possible to integrate numerous factors that night not otherwise
be representable within the environment. Similarly, this approach has made
it possible to transfer the Game fron one installation to another, even to
as socially and economically diverse places as Eastern Europe, with relative-
ly little effort. The point has now been reached where its transferability
has been proven and a cross cultural research mechanism is being investigated.

Objectives

The Management Game was introduced to New York University six years ago.
At that time it was recognized that there were a number of needs that ought
to be satisifed within the school, but which had been as yet unfulfilled.
These needs fall into two major classifications institutional requirements
and' educational requirements. From the point of view of the institution as
a whole, the faculty found itself looking increasingly for a mechanism that
would provide integration of the faculty-and student experiences in various
courses, a reduction in the perceived (and perhaps real) gap between the more
or less theoretical approach taken in the University and the pragmatic envi-
ronment of the real world, improved contacts with the surrounding, usiness
community for both the faculty and students, and a research base that would
permit investigating complex business probleps within a relatively controlled
environment. At the same time, the faculty clearly recognizes that from a
purely educational point of view it was necessary to fill in some existing
gaps. For example, while there were numerous courses dealing with problem
solving techniques, there was no meaningful mechanism for teaching students
problem recognition and formulation. While students were taking courses on
human behavior, there were few opportunities to place them within interper-
sonal conflict situations over an extended period of time, so that they could
learn how to develop an effective managerial operating style. And finally,
it was felt that, even after having taken an extensive number of courses deal-
ing with business, the student's perceptions of how businesses really function
still left something to be desired.

It was therefore felt desirable to try to find some way in which students
could be given the experience of operating within a realistic business environ-
ment, subject to some educationally developed constraints. Some investigations
were carried out regarding the possibility for developing internship programs
with the surrounding businesses. These possibilities were rejected on the
grounds that they did not provide adequately high level experience together



with sufficient institutional control over the process. It was therefore
decided that a simulated environment might be a satisfactory guide.

Overview of the NUJ Management Game

The NYU Management Game is a complex simulation of business enterprises
operating in a competitive industry. It is designed to provide students with
a compressed and integrative, but realistic experience in the management and
operation of a medium sized, publicly held corporation. In this one semester
intensive course, the. students are exposed to the problems, uncertainties,
stress and opportunities that arise in managing a company for a simulated two
year period. The simulation program duplicates not only the actual operating,
marketing, and financial transactions encountered in competitive business oper-
ations, but also the internal problems of operating in a management group
under conditions of limited time and resources, reward and penalties, and
high stress.

Participants in the program. are divided into nine groups, each with eight
members: Each group represents the management of a corporation a-id has con-
trol over all operations of the company including production, marketing, and
financial transactions. The members of each firm act as senior management,
while the computer fulfills the role of middle management and all other em-
ployees. The computer carries out decisions, performs day to day operations,
evaluates competitive interactions, and reports results. It almost always
follow the directions handed down by the top executives.

In its current implementation, there are three separate industries. Each
industry is completely independent of the others, but is similar to the U.S.
(although economic patterns may vary from industry to indsutry). Individual
companies compete only with the other two companies in their own industry. By
defining each of the industries to be essentially a separate U.S., it is pos-
sible to simultaneously make U.S. laws applicable and to permit inter-industry
contractual relationships that would otherwise constitute a breach of anti-
trust laws.

The firms produce and market products in a competitive industry made up
of three companies. The simulation is loosely-modeled after the detergent
industry, however, for educational purposes many other factors have been in-
cluded in the models, so that it cannot be truly said that this is an accurate
representation of the U.S. detergent industry. In addition, companies conduct
financial operations that are similar to those occurring in the business world.
Each company has a research laboratory, a factory, warehouses, machinery, a .

unionized labor force, and salesmen. It may produce and market up to three
different products at one time. The firms can use various types of testing
to conduct market research on the products and activities of their competitors.
Both applied and basic product research can be undertaken. Other basic market-
ing tools such as pricing policy, advertising, salesmen, retail allowances, and
discounts can be used. In addition to marketing, the firm must handle raw
materials purchasing and storage, production and maintenance scheduling, ware-
housing and distribution operations in four separate regions. In addition any
labor relations and similar problems that effect normal operations of a busi-
ness can also be represented within the simulation.
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Various types of financial reports must be prepared, and business
operations must be financed. Nearly all forms of financing are available,

handled through negotiations with financial institutions such as banks,
insurance companies, and underwriters. An automatic loan at exhorbetant
interest sates is available whenever other forms of financing cannot be
obtained. Finally, companies are required to have an independent audit,
and management has to negotiate a new labor contract. As in the regular
business world, the economy is sometimes effected by growth or recessions,
inflation, deflation, social problems, environmental concerns, and many of
the other outside factors that influence business.

As in the real business world, results depend upon the competence of
the members of the indivudal firms and on the decisions of the other two
competitors in the industry. The reaction of the market to any given pro-
duct-depends upon a multitude of variables including product quality, dis-
tribution methods, and price. Each firm may market up to three products
at one time. Each product is assumed to be a detergent and has three major
chafacteristics sudsing, washing power, and gentleness. The market is
segmented, meaning that there may be a market for a low sudsing product, a
high sudsing one, a gentle product, all at different prices and different
combinations. Costs of production are dependent both on product attributes
and the firm's manufacturing efficiency. Product development is directly
dependent on the success of the firm's research activities. The outcome
of the competition is, therefore, dependent on a variety of factors which
are closely comparable to those found in the business world. The simulation
realistically portrays the business environment and is of adequate duration
so that the indivudal group' performance can be reasonably measured by such
indices as profit or market share.

The External Participants. There are a number of factors in the busi-
ness community that have never been adequately duplicated in a computer
simulation. In some cases, the failures have arisen because the current
state of the art does not permit exact representation of the decision making
processes. In other cases, the difficulties are simply the result of an in-
ability to simulate the attitudes involved or the circumstances surrounding
the decisions being made. In each of these cases, The Management Game does
not try-to simulate these functions. Instead, NYU has received substantial
support from the surrounding business community, which permits a large number
of prominent businessmen to bring their skills to the Game environment and
play their real life roles within the Game. At the present time, the extern-
arparticipants are the Board of Directors, the Bankers, the Underwriter, the
Insurance Company, the Legal Counsel and Judiciary, the Internal Revenue Ser-
vice, the Federal Trade Commission, and -slated classes being held at NYU.

Each Game firm reports directly to
six to eight outstanding members of the
are high level executives who are often
companies. In each case, the Directors
success and an experience bank that can

a Board of Directors, consisting of
business community. The Directors
found on the Boards of publicly held
bring to the Game a proven record of
be used by the student companies.

As with all of the other external participants, the Directots serve in

3



a Game capacity without financial remuneration. Past Directors have explained
their participation on the following bases: psychic satisfaction; a sense of
duty to the educational processes; an ability to view potential employees over
an extended period of time; a convenient means for keeping themselves up on
recent academic advances and student attitudes; a laboratory for testing out
ideas before trying to apply them in their real companies. As one might ex-
pect, the actual level of Director involvement has ranged over the entire
spectrum from simple attendance at required meetings to such active partici-
pation as providing student firms with office space and facilities.

Short and long term financing arrangements are provided through the use
of bankers and an insurance company. When student firms require short term
financing, they negotiate directly with representatives that have been assigned
by the largest banks in New York. Similarly they can apply for long term debt
financing by negotiating directly with the treasurer of a major life insurance
company, who acts as the trustee of the union pension fund. In each of these
cases, the firms are evaluated by using the same criteria that are currently
being applied to real world firms requiring loans. There is no obligation to
make a loan to a firm if the conditions of the firm or the economy are unfavorable.

In a similar sense, equity funding can potentially be obtained by negoti-
ating with the underwriter, one of the underwriting partners associated with a
major New York Stock Exchange associated firm. As in the case of the banks
and the insurance company, the underwriter sets his own criteria for present-
ations and for evaluating potential investments.

An agreement exists between the University and two U.S. government agencies
-- The Internal Revenue Service and The Federal Trade Commission. The Internal
Revenue Service provides tax advisory services and monitors the tax compliance
of Management Game firms. In the latter case, all tax returns are revieed and
several are selected for investigation based upon their contents. The Federal
Trade Commission is responsible for monitoring consumer practices, such as
pricing and advertising. They can, at their discretion, hold investigations
and take punitive action against Game teams.

Because of the complex nature of The Management Game environment, all of
the Game firms are provided with access to lawyers. As in the case of the
Directors, the lawyers are leading members of the profession in New York. In
the same sense a U.S. Federal Judge participates in the resolution of legal is-
sues and hearings. He has become involved in a number of cases ranging from
breach of contract suits to actual bankruptcies.

Several other courses being offered at the University are related to Game
activities. An accounting class acts as auditors and performs the same ser-
vices that would normally be obtained from a firm of independent certified
public accountants. A labor relations class, takes on all of the rights and
perogatives as any labor union. Thus, for example, they may negotiate new
contracts or they may go on strike. And finally, an information systems class
provides computer expertise that may be acquired by the Game firms. In each
of these cases the classes use their involvement with the Game as a critical
part of their own learning processes in other courses.

4



Flow of Activities. At the beginning of the simulation, each firm is
provided with a 12 month operating history that presumably reflects the re-
sults of actions taken by the past management. The firms are cautioned to
view this 12 month history skeptically, without drawing conclusions regarding
the quality of these past actions. Indeed, they are informed that some de-
cisions have been intentionally varied in an attempt to improve their ability
to study and determine the interactions between variables.

As shown in Figure 1, the managers of Game firms are surrounded by an
environment that involves extensive interaction with external participants.
A given play of the Game begins when the players find themselves faced with
the necessity to make a large number of decisions ranging over the full spec-
trum of business operations. These decisions are made by the players, with .

possible consultation with the external environment.

The decisions of an individual company are submitted together with those
of other companies within the same industry. These three sets of decisions
then interact to generate the results of a play of the Game. The results are
processed into two primary groups: (1) a complete set of results that is re-
turned to each team as a means for analyzing what has taken place and as a
means of providing a basis for decisions in subsequent periods; and (2) an
administrative summary for use in guiding the overall simulation.

There is no formal relationship between the Game Administrators and the
"external" participants. Instead, a newspaper exists to serve a function simi-
lar to the business section of a typical U.S. newspaper. It is this newspaper
that is provided to regulatory authorities, bankers, underwriters, and Boards
of Directors. The newspaper plays an extremely important function within the
total sphere of operations. It is used to present individual players with
events that relate to the environment that the company is operating within.
As an example of such utilization, the paper has been used to announce con-
ditions within a labor union, or regulatory decisions that had declared vari-
ous raw materials to be polutants. 'Its function is to provide economic fore-
casts, industry related rumors and information needed for providing players
with an adequate basis for environmental planning.

12 Mo.

History

Board
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Lawyers
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Figure 1. Flow of Activities in the Game
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Relationship to the Real World. Participants in a simulated business
program often experience difficulty in clarifying the relationship between
the simulated environment and the real world. Broadly speaking, the simu-
lated environment represents an attempt to duplicate real world experiences,
and in most circumstances all participants are reasonably safe in extending
their real world experience to the simulation. However, there are occassion-
al deviations from reality in order to satisfy specified objectives of the
simulalation.

One basic limitation of the simulation is the inability, thus far, to
satisfactorily quantify certain subjective aspects of real world operations.
For example, appropriate models to reflect the impact of differential ad-
vertising appeals for consumers, such as color of the product, packaging
format, and advertising presentations, have not yet been formulated. There-
fore, discretion on advertising within the simulation is limited to vari-
ations in spending implemented through unspecified types of advertising or
through product price reductions.

While in some instances the complexity of the simulation is limited
by the ability to quantify certain real world phenomena, in other cases
the simulation has deliberately increased the complexity of actual opera-
tions. In practice, for example, the manufacturing operations of soap
producers are quite simple, being confined principally to automated pack-
ing and filling. In order to introduce a reasonable element of complexity
to the manufacturing side of .the simulation the production models actually
reflect more problems than tend to exist in the detergent industry. Similarly,
the market models include seasonal variations in the demand that are much more
pronounced than those in real markets -- again to provide an opportunity for
the use of more sophisticated production control techniques.

There is a very fine line between the Game environment and the real world.'
The simulation tries to stay as close to that line as possible, but some
weaving back and forth from side to side will occur in order to enhance the
learning process. This means that participants in the simulation must be ex-
tremely cautious in using the real world as the sole reference point regard-
ing the kinds of options that ought to be available or ought to be taken in
a given situation. The Game is a course and there is a learning process in-
volved. For example, certain situations are presented to simulation firms
in order to see how firm members delegate authority within themselves, recog-
nizing the fact that there are no other subordinates to whom work can be dele-
gated. As an example of such a situation, consider the requirement that in-
dividual firms must keypunch their monthly decisions for processing. Clearly,
in the real world, a clerical staff would exist and would be responsible for
tasks such as this. Nevertheless, the participants in the Game are given
this responsibility in order to teach them the need for establishing internal
controls over the most minute details. Lack of control over even the most
minute details can lead to disastrous consequences.,

Transferabilit . As stated previously, the NYU Management Game has been
successfully trans ered to a number of institutions, both inside and outside
of the United States. It is currently operating at the University of Iowa,

6



Southern Methodist University, and Long Island University. In addition, the
original Carnegie version has been transfered from Carnegie to a number of
other installations. Transferability of the program.within the U.S. environ-
ment is a relatively straightforward matter. It is programmed for an I.B.M.
360 computer using Fortran IV. A minimum of 128K of storage and one disc
drive must be available. The documentation is still somewhat below par. As
a practical matter transferability is quite smooth and it is best accomplished
by having a technical specialist assist in fine tuning on the computer at in-
dividual locations.

Because the Management Game is so heavily dependent upon involvement with
external participants it is most satisfactory to have someone with past Game
experience meet with the faculty at the implementing institution. This meet-
ing is generally intended to explain how to utilize and control the external
environment. In addition, meetings can be held with business and alumni groups
in order to assist the installations in obtaining their initial external par-
ticipants.

An experiment has just been completed in which the Game was modified and
transfered to a separate economic and social environment. Under sponsorship
of The Ford Foundation, the Game was installed at Karl Marx University in
Budapest Hungary. This installation did not represent a transfer of the NYU
Management Game to KMJ. For political anaducational reasons, it was deemed
preferable to develop a modified version of the Game that reflected Hungarian
operating conditions. In this connection a group from the NYU faculty spent
a summer in Hungary in order to learn more.about Hungarian operating conditions.
Similarly, several people from KMU came to the United States to assist in the
modifications. A trial run of the Game, without external participants was held
in Budapest in January, 1972. This trial run was advertised as an experiment.
As such, external participants were omitted from formal inclusion within the
environment in order to minimize the perceived risk to all involved. The test
was satisfactory, additional modifications were made, and the expanded Game
is now fully operational in Hungary -- with external participants.

There were a number of modifications made in connection with this imple-
mentation. Certainly all forms, materials and reports were translated into
Hungarian. The Players' Manual was rewritten to reflect local business regu-
lations and conditions. Parameters were modified so that the companies would
behave in a manner that reflected local operating and economic conditions.
By far, the largest effort was associated with a complete revision of the man-
agerial and financial accounting systems to adjust for the differences between
the two countries.

Although the above modifications were by no means trivial, they were
facilitated by extensive use of the external participants -- Board of In-
spectors (Board of Directors), the Hungarian National Bank, and the Hungarian
taxing authorities. These external participants, simulating themselves, pro-
vided almost automatic adoption for large parts of the Game environment.
(Note: There is a research study currently underway in both the United States
antic nUngary to determine the extent to which the external participants behave
the same way in both their real world and Game environments).
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Evaluation

The Game is evaluated on a continuing basis, although not always as
formally as desired. There are a number of studies underway that should
remedy this deficiency.

The success of the effort seems apparent, even on an informal basis.
There is no longer any difficulty in obtaining the external participants.
Where they were once obtainable only through favors, arm twisting, and so
on, they are now referred by other current participants. Indeed, a point
is nearing where there are some capacity problems with regard to the num-
ber of external participants that can be permitted to participate in any
one semester.

Student reactions to the simulation are almost unanimously favorable.
Their attitudes change over time. Approximately 90% of the students getting
out of the Game feel that it was the most valuable educational experience.

And finally, two surveys have recently been undertaken with the Game.
Last Spring a survey of student participants in the Game was undertaken to.
evaluate the Game and measure the students perceptions of business de-
cision making. While the data is still being analyzed, preliminary results
indicate that their attitude toward the Game is quite favorable. A similar
survey was sent to the external participants during the past Summer, asking
for an evaluation of the Game per se, plus reactions regarding the correla-
tions between Game experiences andthe external participants real world ex-
periences. This study is attempting to determine the extent to which the
Game environment can be used to make meaningful extrapolations regarding
realistic decision making behavior. It is too soon to many meaningful ob-
servations regarding these results. Both of these studies are being reple-
cated during the current academic year. In addition, the first study is
being used with students who have not begun active participation in the Game
so that a reference point can be obtained enabling us to observe differences
in attitude over the course of the Game experience.

Summary

This paper has attempted to describe an on-going man-machine simulation
that makes continual, effective use of practicing businessmen. This "Game"
has permitted graduate business students to simultaneously gain an integrat-
ive experience and interact with the surrounding community -- all within a
relatively controlled structure. And finally, the extensive use of the ex-
ternal participants facilitates transfer of this highly complex simulation
both from institution to institution and from country to country.
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FEDERA SIM: A PROTOTYPE WATER RESOURCES MANAGEMENT
SIMULATION GAME

BY: Marshall H. Whithed, Behavioral Simulation
Laboratory,

Political Science Dept., Temple University,
Philadelphia, Penna., U.S.A.

ABSTRACT: This paper describes a prototype computer-assisted
multi-stage simulation-game focusing on the environmental and
political problems of water resources management in a multi-
state,river basin in the United States political federal
system.

Developed at the Behavioral Simulation and Gaming
Laboratory in the Political Science Dept. at Temple University,
the FEDERA SIM model, now existent in prototype form, consists
of two sub-models--a political institutional sub-model and
an urban land use development sub-model.

Among other issues, the simulation game, which has been
developed with the assistance of the Center for the Study of
Federalism at Temple University, emphasizes exploration of
intergovernmental relationships in the context of the American
federal system of government. This especially includes the
role and utilization of Environmental Impact Statements, and
the Office of Management and Budget Circular A-95 procedures.

The simulation-game has been played at Temple University,
and a videotape cf this session made.

It, is planned to expand the development of this model
further, to enable more extensive exploration of water re-
sources management issues. Some funding has been received for
this purpose, and development is anticipated over the course
of the next several years.

'********,***************************************************

Increasingly mankind's attention is being directed to
problems of environmental pollution around the globe. The
just-completed-Stockholm conference on the environment bears
witness to part of this concern. And as this is being written
in a city in the eastern part of the state of Pennsylvania,
most of the rest of that state is in the process of digging
out from some of the worst flooding in its history.

It seems that we presently have in hand much of the
technology to at least make a good beginning on our
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pollution problems. But it also becomes increasingly clear
that dealing with environmental problems will of necessity
involve the resolution of. many socio-political issues, and
probably likely, the devising of new political-institutional
machinery to do the job.

In the United States context, nowhere is this more clear
than in dealing with major river basin systems, whether for
purposes of flood (and water supply) control or pollution'
improvement, which cross state boundaries. Many water re-
sources problems cross the boundaries of the individual states
in the American federal system. These individual states each
have individual rights and duties in the fields, as exempli-
fied by the Massachusetts Hatch Act (or Wetlands protection
law). And the American national government also has
responsibilities in the field as well--as, for example, the
responsibility of the U.S. Army .Corps of Engineers for
navigable rivers inland. Resolution of water resources
managerial problems on large-scale river basins covering more
than one state in the United States must take these political
insitutional parameters into account.

In order to provide a ,.echanism to study some of these
political institutional problems and some of the procedures
presently in use for their resolution, such as the Environ-
mental Impact Statement requirements and the coordination
between governmental units effort represented by the
Circular A-95 procedures of the national Office of Management
and Budget; as well as an attempt to provide an instructional
device to acquaint students and practitioners in the field
with the context of the problem, a prototype simulation-
game has been devised to look at the issues and provide a
vehicle for future exploration of alternative institutional
arrangements.

The setting of FEDERA SIM is in a large multi-state river
basin running through three separate states in the United
States. Major actors and situations are scattered throughout
the three states. A new nuclear power plant is nearing comple-
tion in the most upstream state, and thus raises the two-
headed dilemma of needed power supply versus nuclear and
thermal pollution. Issues in the middle state include a
proposal for diversion of some of the river waters to the
water supply of a major city out of the river basin (thus
posing problems of safety of water supply and also antagonism
between basin population and out-of-basin major metropolitan
area): The middle state also has a major developing city,
posing the context of power needs for development versus
increasing pollution from municipal sewers and private
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industrial development. The third and down-stream state
has cities dependent upon the river for water supply, and
therefore has strong interests in the quantity and quality
of water available after the water-related activities of
the two upstream states.

There mare two distinct submodels, connected by feed-
back loops. These two sub-models may be played simultaneously
by different sets of players, or consecutively by the same set
of players. The second possibility diminishes the number of
simulation players and spatial facilities required; the first
approach probably provides for richer interaction and a more
realistic setting. Alternatively, it may at times be useful
to force players from one sub-model to confront the effects
of their decisions in the other sector. It depends, basically,
upon the instructional objectives and the facilities avail-
able.

The first sub-model in FEDERA-SIM represents the de-
velopment of a major new city in the middle state in the
river basin. This urban development necessitates increased
electrical energy generating demands, and hence a positive
interest in seeing the nuclear power plant upstream (in the
first state) go on-line as soon as governmental regulations
can be met. .As the simulation scenario develops through
play, further development of the new city pends the avail-
ability of the increased power.

Conversely, the new city imposes environmental
degradation upon the river below its location. The de-
gradation derives from two sources: the municipal sewers
and treatment plants, on the one hand, and major privately-
owned industry on the other.

Among other issues, the "growth is good" syndrome is
graphically raised for the simulation-game participants to
deal with. Our field research in an actual river basin, upon
which this simulation-game is modeled, indicates that a
questioning of this traditional belief is in progress amongst
our interviewees.1/

The urban development sub-model in FEDERA SIM is a

1/ The model is based in part upon actual field research in a
major multi-state river basin in the eastern United States per-
formed by the developer of the simulation-game. Participants in
the exercise, to date, are not informed of referant world details,
but rather, are presented with the problem in the context of an
abstract description of the geography (i.e., State "X", State
"Y", etc. rather than specific names and specification of states).
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'revision and special variant of the TeleCLUG urban land use
model in use at the Behavioral Simulation and Gaming Lab-
oratory. at Temple University, Originally, this model has
a computer time-share revision of the Community Land Use
Game (CLUG) developed by Feldt and associates when at
Cornell University. Besides the alterations made when the
time-share computer assisted version was develc?ed, sub-
routines to consider water pollution factors were imposed upon
the variation developed especially for the FEDERA SIM model.?/

Because this, the computen:oriented part of the total
FEDERA SIM model, is developed for computer time-share usage
the logistical simulation-game environment is such that the
tot:al simulation-game may be utilized anywhere a phone line
is available in the United States (and selected parts of
Europe). All that is required is the phone availability and
a computer terminal. The actual computer itself does not
have to be anywhere near the user site.2/

The second sub-model in FEDERA SIM centers upon the politico-
socio institutional and behavioral structures pertinent to re-
solution of water resources issue managementin the United
States context. Role-players represent such relevant entities
in the American'political system as the federal court structure,
national governmental utility regulation commissions, Environ-
mental Protection Agency (EPA), interstate regional planning
commissions and regional within state planning agencies (modeled
upon actual instrumentalities in the American governmental
context), the governors of the involved states and their re-
presentatives, the mayors of involved cities and their re-
presentatives, various citizen and/or environmental concerned
interest groups, and the mass media.

The socio-political institutional sub-model is developed
in play with considerable emphasis upon the role and utiliz-
ation of Environmental Impact Statements and Federal Government
Office of Management and Budget A-95 procedures.

2/ The original CLUG model is described extensively in the
literature elsewhere, and has given rise to a number of variations
in both the United States and Great Britain as well as elsewhere.
The TeleCLUG approach has been described elsewhere in papers

by this writer.

2/ The Computer program is presently written in FORTRAN IV
rextended) for the CDC 6400 time share (INTERCOM) computer at

Temple University. It is extremely readily adaptible to Control
Date Corp. (CDC) commercial time share (KRONOS) service available

throughout the U.S.
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It is the problem of actors in this sub-model to
devise and explore means of originating. and enforcing
political-institutional procedures of a workable nature in a
multi-state river basin context.

The reader must be cautioned that the development of,_
FEDERA SIM to date is proto-typical, and that little documen-
tation for either the computer or the role-playing actors
portions of the project are currently available outside of
the project development team. There is, however, a videotape
which was math! of a session of FEDERA SIM in play, and this
videotape will most probably be available to interested
parties for a small charge from the Office of Television
Services of Temple University.

Projected future developments, based in part on a small
grant received from the National Science Foundation (NSF)
in the United States, include further revision and adaption
of the FEDERA SIM model to study the political and social
institutional problems generally, and also with respect to
specific urban river basin systems. It is also planned to
develop and refine the model documentation to make the project
more readily usable by others for instructional purposes.
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ERG - ENERGY RESOURCES GAME

SIMULATION GAMING OF REGIONAL ENERGY MANAGEMENT

A. J. Pennington Robert E. Laessig
Lyle P. Wolf Drexel University

Decision Sciences Corporation

INTRODUCTION

There are many issues and problems associated with meeting our
society's need for energy. The decisions confronting engin-
eers, planners, and management in urban energy systems involve
economic. sooial and technical aspects that are interrelated
through an extremely complex set of relationships some of
which defy explicit quantification.

ERG -.the Energy Resources Game is being developed as a joint
effort by three organizations: The Center for Urban Research
in Environmental Studies at Drexel University, the Franklin
Institute Research Center, and Decision Sciences Corporation.
It focuses on the development of skills and experience in deal-
ing with interdisciplinary problems requiring sound decisions
in a social, political and economic as well as technological
setting. It is a technically sophisticated computer based
game which explores the following questions regarding regional
energy supply and demand:

o Population and economic growth goals

o Acceptable levels of dependence on imported energy

o Acceptable levels of environmental impact

o Acceptable rates of return for energy industries

o Acceptable rates of risk for energy system disruption

BACKGROUND - ENERGY ISSUES

Historically, the United States has been doubling its demand
for electricity every decade. With only 6 percent of the world's
population, this country now consumes 35 percent of the world's
energy. It has been estimated that by the end of the century
the energy consumption per capita in the U. S. will increase
by 60 percent. The possibility that our nation's apparently
insatiable appetite for goods, services and "progress" lAdll
moderate significantly in the near future does not seem prob-
able. Whether. or not the use of energy should increase at
the forecast rates with the concomitant need to commit our
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national resources in this way, is a philosophical and politi-
cal question which society must consider. Regardless of the
political decisions that may be made however, the time required
to make them and to put them into effect are such that signif-
icant deviations from present trends in energy consumption
are not likely to occur during the current decade.

The total consumption of energy in the U. S. in 1970 was about
65 x 1015' Btu. This is equivalent to the energy stored in
nearly 2.5 billion tons of coal. By the year 2000, total en-
ergy consumption in the-U. S. is expected to more than double,
while the portion used for electricity is expected to increase
from 25 percent (in 1970) to 38 percent of the total. Thus
we see that, while electricity will play an increasing role
in the total energy picture, even by the end of the century
it will still account for substantially less than half of the
total energy consumption.

The way in which our use of energy has increased during the
last century, as well as projections to the year 2000, are
illustrated in Figure 1. Also shown is the growth in the aver-.

age consumption of energy per person. The total energy consump-
tion in the U. S. in 1970 was 7 times greater than it was in
1900, and twice as great as its level in 1950 - only 20 years
ago. Our use of electrical energy is increasing at such a
rate that it is doubling about every ten years.

These facts are significant in two crucial respects:

o The rapidly increasing utilization (and depletion) of
our natural fuel resources, and

o The environmental impacts that result from energy
conversion and use.

ERG OBJECTIVES

Traditionally, educational efforts, especially in engineering have
stressed only one of the many diverse segments of the overall
energy systems environment at a time. For example, technical
problems too often are considered in isolation from the other
related problem areas, such as land use implications and envir-
onmental impact, if indeed the other areas are considered at
all. The result has been to educate the student to only part
of the overall problem and consequently to render him less
affective in applying his technical skills in complex real
world situations where all subsystems do in fact affect the
ultimate outcome.
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The primary educational objective in the development of ERGS
(Energy Resources Gamed Simulation) is to correct these tra-
ditional deficiencies by exposing students and practicing
professionals to a controlled situation in which they must
consider all the aspects of energy related problems. In order
to accommodate diverse audiences, several different versions
of the same basic simulation game are being developed. This
ability to develop several versions on the same basic design
is a natural offshoot of the basic modularized developmental
effort.

The simulated environment in which the broad-based energy-
related decisions are made represents a serious attempt to
develop the participants' awareness of the complexity of
the issues involved, while removing the obvious limitations
imposed on such learning processes in the real world situa-
tions. Simulated environments also remove some of the limita-
tions of the case study approach, the only viable alternative
for achieving such awareness and experience (without actually
committing real world resources) that has been available in
the past.

Within this broad context, the educational goals can be viewed
in several different but related aspects, namely the acquisi-
tion of knowledge and experience with respect to:

Energy-related technical facts and processes

Development of energy strategies or policies in a long
range planning context

Effective crisis response

Interdisciplinary considerations such as those involv-
ing economic and social interrelationships and processes.

The focus is on the development of skills and experience in
dealing with interdisciplinary problems requiring sound decisions
in a social, political and economic, as well as technological
setting. As a result the decision making process emphasizes
group processes and interactions and the effective utilization
of diverse interdisciplinary resources. The types of decisions
upon which attention is focused is policy oriented, for example,
the development of long range energy strategies. However,
the simulation-game also involves crisis situations and some
short term problems which will generally require the participants
to allocate their resources between immediate problem/crisis
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resolution and long range pclicy development. Either short
or long range aspects may also be studied in isolation, but
the real advantage of ERGS lies in its ability to combine
both considerations in a realistic environment that requires
utilization of an interdisciplinary approach in arriving at
decisions acceptable in the broadest contexts.

ERG - DESIGN METHODOLOGY

There are several vital steps in game design. It is sometimes
difficult to determine just where the outline of the game
becomes actual development. The roles have to be defined
and thoroughly documented. For example, for an energy simu-
lation-game it is necessary to fully understand, and then be
able to incorporate into the game, the electrical utilities
interests, motivations and resources, as well as their atti-
tudes towards the legislature, the regulatory bodies, and the
consumers.

Unfortunately, in the case of game design, the disparity
between the knowledge and experience that one needs to appar-
ently do the job and what one must possess to actually do the
job is not always obvious. It is not too hard to put one's
perceptions of energy problems together in a package and call
it a game. It is extremely difficult to take one's perception
of energy problems, put them together in a package, and have
a viable, educational tool capable of achieving pre-defined
educational objectives.

In order to assure the accomplishment of this latter purpose;
an approach is being used that centers around developing the
simulation-game along the following ten-step guideline:

1. Definition of overall objectives

2. Determination of game scope

3. Identification of key roles

4. Determination of roles objectives

5. Determination of roles resources

6. Determination of the interaction sequence among roles

7. Determination of the decision rules and performance
criteria, on the basis of which roles decide what actions
to take
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8. Identification of external constraints on actions
of the roles

9. Formulation of scoring rules'or win criteria based
on the degree to which roles or teams of roles achieve
their objectives with efficient utilization of resources

10. Determine form of presentation and manipulation, and
formulate sequence of operations.

Each one of these steps provides a vehicle for the completion
of certain aspects of the game design, and as such, provides
a basis for the organization of ideas pertaining to that area
for the research of necessary information, development of
various hypotheses, and finally, the testing of those hypothe-
ses, both independently and as an operating part of the game.
It should be emphasized, in addition, that the development
of any necessary mathematical models and the supporting com-
puter programs is recognized to be a critical aspect of many
of these design steps.

Game Structure

The following is a discussion of the design steps and how
they pertain specifically to the construction of the energy
resource game.

Step 1: In the broader sense, objectives are laid out as to
whether the game is going to be primarily a game for teaching,
or a game for research. Since these two are not necessarily
mutually exclusive, ERGS is being designed, as an energy game
system; in other words, it consists of various building blocks.
Based upon the ordering of the blocks, the game could be
effectively used as an educational tool in high schools, in
undergraduate curriculum, or in professional education. The
internal workings of these blocks are built around what the
student should be able to do after playing the game. This is
divided into two or more categories:

Concepts to be understood (e.g. what is a regulatory
agency), and

Skills to be mastered (e.g. how do you satisfy pollution
regulations and meet energy demands for region at the
same time).

Step 2: One of the most important initial steps is setting the
. parameters of the game. This means determing the duration,
geographical area and issues to be covered during the game play.
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(1) Duration is really divided into two parts:

Duration of the actual game

Duration of the event to be modeled

For instance, ERGS covers energy planning in a geograph-
ical region for 20 years. This would be played in approx-
imately eight hours of real time. The computer based
"real world" through the utilization of time compression
acts on the basis of the decisions made by the role players,
considering all pertinent interactions, and then provides
information feedback regarding the results of those
decisions.

The models that are incorporated within the computerized
"Real world" include mathematical models for:

Population growth by geographic area

Total energy demand growth

Sector energy demands

Primary energy supply

Supply-demand interaction

Environmental controls

Environmental quality levels--at least for
air and water quality

Regional economic performance

Social indicators

Land use

(2) Geogranhical area is also an element that has to be
divided into two parts:

Actual geographical area being played. This
can be a room; this could be several rooms;
it could be a building, and

Geographical area covered by the model. For
purposes of ERGS, this could be a region
corresponding to prevailing definitions for
regions in the energy field, for instance,
the game might be used to model regional
planning in the northeast region which would
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encompass Pennsylvania, New York and New
Jersey. The issues to be used in the game
could be real or contrived.

Since ERGS is actually a system rather than just a game,
it will be adaptable to any particular region and, there-
fore, the issues which are currently prevailing in that
region or have prevailed in that region can be utilized
in the game. A play of the game will not only be an
educational experience for the players, but it will
enable them to grapple with the real problems, and the
end result may be possible solutions to the real prob-
lems, therefore, bridging the gap between theory and the
reality of practice.

ERGS then will be an intensive experience, occupying the
greater portion of the day. It will be supported by the
use of sophisticated mathematical models providing players
with real time feedback on how other decisions affect
economic growth and government interactions. The input
and output requirements of the computer support system,
however, will be of a direct conversational nature, not
requiring computer expertise.

(3) Some of the issues which will be developed through
the playing of the game are the following:

What are the regional, economic and population
growth goals?

What level of air and water pollution is
acceptable?

What limitations are to be placed upon land
use for energy systems?

How much capital is to be devoted to energy
systems?

How much exposure to risk through use of new
technology is acceptable?

What degree of public participation in energy
policy is desired?

What delays on energy facility construction are
imposed by regulatory authorities?

What levels of financial return are desirable
for energy and other industries?
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How can various groups influence the long-
term social goals of the region?

Step 3: A decision that must be made concerns which forces
in the situation are to be mechanized, and which ones are to
be represented by human players. For example, nature is
usually represented in the form ofa chance device rather
than by a'player. There can be various levels of roles; for
instance, a role can be played by an individual; a role can
be played by a series of individuals who would make up a
group; and a series of gioups may make up another role which
could be an organization making critical decisions. A total
of seven roles have been defined:

Utilit - which will be made up of both gas utilities
an e:ectrical utilities

Regulatory agencies - which will be made up of both
state and federal agencies

Judge - who will actually resolve conflicts between
the other roles

Industry - which will be made up of heavy, medium and
light industries

Public - whose concern will be both consumption of
energy and the preservation of the environment

Fuel suppliers - fuel suppliers will be made up of
suppliers of oil, coal, gas, and nuclear energy

Legislator - this role has the ability to pass legis-
lation in response to public demand.

Step 4: A role can have one goal or many goals. Examples
might include accumulation of power, the accumulation of wealth,
or maintaining influence over other groups. In ERGS, the goals
and objectives of the roles vary greatly.

The role of utility is central in that its team members
must balance the demands for increased energy with
those for the preservation of the environment. At the
same time, it must make a sufficient profit to obtain
new capital. In case the utility management is unable
to resolve an energy policy question, it is passed
to the regulator.
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The regulator includes local, state and federal bodies
responsible for regulating economic and technical
progress of the energy utilities. These role players
are constrained by the provisions of legislation typ-
ically found at the governmental levels. In case of
an inability to resolve an energy issue at this level,
it must be placed at the legislative role.

It is possible for the legislator to pass new legis-
lation in response to demands £om the public or other
roles.

The judge role serves to interpret and resolve conflicts
in the light of enacted legislation, but also consider-
ing economic and social equity which may include en-
vironmental impact. The judge role may overturn legis-
lation.

The fuel sueplier comprises the suppliers of coal,
oil, gas and uranium. The primary interaction is with
the utility, but the fuel supplier must also meet the
requirements of the regulator. He is constrained by
the fact that he must meet the demand for his product
and also make a profit at the same time.

The industry roles serve to translate energy into fin-
ished products, and to provide the means by which
economic growth is attained in response to desires of
the public. Industry is constrained by the fact that
it must provide products at an acceptable price.

The public role comprises those who are primarily
oriented towards receiving the fruits of economic growth,
but who are also concerned with environmental impact
and resource conservation. Their objectives can be
achieved by influencing industry, the legislator, and
the regulator.

Step 5: When the term resources is used to describe a role,
monetary wealth often comes to mind. This, nowever, is not the
only type of resource which is important in this game. Resources
can cover a wide range including physical, social, political,
economic and even informational resources.

For the purposes of those roles in ERGS that are political in
nature, the resource can be the gaining of votes. The legislator
will have to concern himself. with not only passing laws which willP
satisfy the various energy issues at point, but also with getting
re-elected. The industry will not only have to concern itself
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with producing products at a certain price, but also satisfy-
ing the public's need for environmental quality.

In essence, as in any real life system, resources are scarce
commodities which must be utilized efficiently. So it is in the
energy resources gamed simulation. Since much of the learning
that takes place in these games is a direct result of the ex-
perience gained by participants in handling limited resources,
this aspect of game design is an extremely important and like-
wise difficult one. The win criteria for each role must be
determined based on its own particular value system, and also
in terms of how its value system interacts with that of the
other roles.

Step 6: In any game, it is important to have a sequence of
events which provide a structure by which the activity of the
game can take place. In ERGS, this sequence of events takes
place in a proposed 2-hour round. The round simulates five
years in the play of the game, and includes such things as:

o An election for public officials

o Regulatory hearings to determine energy policy

o Time for the various roles to plan and make decisions

o Time under which things like disasters and acts of God
might occur

o Time in which roles can interact both formally and
informally with each other.

Each one of these activities requires .a minimum amount of time
in order for it to successfully operate, and in the context of
a round, there must be enough events to make the game interest-
ing and fascinating.

Step 7: This section deals with two very important criteria
in the game design, the first being the rules under which the
game is to be played, and the second, the performance criteria
which would determine exactly who performs well and under what
conditions.

The rules, where possible, must be practical and embody real
life limitations on the actions of roles, and also be worded
in real life terms (e.g. if a utility contracts to buy fuel
from a particular fuel supplier, that contract should be in
writing, and it should embody all the terms that a real contract
would embody).
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One*of the most important benefits of the game as an educational
device is its ability to motivate the players to learn. The
factor which is perhaps most responsible for motivation is
winning. People play games to win. The winning isn't necess-
arily defined as being "the" winner. In the case of ERGS,
each particular role. has its own distinct and separate perform-
ance or "win" criteria. It may not be an accumulation of
wealth for a role such as legislator. It may be getting elected.
In order to motivate properly, the win criteria must be clearly
defined and quantified so that each player will be able to
determine where he is in terms of reaching his particular goal.

Step 8: Care must betaken that the actions available to
roles, i.e. permitted by the rules, are realistic in terms of
the alternative actions available to particular roles in a
real life situation which the game represents. There is the
additional problem of what action the players will consider
legitimate. Consider a case like that of two teaching nuns
at a workshop who are feuding bitterly because in a political
simulation they were playing, one nun had confiscated the
other's cache of taxes.

Step 9: ERGS deviates from most educational games in that
the win criteria is really based on two levels. The first is
the win criteria for a particular role as discussed earlier,
and the second is the win criteria in terms of the total pic-
ture. Since ERGS is a game which deals with maximizing energy
resources, the win criteria for all roles must be that goal.
Conflicts arise in each role pursuing its individual win
criteria, and a joint effort towards maximizing energy resources
as a total picture. This, of course, is the most poignant
educational experience of the game. A possible means of
achieving this balance between role objectives and objectives
for the group as a whole is the mechanism of altruistic scor-
ing. Based on this mechanism, the score of any particular
role may be based on how effective a complementary role is in
achieving its objectives. In other words, the total success
of the industry towards achieving its objectives and winning
may be based on 50 perdent of how well it works to achieve its
objectives, and 50 percent as to how well the public is able
to achieve theirs. Under these circumstances, a very strong
bond is created between industry as a role, and the public
as a role. Through a network of such relationships which, by
the way, can and should be varied for particular plays of the
game, goal relationships between various roles can be achieved.

Step 10: The formal presentation appears last on the list
because we can only make this decision after running through
the nine preceding steps. Even though it often means going
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back to step 1 and re-starting again, it is an important factor
in game design that each element in the design of the game
has a specific purpose towards the pursuance of the game's
educational objective. No element should be in the game unless
we know exactly what it does and what its effect is on the
game's objectives. In this way, elements can be manipulated
in order to alter the objective of the game to make it stronger
or weaker, to make it more pertinent to one audience over
another audience. Elements such as time, space, available
facilities, computer access, and visual materials must be
analyzed through experimentation. This is what the design
process is really all about,--a highly refined scientific tool,
the result of scientific experimentation.

VALIDATION

Validation of the ENERGY simulation-game consists of two major
parts: technical validation and validation as an educational
tool. Both of these lead to continuous improvement in the
product through an iterative design approach. As experience
is gained through use and through application to real data
the model will be updated in order to assure its validity as
a viable reflection of real world situations.

1. Technical Validation

The technical validation of the model consists in ,part of an
inter-disciplinary review of the basic technical component
models and of the inter-relationships between them. In addition,
an integrated development/implementation plan, involving appli-
cation and feedback from many groups, will be instituted.

Since the simulation model is being developed as primarily a
training exercise, any attempt to use it as an impact or pre-
dictive tool must be tempered. However, to provide a greater
range of confidence in such a simulation, a complete analysis
and compilation of data over the past 10-15 years should be
attempted to develop a means of testing this simulation "as
best as possible."

The final (roof - testing or debugging operation will be completed
along with development of an integrated training program. In
order to develop this to the fullest extent with maximum feed-
back, ERGS will be run and exercised with many diverse groups
in order to provide feedback regarding the perceived strengths
and weaknesses of the game in actual operation. By exploiting
this experience, improvements that should be made in the design
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of both the game structure and the game operation will be
identified. Successive trials with these improvements incor-
porated in them will guarantee a final product of maximum
usefulness.

In addition, this process would facilitate the determination
of which elements in the game design that would have to be
altered to achieve a different objective. The result would
not be one energy game, but a number of energy games, each
one having a specific educational purpose for a specific
educational audience. Once the basic design has been devel-
oped, it would be a relatively simple task to develop these
modified versions.

2. Validation of the Simulation-Game as an Educational Resource

For a game to.be a valid educational tool, it must be provenvalid. It must be known exactly what it teaches and to whom,and the residual values of rapid "insight" acquisition. In
addition, the game must possess functional validity. A frequent
mistake made by designers of games is that in their endeavor
to produce a game which is an accurate model of reality they
try to model too much. The game, in effect, models so much
of reality that it may not make the complex relationships
any clearer and in fact may be just as confusing as reality
itself, thereby losing its ability to be an effective educa-
tional device. On the other extreme, a model may be designed
that is simple to understand, but just doesn't include enough
of reality to be edlicationally useful. In order to create
a model which is realistic yet simple enough to understand,
the model will be tested against a base case. In this situa-
tion, the model would be designed around existing situations,
and through the play of the game the results of the game play
would be tested against the real life results of the base case.
By this method, the model would be able to be refined so it
would be complex enough to mirror reality, but simple enough
to permit some understanding of the complex relationships.

With this idea of functional validity in mind, the more direct
validation of the energy game as an educational tool will con-
sist of two phases. The first phase will occur early in the
project, as the game is being developed. It will consist of
pilot studies, initially involving only each submodel and
then involving groups of submodels and finally the complete
game itself. These early pilot studies will be conducted
primarily with student participants, although as the model
becomes more fully developed, other groups will participate
also.
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The second phase in the educational validation occurs simul-
taneously with the technical development/implementation plan.
It includes students as well as the other groups as partici-
pants in the game. Experiments are constructed whereby the
effectiveness of the game as a learning mechanism will be
evaluated. The experiments will consist of a pre-testing
and a post-testing evaluation process with control groups.

Before the experimental participants play the game they will
be given a pre-test. The actual test will evaluate five dis-
tinct areas:

o Knowledge of facts, especially technical facts related
to energy sources, systems design, costs, locational
considerations and environmental impacts

o Comprehension of social, political, economic and tech-
nical processes and interactions

o The ability (skills) to formulate effective strategies
that might be used to resolve energy issues and prob-
lems

o The ability to react quickly and effectively in crisis
situations, and

o Attitudes of participants with respect to, for example,
perception of other "roles" in society and concern
for environmental issues.

After playing the game, two post-tests, slightly different
from the pre-test and from each other, will be given. The
first post-test will be given shortly after the game and the
second will be given after some time lapse. Both will assess,
by means of slightly different tests, the participants' knowledge
and skills with respect to facts, processes, strategies, and
crisis situations as they relate to the subject matter of the
game. By measuring .a participant's knowledge before the game
and by measuring the participant's knowledge of these particu-
lar learned aspects after the game, an assessment could be made
as to just how effective the game is in teaching or satisfying
the various objectives which had been set up for it, including
the residual value of the type of rapid "insight" acquisition
that is expected from the game. If indeed the game is weak
in certain areas, then through the dynamic debugging process
it, can be strengthened appropriately. Thus, what is involved

an iterative design process through use, that is through
g.me structure or design, and then game operation, with feed-
back from the operation providing input for restructuring and
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improving the game. The end result would be a simulation-game
that refl cts real world situations and provides a viable edu-
cational tool.



THE USE OF SIMULATION IN THE STUDY OF INVOLVEMENT

William S. Johnson, Joseph H. Tamney
Hall State University

This paper is concerned with the usage of simulation games in the

study of involvement. As the games were played, the authors felt the

necessity to change the games, as well as their ideas concerning par-

ticipation and involvement. In this paper we will discuss the experi-
mental setting, its evolution, our analysis of both the theory and the

method employed. Throughout the presentation, case material will be

included to exemplify various issues.
The initial purpose of this research project was to study involve-

ment through the use of simulation games. The game chos n for this pur-

pose was "Generation Gap". We soon discovered, however, (through an
analysis of video tapes of the procedings as well as the helpful com-

ments of the student participants) that that game, in its original state,

was not appropriate for our purposes. For example, while the subject

assigned the role of son/daughter could quite easily "get into" his/her

role, those subjects assigned to the role of father/mother demonstrated and
voiced considerable difficulty in assuming such roles. It became apparent

that one of the main problem areas was the difficulty of the student taking

the role of a parent. That is, the student was faced with a paradox-type

of situation in which he was torn between behaving as his parents did
toward him, or behaving as a student "playing the role of a parent" using

what he felt to be inappropriate responses. In other words, the stu-

dent really did not know how to play the role of a parent and kept re-

verting back to his age-related position. A typical response of a "pareAt"

to a "son/daughter" would be "I can't argue with you on that, I agree

with you (s-m/daughter)". This happened with virtually every issue pre-

sented, from staying out late to the use of marijuana.
Due to such problems, then, the game was modified. Specifically,

the simulation which finally evolved presented the students with a

situation (such as pre-marital cohabitation) with which both partici-

pants could readily identify. Furthermore, the participants were pro-

vided with a minimum of defining characteristics or rules. Given this

type of situation, the students were allowed to define their own para-

meters and discuss their own issues. For example, upon entering the
laboratory, we would inform the students (a male and a female) that they

were presently going together and that they were to discuss the possi-

bility of sharing n apartment. We would then leave the room and let

the couple take iL .rcm there.
Throughout this project we discovered that involvement tended to

be maximized in those situations which were personally relevant and

unstructured. Furthermore, it seemed as if the majority of subjects

appreciated and enjoyed the experience of participating in an unstruc-
tured setting because it gave them the opportunity to discuss impor-

tant and meaningful issues which they claimed is hard to do in the
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"real world". In this context it is interesting to conjecture that
through the opportunity to discuss important issues, the simulation may
have produced more "real" conversation than the real world does. It
seems as if the ideal simulation for studying involvement would be one
which allows individuals the freedom to create their own roles within a
given situational context.

As mentioned earlier, the point of the research project was to use
simulatian.games to study involvement, which we defined as a sense of
oneness with the environment or aspects of the environment. It was an-
ticipated that initially we would differentiate people according to their
participation rates, and then through interviewing, attempt to determine the-
relation between involvement in a simulation and participation in it. It
was hoped that the final product would be a way of using participation to
measure involvement.

Soon after beginning the research program, it was clear that we had
many high participators but, at leasin our opinions, a great deal of
variation regarding involvement. Perhaps because all-the subjects were
volunteers, they were all participators. As a result, we began to tb&nk
in terms of different types of participators rather than about individuals
differing according to their degree of participation.

After reviewing the data, there seems to have been six types of
participators in the simulation. Type 1 is the person who could not be-
come the assigned character; although the person interacted with others,
he/she seemed unable to take on a new identity--the person would not
"make believe." We suggest that this inability to play-act occurs because
the person is already playing at being someone when he/she comes to the
simulation, and that to play-someone, playing-someone else is too dif-
ficult a task. This is pure conjecture based on our observation of one
person, but it makes sense; people who are not being themselves will find
it difficult to accept a new identity. Remember also, we are discussing
simulation, it is possible for people to change identities as they change
environments. What we are suggesting is that people not being themselves
will find it difficult to maintain the doubly false identity of someone-
playing-someone, playing-someone else. Type 2 is the analytic player.
This person is continually in and out of character. For instance, the
analytic player may interrupt the game to question the adaquaerof the
role-playing or to express his/her feelings of how unauthentic the situations
is or to summarize what has happened or even simply-to describe the group's
behavior. The analytic player can not remain in the simulation. Type 3
is the role-player. This is the person who remains a cardboard figure.
His/her playing has no depth; the character has not history. With role-
players, a discussion sounds like an interrogation. For instance, there
occurred the following piece of dialogue between two people discussing
their marriage plans: Girl: "Would you object to being married in
church?" Boy: "Yes..." Girl: "I'll have to think about that." The
girl had no reaffirm to the boy's rather important revelation. She had
a list of questions to ask, information to gather. She was interrogating
a witness. Since she was not really, or perhaps it is more accurate to
say "deeply involved" the girl had no reaction to the answers
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received. The information was simply filed away. Many of the subjects
discussed potentially emotional issues such as unfaithfulness or "swinging"
in very matter-of-fact ways. These interrogations had no context. The
respondents did not try to imagine a longtime relationship extending into
the future. If they had done so, answers to questions about a church-
wedding or unfaithfulness would have elicited more personal and more cha-
racter responses. As one subject said: "The hardest thing is to assume
you know others," that is, to give history and a future to the simulation;
Type 4 is the anticipator. This person stays in character and tries to
create a history for the relationship. For instance, a girl supposidly
about to marry would start talking about the fight she had with her fu-
ture mother-in-law a year before, or would reminisce about a shared mo_
ment of happiness. But the anticipator is, in a way, too good. He/she
spends much time planning the simulation. Anticipators are truly in-
volved only when they are performing. When others are simulating, the
anticipator withdraws and tries to anticipate future developments in the
conversation. When others are talking, they probably will look away,
perhaps take on an introspective, introverted look. Anticipators are
good players but poor listeners. Type 5 are those who stay in charac-
ter, try to create a history, are good listeners, but whose body does not
express involvement. In our simulations of engaged couples, there was
never any physical caressing. It was monumental if they uncrossed their
legs. A caress seemed out of the question, Our simulations never pro-
duced physical expressions of involvement, except for people occasionally
leaning towards each other. Type 6 would be the person who stays in cha-
racter, tries to -create a history, is a good listener, and expresses in-
volvement physically. This would be the truly involved person.

We have presented the above typology as forming a Guttman-type scale,
but of course this is only a tentative analysis.

One characteristic that was used by some subjects as a sign of in-
volvement we have not used in our typology. When our subject was asked
to judge the times when his partner seemed involved, he chose those mo-
ments when the partner looked spontaneous, i.e.'when the partner did not
seem to stop and think before reacting. When the partner was asked about
this, he revealed that at those moments of supposed deep involvement, he
was in fact imitating his father. Spontaneous-looking behavior can occur
whenever there is a model to follow, be it the subject himself or someone
else previously observed in a situation similar to the simulation. The
partner was playing the game effectively without being deeply involved in
it. The partner described himself as being "automatic" but not deeply
involved.

On the other hand, there were moments when the partner reported
feeling involved. There were moments when he "had to think," when he
"had to make up everything." The partner felt involved when he had to
exert effort.

We are not suggesting that signs of stopping and thinking are neces-
sary to assume involvement. On the contrary, it is possible that in-
volvement is highest when there is truly spontaneous behavior. What we
are suggesting is that ease of behavior is not a valid indicator of involve-
ment.
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In the previous section of this paper, it was suggested that indi-
viduals probably will become more involved in less structured situations
in which they have the opportunity to discuss personally meaningful sub-
jects. Is it possible, therefore, to measure involvement by the openness
of a person? No doubt there is a positive relation between openness and
involvement. Yet in one session in which this matter was discussed after
the simulation, there was not complete agreement about this matter. It
was claimed that even though-more openness occurred in the simulation, some
subjects felt more involved when trying to be a nice date, i.e. trying to
meet their date's expectations. Again, we are not denying that openness
is an indicator of involvement. But we do want to suggest that its vali-
dity varies for human beings.

In his play, The Balcony, Genet has one character say to another:
"You've never performed an act for its own sake, but always so that, when
linked with other acts, it would make a bishop, a judge, a general...."
With Genet, we suggest there are people who feel authentic when they are
constructing a role or an image. They do not feel themselves when they
are open, but when they are constructing. For the latter, openness indi-
cates involvement, but not the height of involvement. Conversely, the
"constructors" can feel fully involved without being open.

In The Balcony, the "madame" complained of the danger of regular con-
tact between the ladies and their customers--"It would be a catastrophe
if my clients and girls smiled at each other affectionately. It would be
even a greater catastrophe than if it were a question of love." Genet
is suggesting that the affectionate smile is more dangerous because it is
more authentically the person; it would mean a throwing-off of social con-
ventions. But for some people, whom we have labeled "constructors" the
smile would not seem as authentic as falling in love. They would feel
uncomfortable simply smiling; they would feel involved when they defined
themselves as lovers.

We suggest, therefore, that openness and involvement are not related
in any simple way. For "constructors" openness is unrelated to feeling
involved.

Is it possible to obtain Type 6 participation in simulation games?
Such participation sometimes occurs in the theatre. In theatrical plays,
physical expressions of involvement are culturally allowed, i.e. they are
legitimate on the stage. This suggests that the probability of Type 6
participation, i.e. of maximum involvement would occur if the simulations
were performed as "plays" rather than "games" with all the paraphernalia
appropriate for the legitimate theatre.

In conclusion, we feel the ideal simulation would be one which would
combine the freedom of a role-less situation, that is presenting the sub-
jects with a situation which allows them to establish and create their own
roles with the legitimacy of being in a theatrical play. An approximation
of this situation would be the current developments in the theatre of im-
provisation.
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Psychodrama as a Real-izing Agent in Simulation Games

Mark H. Weiss, Ph.D.
Associate Professor
Allen University
Columbia, South Carolina

In education, simulation games are used to amplify learning by engaging
participants in game relations which analogically or metaphorically describe
problems in the day to day world which require solutions or the answering of
research questions. Although a variety of techniques are available for in-
creasing the reliability of the correlation between the analog and "reality"
(self-report, computer models, etc.) few tools or techniques are available for
validating the phenomenological commitment in the game which will often deter-
mine the success of the game in helping reform attitudes, values and behaviors.

Psychodrama is a method of translating phenomenological experience into
tangible behaviors. As an adjunct to simulation game construction and prac-
tise, Psychodrama and its offshoots, such as guided fantasy, can help in the
process of real-izing (making real) simulation game praxis.

At the beginning of the 20th Century, Dr. J. L. Moreno envisioned a
concept of social intervention, Sociometry, based on an analysis of social
experience based on the "social atom" -- the individual in connection with
his significant relations. In his search for tools to articulate and measure
these relations, Moreno created Psychodrama. We are all aware of the pushes
and tugs we experience as natural components of social interaction. We
evidence or experience charisma, leadership, isolation and group cohesion and
yet are often frustrated in our measurement of these phenomenological realities.
Moreno called these lines of interactive attraction and repulsion "tele"
(tell-ee). Sociometry is the measurement of these tele and Psychodrama is
a method of visualizing (perhaps actual-izing is a better term) the configu-
rations of tele in situ (in the situation).

This short paper is not adequate space to outline the details of the
varieties of Psychodramatic technique. The classical format of Psychodrama
is best described in Who Shall Survive (Moreno: 1952) and many supplementary
articles (see bibliography). However, within the scope of this paper,
necessary functions for increasing effectiveness in game simulation will
be paired with useful psychodramatic techniques.

Increase Involvement

The issue of involvement in games is a crucial one to the impact of the
game on the perceptual field and value systems of participants. In a previous
paper at the 10th Annual Gaming Symposium the author raised the question of
the relative realness of a game to its participants. At what subtle point does
a game cease to be a game and its parameters begin to coincide with internal
phenomenological parameters. In that paper a hierarchy of games was proposed
based on degrees of what might be called surrender to the game. It was further
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stated that the greater the degree of surrender (whether temporary or permanent),
the greater the impact of the perceptual field generated by the game parameters.
This function is greatly enhanced by psychodramatic techniques used to warm up
groups for Psychodrama sessions and techniques drawn from both classical and
more updated hybrid mixtures with encounter techniques.

Guided Fantasy, a term coined by Shutz but actually created by Moreno,
entails the suggestion to participants to concentrate in imagination on the
physical, psychological and psychic details of an experience in order to re-
order their internal priorities -- helping them to try on a new reality --
feel it, smell it, touch it, taste it in imagination. Education has only
recently given the senses their rightful importance in the totality of the
learning experience. An example:

Our goal is to help some middle class white school teachers to grasp the
realities of the Chicano life experience in California. The design of the game
is such that we create experiences which, in order to be dealt with success-fully, require someperceptual tools not readily available to the dominant
culture. Too often, games of this type have the effect of punishing partici-
pants by showing them the ineffectiveness and inadequacy of their own per-
ceptual skills. If the goal of the game is to increase the respect felt by
participants for other cultural sets, it is essential that they are helped to
put on the eyes of the other culture in so thorough a manner that they can
experience success rather than frustration as they move through the game. They
must realize the validity of Chicano perceptual skills in not only coping with,
but enjoying life. This real-ization of the Chicano world view might be de-
veloped through guided fantasy by having game participants close their c
and imagine key peak experiences of a day in the life of a Mexican - American
both inside and outside his home community, i.e., being confronted with and
successfully handling being stereotyped with all of the attending emotionsand physiological responses-anger, pride, humor, embarrassment -- joining a
family -- the foods, the smells, the warmth, etc. Through the psychodramatictechnique of doubli : That is, entering into the mind of the protagonist
(i.e. The Chicano the participant can literally practise looking through the
eyes of the person whose role he is taking. The skill of doubling is train-
able and'a very powerful function of classical Psychodrama. Newly developed
spontaneity exercises can be used in which the participant is encouraged
to be aware of roles and to successfully enter new roles. In a sense, game
participants can be trained to be "role fluid" rather than "role frozen".

Increased Trust

Essential ingredients in the success of educational games are trust in
the programmer (the person teaching tha game) and the creation of a trusting
environment. Jourard indicates that a key to the achievement of trust is
transparency. Perhaps the key component in the achievement of transparency
is spontaneity. Psychodrama entails extensive spontaneity training in order to
facilitate flexibility, sensitivity to others and role fluidity. "Soliloquy"
(ala Hamlet) is an excellent technique in which the protagonist speaks spon-
taneously of what he is experiencing within. Doubling also provides a key to
helping participants verbalize their inner experience.
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Generating New Formats for Games

Whole new worlds can be created and destroyed in one Psychodrama
through such methods as future projection, dream psychodrama, the magic
shop, the wizard technique (developed at Synanon) and a host of other
synthetic relationships which, through psychodramatic practise, can take
on deep and involving proportions.

Develop In-depth Research Tools for Measuring Game Involvement

In analyzing the "power" of a game; that is, its actual educational
impact on participants, the prime, and often unmeasurable variable has
been the degree of involvement. The core of the problem has always been
the translation of phenomenological realities into quantitative descriptors.
Psychodrama is actually an extension of sociometric praxis as incorporated
into Moreno's Sociatry. By illuminating the phenomenological reality of
game participants, Psychodrama extends the area of usable raw data. Although
self-reporting lacks the elegance and stability of some other forms of data,
its reliability can be established and some significant inroads can be made
int^ the problem of game validity. The full classical psychodrama format,
doubling, role reversal, soliloquy and post-discussion are all useful in
expanding data sources and can be useful in pointing out new, researchable
areas of investigation.

The above techniques are centered around the principles of spontaneity-
creativity developed by Dr. J. L. Moreno over a half-century ago. The
integration of simulation gaming and Psychodrama theory and practise can
lead to a mutual enrichment of both approaches and greatly enhance the
educational efficacy of games.
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Glossary and Definition of Psychodrama Terms
from Moreno, Zerka T., "A Survey of Psycho-
dramatic Techniques; Group Psychotherapy."

Soliloquy Technique: This is a 'monologue" of the protagonist "in situ".
The (person) enacts a scene in which he is on his way home from work, for
instance. In life itself, his thoughts would not be verbalized as he is alone,
but he is thinking about himself. The psychodramatic (director) instructs him
to use the soliloquy technique, to talk out loud as he walks, what he is
thinking and feeling at this moment, here and now.

Double Technique: An auxiliary ego is placed side by side with the
(protagonist), interacting with him "as himself", physically duplicating him
in space and assisting him in the assessment of his problems.

Mirror Technique: An auxiliary ego proceeds to represent the (protagonist),
assuming his identity, is addressed by the director by the (protagonist's)
name, and reproducing the (protagonist's) behavior and interaction with others...
The patient sees himself "as if in a mirror" how other people experience him.

Role Reversal Technique: In this technique the (protagonist), in an
interpersonal situation, takes the role of the other person involved. Dis-
tortions of perception of "the other" in interaction may thus be brought to the
surface, explored and corrected in action, in the fold of the group. Role
reversal has been used effectively with infants and children as a technique
of socialization and self-integration.

Future Projection Technique: In which the protagonist describes a
setting in the future which he peoples with his imagination. The situation
is then acted out.

Auxiliary World Technique: The entire world of the (protagonist) is
restructured around him "in situ" by the aid of auxiliary egos.

Magic Shop Technique: The director sets up... a "Dream or Magic Shop".
Either he himself, or a member of the group selected by him, takes the part
of the shopkeeper. The shop is filled with imaginary items, values of a non-
physical nature. These are not for sale, but they can be obtained in barter,
in exchange for other values to be surrendered by the members of the group,
either individually or as a group. One after another, the members of the
group volunteer to come upon the stage, entering the shop in quest of an
idea, a dream, a hope, an ambition. They are expected to come only if they
feel a strong desire to obtain a value which they cherish highly or without
their life seems worthless.
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A SIMULATED CLASSROOM TO STUDY PRE-INSTRUCTIONAL DECISIONS

P. David Mitchell
1

ABSTRACT

Excepting practice teaching, it is difficult to provide teacher
trainess with the opportunity to translate their ideas into classroom
practice. Popular teacher training simulations are only a small step
in this direction. Often they confuse the role of teacher as class-
room manager with that of instructor and initiator or they fail to
provide flexible and realistic reactions to the t'rainee's decisions.
This paper describes research to develop' an instrument to guide the
trainee in making the transition by providing opportunities to practice
instructional decisions within the context of a responsive environment,
viz. a computer-based simulated classroom.

A computer simulation of an instructional system (i.e. a set of
learners) is described. The game-player, cast in the role of a
teacher, takes pre-instructional decisions. The model calculates
coefficients for each decision, updating major sub-models within the
simulation (attention, motivation, instruction and activity states)
for each learner in the simulated population with regard to several
educational objectives. It prints results of educational assessments
called for by the game-player.

The game-player is able to test the elfects of alternative
instructional strategies and supportive action on the simulated students.
The player may resort to lengthy trial-and-error, retrieval of
information from various resources, discussion or higher cognitive
skills. The onus is placed on the player to find one or more winning
strategies. This is in keeping with the model's assumption that the
learner is an adaptive, self-organizing system which begins in a
purposeful state and responds differentially to instructional
communications and activities. Thus the game-player is forced to
adopt a learner-centered approach both experientally and in any
winning strategies.

The function of the simulation model, contrary to first
appearances, is not to describe accurately how certain phenomena
(such as classroom interactions) operate. Rather, the EDSIM game is
an instrument which provides both a theoretical and an experiential
framework for observation and analysis of pre-instructional
behaviour on the part of the game-player. Thus the simulated classroom
will serve as a focal point for both teacher training and research on
teaching.

1
Director, Graduate Programme in Educational Technology,

Department of Education, Sir George Williams University,
Montreal 107, Quebec, Canada.
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PREPARATION FOR TEACHING

Recent educational technology research and practice has emphasized

not only the institutionalized replacement of some instructional functions

of the teacher by other means and modes of instruction but also the

changing nature of the teacher's role toward that of manager of the

educational process. Somewhat disquieting is the realization that

little has changed in teacher-training practices to implement this.

Thus the teacher is left too often to his own devices while pursuing

the elusive state of omnicapability. How can we help the beginning

teacher learn to design and manage the conditions of learning for his

students ?

One of the many problems involved in teacher training is the

great difficulty in providing a transition from relatively abstract

teacher training courses to the complex richness of classroom practice.

With the exception of practice teaching (which at its best proves to

be a valuable, if not the most valuable, part of teacher training) few

alternatives exist which can be relied upon to provide a relevant

practicum situation. And, unfortunately, even the traditional approach

of observation and practice often leaves much to be desired (Broadbent

and Cruickshank, 1%5). Popular teacher training simulations are only

a small step forward. Often they confuse the role of teacher as

classroom manager with that of instructor and initiator or they fail

to provide flexible and realistic reactions to the trainee's decisions

(Booth, 1972. Mitchell & Taschereau, 1972). Is it possible to

develop an instrument to guide the trainee in making the transition
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from theory to practice by providing opportunities to practice

instructional decisions within the context of a responsive

environment, viz a computer-based simulated classroom?

The Sir George Williams educational simulation (EDSIM) project

is intended to develop a computer-based educational game which will

provide such opportunities (cf. Booth, 1972; Mitchell, 1972a; Mitchell

& Taschereau, 1972). The game- player, cast in the role of teacher, will

take pre-instructional decisions and a computer program, simulating up

to thirty students, will provide plausible instructional outcomes for

each. Thus a teacher trainee could test the effects of alternative

instructional strategies and supportive action without confronting

live students. And teacher trainers can study decisions involved in

instructional planning.

Before describing this simulated classroom we must pause to

consider a key issue which influences not only the project but also

the conceptual model of the learner at the core of the simulation.

THE MANAGEMENT OF LEARNING

Teaching seems to be most popularly viewed as interventionist in

nature; many recent developments in educational technology, for

instance, have merely replaced some instructional functions of the

teacher by other means and modes of instruction. Teachers and

educational technologists tend to adopt the wisdom of the assembly line

or of mass communications, seeing the student as essentially a reactive

organism to be presented with information or to be guided toward a

predetermined state.
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The usual effect of instruction designed to transmit subject

matter is that it neglects the teaching of thinking and learning

strategies; it may simply select those who learn without being

taught. What is worse, emphasis on technological efficiency in

making the student choose to do what the instructional designer

intended him to do can destroy efforts made to facilitate development

of self-regulated learning strategies on the student's part.

The increasing importance of education permanente (Conseil de l'Europe,

1968) suggests that such 'efficiency' is myopic. Lengrand has raised

a critical issue, he asks:

To what extent can education be defined as an
intervention from outside, the transmission of
know-how and technique? How far does education
indicate a way of being in the world, a systematic
directed effort by the individual to co-ordinate
the facts of experience into a unified and
harmonious personality? (Lengrand, 1970, p. 29).

The foregoing is not to deny the value of instructional design.

On the contrary, too often the goals of instruction are not made

explicit, and teachers are not precise or flexible in their use of

instructional strategies to achieve these goals. Too often adequate

resources for education are lacking. And, worst of all, too often

instructional goals and strategies are not sensitive to the

psychological nature and educational preferences of men --a design

failure which seriously undermines the pre-conditions of learning

(e.g. motivation, attention, study strategies) and self-management

which control increments in capability. For the student's willingness

and ability to engage in self-regulated educational activities is a

sine qua non of education whereas the teacher's activities may be

necessary but are never sufficient.
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SELF-MANAGEMENT

Instructional planning and management, therefore, must be

concerned with assessing the student's self-management capability,

including his capacity both to select and engage successfully in

educational activities and to generate or sustain motivation to

do so. Developing self-awareness, strategies of investigation,

communication and contemplation, and responsibility for his actions

will all contribute to a student's self-management, or "ability to

assess his own competencies, set his own... objectives and specify

a contingency system whereby he might obtain these objectives"

(Lovitt & Curtiss, 1969, p. 49). It is the responsibility of the

teacher to free students from relying upon instruction, and to help them

acquire essential techniques of self-management, either by direct

instruction or by arranging conditions propitious to their discovery

(Skinner, 1968). Indeed it is the basic assumption of institutionalized

education that these skills, along with motivation, can be fostered

and sustained directly through instructional design which induces the

student to engage in them.

A design that would meet such student needs requires an educational

ecology consisting of a contingency-oriented environment that includes

people, film, texts, physical spaces, etc. (cf. Cohen et al., 1966)

with emphasis placed simultaneously on both the development of learning

resources and the facilitation of effective self-management strategies

on the part of students (Mitchell, 1971). Thus instructional

communications refers to something more comprehensive than transfer of
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information; it is at once instructive, motivating, and responsive

to student-generated activities. And it is characterized by reciprocal

communications and control between student and instructional system,

making possible co-operative or co-intentional education.

THE PROBLEM

That there is much room for improvement in providing teacher

trainees with a variety of instructional strategies and tactics before

they enter the classroom is the key idea behind the EDSIM project.

Related to it is the concern that the trainees themselves like their

future students-- should be helped to develop strategies of self -

management which will stand them in good stead in an age of education

permanente.

The problem is two-fold: How can the responsibility for learning

be shifted from the teacher to the student so the latter can allocate

his time or other resources to achieve his assigned or preferred

educational objectives while the teacher functions as a guide and

manager of learning resources for his students? How can students of

education be prepared for this role?

A SIMULATED CLASSROOM

One promising approach to solving this dilemma involves operational

gaming in which a human game player participates as a decision-taker

within the structure of a system being simulated. The EDSIM Project

will produceSuch an educational game in which the game player's
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decisions will simulate instructional communications within a simulated

classroom.

Despite the plethora of descriptive and explanatory literature

concerned with teaching and learning, slow progress has been made

toward quantitative models of instruction. Yet such a model, no

matter how crude, is required. Therefore we have formulated our

first rud: Intary conceptual model of the student as an adaptive,

self-organizing system which responds differentially to educational

communications designed to motivate, direct, or instruct him (cf.

Mitchell, 1972b).

Needless to say, the complexity of the EDSIM Project demands

that it be broken down into several steps which will eventually

culminate in a flexible educational game in which the player will be

able to specify the number of his simulated students and their initial

characteristics (cf. Mitchell, 1972a).

THE EDSIM GAME

The EDSIM ome includes a hypothetical class simulated by the

computer and a human game-player cast in the role of teacher. In the

interests of simplicity, the model is based on assumptions that do not

resemble the class situation; for example, many variables, such as

classroom behaviour, are omitted since the aim is to focus only on the

pre-instructional decisions (i.e. lesson planning) of the teacher

and their probable effects.
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The game-player may specify what is to be taught in the

forthcoming period; what size group he should teach; and how much

time should be spent on recall, practice, evaluation, self-management

--in other words, his precise teaching strategy. Figure 1 illustrates

possible teacher activities.

Insert Figure 1

about here

The unit of play is a simulated fifty minute period; the game-

player prepares his lesson plan knowing that each teaching act uses

up a designated, arbitrarily assigned number of minutes. The

sequence of activities intended to teach a single instructional

objective is termed as instructional unit and a period may include

several units. All pre-instructional decisions for a period are

read into a computer that has been programmed to simulate the

instruction process. They may be entered by teletypewriter or card

reader.

THE CURRICULUM

A word about the curriculum is in order. The artificial

curriculum is a set of mathemata (from Greek mathEmata -- things

learned). Although at present each nathematom is independent of

the others, later they will be organized into a hierarchical structure.

The subject-free nature of this curriculum is intended to permit

generalization by the game-player to any subject. We assume that

45



Choose number of Students (S) to teach in
this instructional period

Request diagnosis of Ss his pre-instructional
state of attention, motivation, self-
management capability

State instructional objectives i.e. the
particular concept, skill or attitude
the student should have at the end of
the instructional unit.

State standard of mastery expected of S
at end of instructional unit

Ask S if he accepts or understands objective

Ask S to state his referred objective

Initiate substantive information: i.e.
recall or review; introduce new
material; integrate and generalize
material

Arrange examples and illustrations.
(e.g. positive or negative, physical
or symbolic, verbal and/or visual)

Give directions to S for reaching instructional
objective

Initiate Student self- managements i.e. guide
S to question or appraise or to
initiate or sustain learning

Solicit response from St for clarification,
diagnosis, review or reinforcement

Respond to S: in order to clarify, confirm
or correct

Figure 1. Illustration of Game Player's
Range of Instructional Decisions
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only one mathematom can be studied in a single instructional unit.

Ideally this will be the one selected by the teacher but the

simulated student may choose to work on a different mathematom or

remain idle. The efficiency of instructional communications, and

therefore learning, will be low for all but the topic presented by

the game-player. Furthermore, we restrict ourselves to a learning

model such that at the end of any unit the student has either learned

the mathematom or he has not. If not, the probability that he will

411111.
learn it in the next unit may be higher.

GAME PLAYING

Two administrative approaches exist for playing the game.

If a time limit (e.g. a specified number of periods) terminates the

game, the trainee's teaching effectiveness may be determined by what

the class learned. Alternatively, the game could be played until a

specified number of students reaches a predetermined critierion and

teaching success is a function of the time required. Either way, the

player can compete with his own past performance, with other students

or with a required standard. Successful game-playing is discussed

elsewhere (Mitchell, 1972a).

INSTRUCTIONAL COMMUNICATIONS MODELS

The computer programme simulating the classroom contains models

that alter the capability state of each student with regard to each

curriculum objective. Each instructional unit is processed

independently for each student so the model calculates coefficients

to up-date his motivation, instruction, attention, capability and
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activity states. The computer stores aggregate capability and prints

results of instruction as directed at the end of the period (cf. Figure 2).

For a discussion of these conceptual models and the student's purposeful

state, cf. Mitchell (1972b).

Insert Figure 2

about here

THE FUNCTION OF THE SIMULATED CLASSROOM

Contrary to first appearances, the function of this simulated

classroom is not to provide an accurate description of classroom

interactions. Its major function is to serve both teacher training

and research on teaching decisions by providing an instrument which

includes both a theoretical and experiential framework for observation

and analysis of pre-instructional behaviour. For example, studies

are planned to compare the performances of trainees, experienced

teachers and others as game-players. These should reveal strengths

and weaknesses in the model as well as shedding insight into the

teaching-learning process.

To the extent that the simulated classroom portrays realistically

the ways in which people learn, the game-player may learn useful

teaching strategies. In any event it will provide practice in

relevant decision-taking before going into a real classroom with its

confusing demands. Whether such vicarious experience of instructional

design will alter the teacher trainee's behaviour in an ordinary
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classroom remains to be studied. Naturally this will be an important

part of our research.

Yet another important function of the simulation lies in the

fact that the onus is placed on the player to find one or more

winning strategies. Thus the teacher-trainee is forced to adopt

a leatner-centred approach and, in addition, to experiment with

precise instructional strategies for different learners.

The emphasis on self-instructional skills may seem belaboured.

However it is justified not only by the importance of lifelong

education and the need for students to develop cognitive and motivational

self-management strategies but also by the embarrassing but well

documented conclusion that "by about any academic standard that can

be applied, students in teacher-training programs are among the least

able on campus" (Koerner, 1963, p. 39). Hopefully, by learning

and applying self-instruction and self-management procedures, the

teacher trainee can overcome any deficit he may have; if his experience

is fruitful he may be eager to help his students develop these skills.

After all, Cohen (1966) has demonstrated that a history of constant

educational failure can be reversed in a properly designed environment.

His students (most of whom were dropouts; all were school failures)

studied effectively, achieved remarkable rates of learning and demanded

more study time, more resources. Hopefully participation in this

simulation will be sufficient to help rectify the relatively modest

educational shortcomings of teacher trainees.

The EDSIM project is based on the assumption that a student of
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education should learn a new instructional role. The simulation

game is designed for him to practice this role both as a student

and as a potential teacher. Is this preparation adequate, and

sufficient? If not, what improvements or supplementary experiences

'would help?
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THE LANGUAGE OF GAMING
Richard D. Duke

ENVIRONMENTAL SIMULATION LABORATORY
THE UNIVERSITY OF MICHIGAN

Overview

Formal definitions of gaming exist in profusion. There is no
attempt here toward the orderly review of these or to add yet another
definition; rather, I offer the observation that all past attempts
at definition have somehow failed to explain the great diversity of
vehicles that parade under the gaming banner. These products, in
terms of paraphenalia alone, range from simple physical objects (e.g., Et
Ales, WFF'N-Proof) to very complicated computer dependent kits
(Metro, Apex, City, Region). If paraphenalia gives no clue, then
certainly subject matter is of little help. (Does an subject remain
which has not been gamed?) Nor can we-deduce much from gaming style
or technique, since this varies from game to game or at least from
author to author.

If gaming defies attempts at definition, perhaps it does yield to
understanding from some given perspective. The three principal perspectives
to date seem to be derived from education, mathematics (Von Neumann and
Morgenstern) and predictive modeling through simulations in the gaming
format. Each of these is too limiting in scope to ve very helpful: the
education perspective and the predictive modeling context because they
fail to explain the diversity of uses in other than educational contexts
(research, public policy, information retrieval uses), the mathematic
(theory of games) because it is too rigid and inflexible (few if any games,
upon analysis, fit comfortably into a game theoretic structure). If,
however, gaming is viewed as a communication form, we overcome these
previous limitations and obtain a perspective from which the phenomenon of
gaming can be more rigorously explained and pursued.

All forms of communication have specified conventions governing
their use (grammars, manuals of style, etc.); as these become explicit
for a given medium they permit its more effective use. Garners now
share a set of conventions (a gaming grammar) in an applied sense, but
to date there has been no attempt to record or formalize them;
the argument here is that conventions already in use or currently
emerging can be codified and organized for the benefit of professionalpractice.

Games in the Communications Continuum

The various modes of communication currently in use rest along a
continuum ranging from the primitive to the sophisticated; these are
combined here into four major divisions: Primitive; advanced;
integrated-simulated; and integrated-real. In a sense, the two
extremes of the continuum can be viewed as being linked, in that two
parties fully sharing a reality need no overt communication or sufficewith primitive modes. (The stadium crowd watching a football game,
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veteran foot soldiers engaged in a fire fight, two lovers in their time
of ecstasy -- each situation relies on the fact of shared reality as
the basis for communication.) When man does resort to any medium, it is
to bridge the gap in the perception of reality between two or more
parties. The greater the communications gap and the more involved the
reality they wish to confront, the more elaborate and sophisticated
their language becomes. Carrying this logic forward, a curious
phenomenon is encountered. Attempts to convey elaborate systems
emerge as a complex language form

(gaming/simulation) approaching
reality itself, and in so doing the process has gone full circle! The
fourth category of communication forms (integrated-real) is included
here to emphasize this transition. Because of this circular character
of communication media, one in not better than the next. Rather, onemay be more appropriate than another.

A quick review of the various communication forms is called for.
Primitive forms have been divided into informal (grunts andhand
signals) and formal (semiphore or light signals). In situations which
are simple and transitory, the former will suffice; but as the
communications need becomes more important, more involved, or more
consistent these have been formalized. Both forms are characterized by
spontaneity, limited message content, and immediacy to experience. They are
generally used in face to face contact. For example, a cry of warning is
almost universally understood by people of all cultures. Its function is
to alert someone to a danger; it is effective only insofar as the warned
person shares the message sender's perception of current reality, i.e. he
is in the same place at the same time. Similarly, the standardized internation-
al traffic signals used to direct traffice are an example from the primitive-
formal category.

Advanced forms of communication include spoken languages,' written
languages, emotional forms (art, acting, role playing) and technical
forms (pictures, mathematic notation, musical notation, schematic
diagrams, etc.), which are often used as supplements to other advanced
forms. It is quY.te common, of course, to use these in some
combination (for example, slides with a lecture), and such uses can
be viewed as rudimentary forms of the integrated languages suggested
by the final two categories. The first, integrated-simulated, is
characterized by deliberate combinations of media (film and television)
or by hybrids (gaming/simulation) which employ all prior forms in
any combination which best enhances the transmission of some reality.
The final category, integrated-real, does not attempt this in an
artificial manner, but rather this level of communication inherently
recognizes the circular nature of the communications process, and
consequently extracts from reality itself. One illustration of this
would be apprenticeship programs where the learner (party receiving
the message) is placed in a situation of reality but buffered from
the consequences of full participation. As he gains "experience"
(better perception of reality) these buffers are systematically
removed until he becomes fully part of reality.

Figure 1 identifies six major characteristics associated with the
various language forms; and includes a brief interpretation of each of
these characteristics relative to the four major types of media.
The six characteristics include:
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1. Sequential-Gestalt constraints - the inherent ability of the
language form to convey gestalt or totality.

2. Specificity-universality constraints - the degree of flexibility
inherent to the language form in adapting to new substantive material.

3. Spontaneity of use - the ease or relative freedom encountered by
the user.

4. Character of conventions employed - the degree of consistency,
the extent of complexity, the relative formality and their
general vs. special use in a given communications attempt.

5. Coding-decoding -.the extent to which the message must be
artificially coded by the initiator and reconstructed by the
receiver.

6. Character of the message that can be conveyed - the success with
which a number of message characteristics can be conveyed,
including but not limited to complexity, analogy, qualitative
thought, quantitative thought, subtility, permanency (ability
to reestablish), precision, intangibles, time constraints, and
systems characteristics.

Communication needs (message transmission) can be analyzed by these
characteristics, and a media or communication form is selected which
yields the most efficient exchange. When no existing forms are successful,
other forms (new or modified) are generated.

Gaming/simulation is the most intr4cate communication form available
and as such its response to these 81.7: zharacteristics is unique.

Because gaming/simulation has emerged spontaneously to convey gestalt
considerations, it is not surprising that I.:: excells on this first
characteristic. Primitive languages fail completely although advanced
forms can be laboriously employed. The four "integrated" forms are most
effective at conveying gestalt with the three artificial' media
(multi-media, gaming/simulation, and experience) often beingr,more
efficient than reality itself.

With regard to the second characteristic used in Figure 1 (specificity-
universality) the integrated communication forms are the most specific
(by reason of their highly particularized and complex construction to
convey a single gestalt phenomenon). An example might help: Using
a full primitive capability of grunts and hand signals, a traveler
might get by temporarily in any culture. If he shifts to advanced
languages he is limited to those particular cultures where he is
learned (of course, he can participate more fully). If he now selects
gaming/simulation, he will be restricted to communication with those
who have a particular interest in the single gestalt represented by that
gaming/simulation. (This is meant to imply that each gaming/simulation
is best viewed as a separate and independent language, at least to the
extent that we might view French, Japanese, and English as separate
languages). It is important to examine this premise carefully, forif it is found acceptable, it then becomes possible to construct general
principles to govern the construction of each new gaming/simulation).
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IhIrd fhotorterlmilc of "Hponlimeily" lo lolended to convey
the relative ease oi use of the various modes. Associated with this
characteristic are the concepts of "dryness" (defined as the
energy required to overcome the resistance to use of a given communication
form) and expertise. The advanced forms are often viewed as "dry" and in
their more sophisticated use they are almost universally "dry". This inverse
relationship becomes a serious constraint when attempting to establish
communication about serious and involved problems, and generally results
in shared comprehension only among an elite group. Return to the
continuum in Figure 1, there is an increasing requirement for special
expertise as we move from the primitive through the .advanced communications
forms. This continues through the construction stages of the
integrated forms, but is markedly reduced in their use. (Films
often present intricate messages successfully to audiences who would
not master the same material presented through the advanced languages.)
Spontaneity is often constrained in the early stages of using a
gaming/simulation since the players are literally learning a new and
highly specialized language. After several rounds of play they will
master the particulars and now communication advances to a level not
previously possible (assuming, of course, that the primary rules of
construction have been thoughtfully followed).

The fourth characteristic is "conventions employed". The importance
of this is generally not understood by developers of gaming/simulation
with the result frequently being an inferior product. To illustrate
convention, consider several examples from the advanced form of
communication: grammar for both spoken and written languages;
consistency of mathematical notation (also musical notation); the
rules governing the use of any given computer language; the symbols
employed in flow-charting; etc. Contrast this with several
gaming-simulations, all of which employ Lego blocks as a construction
device, but, unfortunately, to convey different ideas in each case.
Because each gaming /simulation is a separate language, the conventions
are frequently invented for that particular instance; there are

relatively few conventions universally employed by gaming/simulations
except those previously adopted for the communication forms from which
the gaming/simulation hybrid constructed.

The fifth characteristic from Figure 1 is "coding ", by which we mean
the artificial and temporary translation of the message to some
intermediate form from which it must be decoded before communication
takes place. Perhaps the most clear example is semiphore transmission
wh4'h requires coding from a given written language into separate and
distinct symbolic representations (the flag positions) and subsequent
decoding before the message would be understood by its intended receiver.
Most media employ coding to some degree; when it is cleverly employed
in gaming/simulation the technique becomes much more powerful. (For
example, the use of the graphic display "SYMAP" to encode a large
data set which can be visually decoded by the player at a more useful
level of abstraction). The secret of success in "coding" messages for
gaming/simulation is to employ codes which can be readily interpreted
by the participants of that particular gaming/simulation.
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The final row in Figure 1 is "message chararteriaties"; and is
Intended to suggest a large number of particular cluiraeleristies, several of

which are Illustrated (complexity, analogy, etc.). IL is essential for
the designer of a gaming/simulation to reflect on the character of
the message(s) to be conveyed; this will suggest which communications forms
are best combined into the hybrid. As a general observation, it seems
that there is a direct correlation between the clarity with which the
game/simulation designer specifies his communication problem (message,
sender(s), receiver(s)) prior to construction, and the quality of the
product. (One very good gaming/simulation had as its objective improved
communication among a citizen group who were constructing a city ordinance
to control aesthetics of builders. The game designer employed art (painting)
as one of the component language forms).

High

Figure 2
Message Characteristics and the Communications Continuum
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All along the continuum the purpose of communication remains the
transmission of perceptions of reality. But as the scope and detail for
the perception to be conveyed increases, becoming more comprehensive, total,
or gestalt-like, a price is always paid in spontaneity of use (see Figure 2).

The Emerging Grammar of Gaming

If the perspective of games as a communication form is acceptable as a
premise, it then becomes productive to begin to formalize the conventions
currently in use and to suggest new areas where specification of convention
might be productive. A format for this inquiry is suggested by Figure 3.
(This is a very rudimentary statement, with less than 50 variables; a
more complete version is under preparation that contains perhaps 500-1000 ele-
ments).

The game designer might well sort his efforts into four categories:
Initiation, Design, Construction and Use.



FIGURE 3

The Gaming Grammar-Elements of Style



Initiation imples those questions that should be resolved prior
to making the decision to use gaming;

Design relates to the deliberate procedure associated with problem
analysis, synthesis with gaming considerations, and the careful reporting
of the process;

Construction refers to the iterative process of creating the gaming
vehicle, loading appropriate data, calibration, and testing of the product;

Use involves dissemination of the game and specification of those
criteria which permit its proper interpretation by perspective users.

The time has arrived for those who share a professional interest in
games to give serious consideration to the development of a set of
conventions governing their development and use. This is necessary not
only for improved communication among those with professional interests
but also to assist the neophyte in game development and potential_ clients.

The "gaming grammar" or "elements of style" presented in rudimentary
form here will be extended in subsequent papers.

F
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THEORY - GAMES - REALITY
'Zdzislawa A. Walaszek
University of Warsaw

The Johns Hopkins University

Throughout the past few years a discussion concerning application of

simulation games to theory development took place. In particular, papers

of James S. Coleman / 1968 / and Michael Inbar / 1970 / focused on this

problem. Unforttnately, this discussion did not result in constructive

propositions, and the question of how one applies simulation games to

theory development remains open. Thus, the main purpose of this paper is

to open the discussion once more, and introduce some propositions on this

matter.

The process of theory development has been the topic of philosophy of

science for hundreds of years. At the present, every scientist is aware of

what the basic methodological framework is for constructing a given theory.

Let me give a brief description of this framework.

REALITY

Theoretical
Abstraction

60

MODEL

Deduction

V
LOGICAL CONCLUSIONS

AND PREDICTIONS OF

THE MODEL.



The process of theory development starts with theoretical abstraction.

By abstracting from the real world, it is possible to achieve a level of

simplicity at which human action may be analyzed. However in the process

of abstraction, the analyst must be careful to preserve the essential features

of the real world with which he is concerned. By means of theoretical abstrac-

tion one reduces the complexities of the real world to manageable proportions.

As a result we obtain a logical model, suited to explaining the phenomena

observed. By logical arguement, that is deduction, one then arrives at logical

or model conclusions. The next step is the comparison between conclusions of

the model and the reality itself. This possibility of comparison stems from

the basic requirement for scientific theory which states that the theory should

include both abstract concepts and concrete implications, and that the two are

logically connected.

The most frequent case in social sciences is that the theories which do

exist are not comparable with reality because the theory is too abstract. On

the other hand, throughout the development of science, other methodological

devices have arisen'to explain the real world's phenomena. One such device is
---

simulation games and gaming. Gaming usually is understood as an exercise

employing human beings acting as themselves or playing simulated roles in an

environment which is either actual or simulated and which contains elements

of potential conflict or cooperation among the real or simulated players. The

players may be experimental subjects whose behavior is being studied or they

may be participants in an exercise being run for teaching, training, or other

purposes.
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For the past few years an enormous number of simulation games has been

developed. The design of a simulation game has been a subject of several

publications, but an overall methodology of gaming hardly exists. Generally,

one finds the following methodological framework for game design and comparison

with reality.

SIMULATION

GAME

DESIGN

Game
Session

OBSERVATION AND

RESULTS OF A

GAME

Experimental
bstraction

REALITY

Comparison

In designing a simulation game, one applies the procedure of experimental

abstraction which to a.certain degree reduces the complexity of the real world.

A social simulation game is a kind of abstraction which makes explicit certain

social processes that are implicit in everyday behavior.
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One of the first steps toward game design is to construct a set of rules

according to which the course of the games is determined. The.set of rules in

one way or another incorporates the social environment. James Coleman (1968)

suggested that there are two different ways of doing so. The first way is to

represent social environment by the players themselves. Each player is a

portion of the environment of each other player. The second way is to represent

a portion of social environment by a fixed set of rules which occur more or

less corresponding to reality. When the portion of social environment is

represented by the players, then the response of the players occurs on the

basis of their own goals and role constraints,and the game designer does not

need to know in advance what those responses will be. On the other hand, if

a portion of social environment is incorporated into the rules of the game,

more empirical knowledge of social organizations or of individuals is required.

In that case, the game designer has to know in advance the environmental

responses which in turn are dependent upon the possible actions of the players.

At this point, I would like to emphasize one thing, that is that the notion

of social theory with theoretical assumptions and abstract concepts does not

enter at all in such experimental abstraction. Whet happens instead is that

the design of the game is based upon; direct empirical abstraction from

phenomena observed in real life and an application of rules which are assumed

to be commonly present in the real world of institutions and individuals.

The next step in simulation gaming is sessions with subjects. During

those sessions one observes the course of actions widen take place. Given

these observations from a game, a comparison between those particular results

and reality then takes place.
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So far, in the methodological frameworks introduced, a direct linkage

between theory construction and social simulation games does not exist. There

is no basis for comparison between the logical derivations of the model, on

one hand, and results and observations from the game, on the other hand. The

simulation game design is apart from all the theoretical assumpeions and it

is a result of abstracting some empirical phenomena and then analyzing it in

an experimental setting.

The question arises, what-are the possible ways to construct a relationship

between a simulation game and a theory? What are the conditions which would

lead to compatability between the model and the simulation game? In general,

what kind of methodological framework is necessary to provide the possibility

for using a simulation game as an aid in constructing social theory?

In this part of the paper I would like to present a proposition of such

methodological framework. Hopefully, it will permit discussion of those problems.

The direction in which one would proceed is to combine in some way the two

frameworks. The grounds for such combination is the fact that both procedures

start from the same point, that is reality.

Thus, as the first step in introducing the new framework is to restate

the diagram and relations among its elements.
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The proposed framework consists of five elements: reality, model,

simulation game design, observations and results of the game, and finally the

logical conclusions and predictions of the model. It can be easily seen that

the elements themselves did not change, although the relations among the

elements have changed.

Within the framework,we can distinguish the following relations:

1. The relation between reality and the model 'described by the process

of theoretical abstraction, which has been already introduced.

2. The relation between the model and logical conclusions is described

by the logical arguemeni:, ie. deduction, which as well has been introduced.

3. The relation between the model and the simulation game design is

described by the process of operationalization of theoretical concepts and

assumptions. This particular relation is .a new relation in our framework.

4. The relation between the simulation game design and reality is

partially described by the process of experimental abstraction, and thus

not quite compatible with the original relation between reality and simulation

game design.

5. The relation between simulation game and observarirais And results

of a game remains the same and is described by the play of the game, and actions

which took place.

6. Finally, the relation between the reality, logical conclusions and

observations and results from the game is a new relation generated by the

previous ones and is described by the process of comparison among the-three

elements.

66

,9?



Let us now turn to a more detailed discussion of the proposed framework.

The basic statement of the discussion is that, in order to use simulation

games as an aid in constructing social theory,some requirements must be ful-

filled. In other words, the simulation game design must be linked in some

way or another with the theoretical model. Thus, as the first requirement,

I would like to suggest the following methodological postulate:

1. Structural postulate.

As a result of theoretical abstraction one obtains a set of concepts and

relations among them. Those highly abstract concepts, defined in theoretical

language, very often do not have concrete implications. On the other hand,

the basic requirement fof a theory is for it to have concrete implications.

If we consider the relation between the theoretical model and simulation game

we arrive at two different levels of abstraction. Between the model and the

simulation game, a change of language occurs. The abstract concepts in the

theoretical model are translated into operational language,that is, action-

related language. A-s a result, we obtain a set of rules which stem directly

from our theoretical assumptions but are described in a concrete operational

language. More generally, the elements of the game have to be well-defined

and relations among them specified in operational language and derive from the

theoretical model.

Let me give an example. The underlying model for the game "The Establish-

ment" assumes that there is a conflict of interests between the interests of the

individual and the'same individual as an agent of a corporate body representing

-67

4



the interests of that corporate body. In addition, the interest structure for

every individual in the formal model is represented by a set of numbers. At

the levellof the simulation game this particular assumption is operationalized

into the following set of rules. The individuals are members of an Establish.-

ment which as its task has to fulfill the demands of the society. In the mean-

time the same members have their own individual interesta not necessarily

compatible with the action of the Establishment as a whole toward the society.

:Thus, given our theoretical assumption of the conflict of interests, the rules

are set up as such that there is expected a competition both among the individ-

uals' tasks and the Establishment's task.

2. Purposive Postulate.

When conceptualizing a theoretical model one has to define some mechanism

which determines the basis for logical derivations. In a simulation game,

one of the most important elements is a specification of the goals for the

players. This specification of goals defines the purpose of actions which

take place during the course of a game. Naturally, the specification of goals

appears in operational language. In addition, the specification of goals

should embody the theoretical assumptions'included in the model. Let me give

an example. The theoretical model proceeding the simulation game "The Establish-

ment" includes the assumption that the individuals are rational. Rationality

in turn implies that every individual will act to maximize his utility. This

particular assumption is incorporated into the game. It is assumed that every

individual will tend to fulfill his interests. His interests are now freely
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determined by him and if for example, the given individual discovers that the

society's interests lie in a particular event, then the individual as a member

of the Establishment, in order to gain as much satisfaction points as possible,

will tend to follow the society's interest. The knowledge concerning the

society interests is represented by partial information about those interests.

Thus, it'is expected that individuals who have that partial information will

incorporate that into the determination of their own interests.

One way of linking together the theory construction and simulation game

is to specify the following relationship. We start with the reality and through

theoretical abstraction we achieve a level of simplicity at which we deal with

abstract concepts and theoretical assumptions. From that point we proceed to

another level - that is the level of operationalization. The given set of

assumptions is translated into operational language and that is the basis for

our simulation game. One always has to remember that there is a distinct

difference between the level of theoretical abstraction and its exemplification

in a simulation game. The theoretical abstraction with its abstract concepts

provides the basis for deriving at operational terms and relations among them

in a simulation game, but the abstract concepts do not enter the game itself.

3. Behavioral postulate

A simulation game design is not only a result of the linkage between the

theoretical model and the game. One has to realize that another process takes

place.

In a given simulation game with players, a portion of a social environment

is represented by the players themselves. The players enter the game originally
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as members of reality. The behavior observed during the course of a game is

a result of the players' action toward their own goals.

In this case, the uncertainty of predicting the behavior is very high,

despite the fact that the goa]s are imposed by the set of rules of the game.

Such factors as the motivation of the players, their intellectual capacity,

degree of identification with the assigned role in the game, their personality,

knowledge and understanding of the rules, etc. mirror in a microcosmic way

the real world's complexities. Thus, the spontaneous aspect of a simulation

game should not be neglected. Although we assume that the observed behavior

should be generated by the first two postulates, if one faces some unexpected

events during the play of the game, then this observation should imply some

more thorough analysis.

Generally, the above dis-..ussion results in the following statement. The

'social simulation game, in order to be used as a tool for constructing social

theory should follow the proposed postulates.

The structural and purposive postulates, if fulfilled, provide the linkage

between a simulation game and the theoretical abstractidn, the model. In other

words, the concepts and relatiops among them which are embedded in the model.

have to be incorporated into the rules of the game. The incorporation occurs

through operationalization of abstract concepts. Therefore, instead of a formal

language, we use an operational one.

The resulting behavior process is in turn generated by structural and

purposive postulates. The behavioral postulate, on the other hand, provides
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the basis for explicit exposition of the phenomenon embedded in reality.

The next problem which arises is the relationship between reality,

observations and results of a game,and the logical conclusions and pre-

dictions of the model. One would like to see what are the benefits of

such combined frameliork and at what kind of conclusions one might arrive.

Given that we have the observations and results from the game as well

as the logical conclusions from the model, a process of comparison takes

place. The comparison of the results is assumed to be between observations

from the game, reality, and the logical conclusions. Let us list the

following possibilities.

A. The first type of possible result of the comparison is the following.

We observe that the results from the game are compatible with our logical

conclusions, but at the same tine they are not compatible with the observed

phenomena in the reality. This type of situation indicates that our theor-

etical abstraction was wrong. In addition, it indicate.: that because our

theoretical abstraction was wrong, the operationalization is invalid due to

the improper conceptualization, despite the fact that operationalization itself

might have been correct.

B. The second type of a result of the comparison is as follows. We

observe that the logical conclusions of the model are compatible with reality

and at the same time not compatible with the results from the game. Such a

particular situation implies that the process of operationalization was done

incorrectly and the theoretical assumptions did not enter the simulation game

correctly.



C. The third type of results from the comparison are such that we

observe that the results from the simulation game and aspects of the reality

are compatible with each other but not compatible with our logical conclu-

sions derived from the model. It might mean either of two things. The first

possibility is that the theoretical abstraction was wrong and the operational-

ization was also wrong, resulting in counter-balancing errors.' The second

possibility is that we did not at all incorporate the theoretical assumptions

into the simulation game and only followed the methodological framework pre-

sented at the beginning of this paper. That is, that the simulation game

design stemmed directly from reality with no connections with the theoretical

model.

Finally, I would like to elaborate further on the advantages of such

methodological framework. Given that one attempts to use simulation games

for constructing social theory, then he has to provide a direct linkage

between the theoretical model and the simulation game. The theory development

is not of course a one-step attempt. It might turn out, that the results

of the comparison will indicate some false proceedings.' That is, either a

false conceptualization of the reality, or wrong operationalization of the

theory, etc. But this, on the other hand, has some definite advantages. It

means that, for example, we may manipulate the structure of the game by changing

some rules and then once again repeat the comparison. If it turns out that the

results of the game are compatible with the reality, then we may go back to

the model and reccnceptualize some aspects of it.
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Another possibility is to change some theoretical assumptions of the model,

followed by changes in the structure of the game and thus providing different

results for comparison with reality.

In general, if we assume an on-going process of comparison, reconceptual-

ization and operationalization then we might arrive at a stage of a fairly

_consistent theoretical model with concrete implications.

One additional comment. The proposed methodological framework implicitly

assumes a definite sequence of proceedings. We start from reality and through

theoretical abstraction we achieve the level of conceptualization. Then opera-

tionalization takes place and the design of a simulation game is both determined

by such operationalization and experimental abstraction. Game sessions and

deductions from the model are done independently. As a result, we obtain

observations from the game, one one hand, and logical conclusions from the

model, on the other. Then comparison takes place.

The assumption concerning such sequence of action does not necessarily have

to be the case. One might,within this framework, arrive at a completely different

sequence of action. For example, one might start from a simulation game design

in operational terms and then proceed to the model and translate operational

terms into theoretical language.

In general, the proposed framework provides several possibilities, the values

of which depend upon the goals and invention of the social scientist involved.
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EDUCATION AND URBAN PLANNING AS CONGRUENT EVENTS

Mar grit I. Kennedy
Graduate School of Pubic and International Affairs

Univernity of Pittsburgh

ABSTRACT

Out of my work as an urban planning consultant to the Board of Education
in one of the smaller mid stern cities grew a concern for the integration and
ceordination of urban planning and educational institutions in their areas of
everiappino interest. Previous experience with urban simulation games seemed
to indicate that these can provide an instrument not only for the integration
and coordination of different public and private mencies, but also a vehicle
for cn-going education, and effective citizen participation in the complex
urban planning process.

However, the question "why" urban simulation games can bring about all
the atove mentioned changes becomes crucial, if their implementation is to be
considerPd seriously. Trying to answer the "valiiity question. ", at least
partially, through linking the "autotelic folkmodel" theory of Omar Khayyam
Moore and Alan Ross Anderson with urban simulation gaming is the main purpose
of this paper.

Games have long been used as means by which people learn about and build
a heuristic structure of the socialization process. In recognizing games as
abstract models ef man's relationship to their physical and social environment
we r-rc, beginning to understand their conceptual depth and subtlety, and Gain
an indicpensable historical perspective.

Tn all cultures we find games that fall into fair categories: puzzles;

games of ehenre, games of strategy, and aesthetic entities. Moore and Anderson
une tri= t=rm "folk model" is commonly refer to all four models. Existin:: folk

modci.s, houever, do not adequately represent guides for action anymore. They
ucre evcapc,d to match relatively static social conditions, which do not exist
at or=sent. Instead of a static social framework we now need a dynamic social
Framework to adequately reflect the problems in a chanoud and changino world.

Urban simulation games may represent such a new and dynamic model
which can provide participants with a deep dynamic, conceptual grasp of
fundamental matters or a concept of a civilization in accelration.
Thsy al5o may be able to help overcome the institutional saparatinn of
sducationel and urban planning institutions, which is one cause of severe
difficulties both agencies are facing today. The public school =v -=ten,
wnich in the past has Failed to prepare people to recognize and deal with
the problems we are facing now, can be seen as one possible agent to initiate
urban simulation canning as a process integrating on-going education, ed-
uc?tional planning and urban planning.

Today functions of Education and Urban Planning are still separated by
-hvrply delineated institutions, task n, and roles. It is not an unusual
p:-act:ce far City Pinnnil.o offices to proJuce "co7p7shensive m::stff:plans"

ultheut involving the Beard of Education and vice versa. Usually those in-
volved have developed neither channels of communicatien nor an awareness of
tne close interrelatedness of the problems oath agencies are dealing with.
If there are any contacts at all they mostly are on an ad-hoc, informal,
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"personal effort" basis, at a technical level which clearly cannot lead
to very significant results, as long as both strugele daily with a para-
mount in-house crisis. Since aducatiuti today can be defined on an nn-
going process involving everybody hetween the ager nf 3 and 75, and t.hr
entire city with all its human potentialities, institutional, commercial,
industrial, and recreational uses must he defined as a resource, the
inntitutienal and functional separation of urban planning and education
becomes obsolete, or worse, it becomes a barrier to urgently needed change.

To bring about this magnitude of change both agencies will soon
seerch for en instrument which will aloes them to coordinato and intern to
their efforts to make the city a more viable place to live and to mobilize
existing :sources.

Our experience with oamino in the Urban Affairs Department of the
Graduate School of Public and International Affairsl shows that urban
simulation games or decision exercises with an automated feed-back mech-
anism can become such an instrument and provide: 1) a practical vehicle
for the participation of citizens in the urban planning and decimion-
making process; 2) en instrument for more precise predictions of user-
needs for the urban planning agencies; 3) an on-ooing leer nine and commun-
ication process, which will greatly increase an understanding of the fun-
damental needs of citizens, private and public agencies in the city, and
4) a new dynamic "folk model" which more adequately represents the growing
complexity of our social and economic structure than traditional fnlk
models which are still used.

The First three arguments for the use of urban simulation gemirg hav=
base. made before.2 However, I have not found any attempt to link urban si71-
ulation gaming with a theory about existing games, for example, puzzles,
games of chance, games of strategy, and aesthetic entities, i.e. plays.
The essence of this paper will ha to prove, that in establishing this link
we can learn as great deal about the theoretical depth, the practical appli-
cation and the importance of the development of these urban games. Though
tha theoretical analysis of this link can be applied to other simulation
games, the practical conclusions seem to "fit" the urban simulation game

particularly uhen it is seen as a vehicle for gaining effective
participaticn, which means on-noing education, and developing and pre-
testing urban planning alternatives.

I am using the term "folk model" here according to Omar Khayyam Moore
and Alan Ross Andersen, who were the first to relate the structure of games
or folk models systematically to a theory about the human socialization
process. 3

Their work, which builds on the ideas of George Herbert Mead` and
Georg Simmel? seems to me crucial for a full understanding of the depth and
importance of gaming as a device to learn about and pretest complex social
systems without risking the welfare or survival of the participants them -
selves.

In every culture we can find four game categories: puzzles, games of
chance, games of strategy, and aesthetic entities. Moore and Anderson sug-
gest that puzzles tand in an abstract way for man's relationship to nature -
insofar as nature is not random; games of chance can be seen as abstract
models of man and the random or chancy elements in experience; Imes of
strategy represent man and his interactional relations with o' .ors like him-
self; and aesthetic entities give people the opportunity to n ke normative
judgements about and evaluations of their experience. To have a con-
venient name covering all four categories and indicate their development
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early in human history, Moore and Anderson called these "folk models." "It
should be pointed out that until mathematicians had made formal analyses of
the structure of some of these folk modals, .heir depth and subtlety were
not appreciated fully... "6 Only since the work of von Neumann (1928)
a mathematically rimorous distinction between games of chance and games
of strategy has been possible.?

In spite of their mathematical complexity these models can be learned
by almost everybody. People do not have to understand the mathematical
treatment of probability to play games of chance. However, in playing
these, they are gaining an understanding of the basic concept of probabili-
ty. Looking at urban simulation games (our "new folk model") the same
applies: e.g., participants do not have to be taught economedrics to
understand the effects of alternative budgetary decisions on the urban sys-
tem.

A variety of insights can be gained from the way in which early folk
models ware implemented:

I. most important is that they are "learned" end not "taught". Only
the rules of the game have to be explained. Thereafter players are
left largely on their own;
2. the real risk of winning or losing is kept at a minimum;
3. emotional expressions are allowed but extremes excluded;
4. the models themselves are fascinating enough that people do not

have to be encouraged to play them - on the contrary they sometimes
'have to be prohibited from playing them too often.6

These points can be related to urban games: Urban simulation games,
in fact, are primarily "learning" devices. There is no way in which the
"dynamics" of the urban system can be "taught" conventionally. The in-
teraction of persons with vastly different life styles and motivations, am:
the interrelatedness of different social and t:conomic forces, is impossible
to transmit theoretically. It has to be "experienced" or learned through
"proxi" experience, i.e. simulation games.

The set-up of the urban simulation games usually protects the partici-
pant against serious consequences as a result of his actions. Except
for the psychological damage to someone who loses, the Welfare or survival
of the participant is not at stake: Howeer, to allow maximum freedom
for each individual some control will have to be exercised to prevent ex-
treme conflict situations. Outside a university setting, where the teacher
will take the role, it may be necessary to employ some specially trained
person with experience in human interaction, the dynamics of small group
behaviour, and conflict management. This person should not take part in
the game; he must be able to set the mood free for discussion, and prevent
a situation in which people could seriously hurt each other. This however,
should not be a very difficult problem, in a time where the expression of
extreme emotions is quite against the social norm.

Though it will certainly be difficult to keep psychological and social
risks out of the exercise, they can be minimized: e.g., a significant num-
ber of stress creating factors can be eliminated, when there are no rewards
and punishments involved. The knowledge that no serious consequences are
to be expected from the outcome obviously does not prevent the "player" from
taking the game seriously, as long as it lasts. This applies to a game
of chess as much as to an urban simulation game. Taking this one step
further, it can be maintained that it is usually "no fun" to play a gnme
with someone who does not take it "seriously". This sounds like a
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contradiction in itself, but it it were not the case, the nntinn of using
gaming to nretest various options would have to be dismissed. Gaming as
a pretesting device requires both "seriousness" and "maximum freedom and
creativity", which renders the usual work-play distinction obsolete.

If our early folk medeln are fascinating enough that people have to
be prevented from playing them, why do we need "new folk models"? As
long as people lived in a static social environment, the existing folk
models matched their world, i.e., in games of chess the rules and boundaries
remain constant, in a jigsaw puzzle the picture to be completed is not
subject to change, nor are the actors allowed to change their lines in a
play. All folk madelf; in this respect adhere to the Newtonian concepts
of space and time "...both suppose a frame of reference which is in-
variant with respect to all that goes on within it."8

These conditions, however, have radically changed, since most in-
dustrial societies have undergone a massive acceleration in their techno-
logical develbprnent since the 1940's. Instead of a static framework we now
need a dynamic framework, in order to be able to cope with our problems in
a changed and changing world.

With some modification D.K. Moore's "Principles for the Design of
Clarifying Env1 xunments"10 can be used to see whether simulations in gen-
eral and urban simulatioA games in particular can be classified as "dynamic
models for a learning society which seem to require the imaginative use of
a much more subtle technology ."1I The first three principles are derived
directly from the analysis of existing folk models, the fourth is directed
toward a learning situation undergoing rapid change.

1. the attractiveness of our new models will depend to a oreat ex-
tent an how many different "perspectives" the participant is allowed to take.
In linking existing folk models to the structure of the human personality
Moore and Anderson discovered that each of the four kinds of folk models
corresponds to a characteristic attitude or perspective that a person
might take towards his world:

a. puzzles emphasize a sense of agency or an active attitude
toward the environment, which is called the "agent perspective";

b. games of chance emphasize a sense of patienthood or a passive
attitude, celled the "patient perspective";

c. games of strategy presuppose an agent-patient perspective, or "re-
ciprocal perspective", which stresses interactive behavior;
d. aesthetic entities emphasize assessing, evaluating, and judg-

ing, or a normative role, which is called the "referee perspective."12
Relating these findings to the learning process it becomes apparent that dif-
ferent learning environments or games can be constructed which permit and
facilitate the taking of one or several perspectives. Moore and Anderson
Found that those environments which allow several perspectives to be taken
are more conducive to leerning.1-) When the criteria for the design of
clarifying environments are applied to urban simulation games, they should
be ranked fairly high on a scale of learning conduciveness. There are few
constraints to taking any particular perspective at any given time. Par-
ticipants may be active, passive, inter-active, judging, or speaking, lis-
tening, arguing, mediating, etc., an they choose. As long as the gaming-
unit is small enough, there is no danger a person will be confined to one
basic perspective, e.g. the passive perspective of listening, for too
long.
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2. similar to existing folk models the attractiveness of our new folk
model depends on the amount of freedon the simulation allows, to define the
environmental boundaries, and to explore different alternatives, indepen-
dent from authority (or people who "know") and safe from serious consequences;
7Moore and Anderson would call this the "autotelic principle").

3. the success of a new folk model depends also on how "productive" the
participant can be; e.g. it surely is more fascinating to see the impact of
one's own and other decisions on the urban system as a whole, within hours
(which can be done in the 0GSPIA" game) than to compute the various outcomes

"by hand" (which can only be done in the more simple games). The use of the
computer, a precise data base, a highly responsive retrieval system, and
sophisticated econometric modeb therefore seems to be essential if the ur-
ban simulation game as a new and dynamic folk model is to become as popular
as our early folk models; and as adequate in representing a civilization in acce-
leration as ear'N folk models represented static social conditions.

4. in view of a world that changes rapidly, anyone who either stops
learning, or is somehow prevented from changing his knowledge and skills
will soon become obsolete. An environment conducive to learning should
therefore be both responsive to the learner's or participant's activities
and helpful in letting him take a reflexive view of himself as a learner.

In an urban simulation game it is possible to comebine both require-
ments: participants should be allowed to explore freely, and be informed
quickly about the consequences of various actions; and the urban simulation
-'arse can be constructed to be self-pacing because the individual largely
determines the rate at which events are happening; it permits full use of
the participants' capacity for discovering relationships of various kinds,
and to link discoveries about the physical, cultural, or socio-economic
aspects of the world around him.

The participant can also see himself as a social object; the reactions
of others to his opinions, proposals or actions, reflect his capacity to
make himself understood or convince others about his ideas. In addition,
video-tapes have been used successfully as a "reflexive device."

"The reflexiveness which isqcharacteristic of maturity is
sometimes so late in coming that we are unable to make major
alterations in ourselves...It is a normal thing for human beings
to make up hypotheses about themselves, and it is important that
these hypotheses do not harden into dogma on the basis of grossly
inadequate information."14
One device which was proved to be most successful in regard to the

reflexive condition, is a questionnaire evaluation which glyes each person
a fairly exact account of his abilities as seen by others.

I hope that this very brief summary linking urban simulating gaming
to some general theories about earlier games can provide a few new practical
deductions for the implementation of urban simulation games. However, the
main purpose of this paper is to show urban planners and professional ed-
ucators that there is more depth and seriousness in gaming than usually

understood. It seems quite clear that present urban problems cannot be
solves with more technology alone. More people will have to be educated
to understand the mechanisms of the urban system and technological applica-

tion. However, educators already eh:ilium the belief that people are in-
creasingly well-educated. On the contrary, Michael Marien says: as our

society becomes more complicated and changes occur faster, people are in
effect becoming more ignorant in terms of what they need to know. The
greatest need, according to his report, is among the'post-school 22auktIme
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"The necessary adaptation of our ignorant society involves
imprnyement in the quality and distribution of our knowlege,
as well as the capacity of our population to utilize large
quantities of conflicting and changing information in our roles
as workers, citizens, parents, and individuals. We cannot
attain a desirable society with incompetent manual and mental
workers, ill-informed citizens, primitive parents and their
turned-off children, and future-shocked individuals. More
learning and different learnino will be necessary not only for the
young, but especially for ...post-school populations that will
continue to have a major influence ill shaping our future during
the turbulent decades ahead."16

The general tendency is presently to isolate formal education from
other aspects of spciety, which will lead, in the end, to a situation where
people, whether youno or old, finally no longer understand their relation-
ship to society.

.1.. public school system which in the past has failed to prepare peo-
ple to recognize and deal with the problems they are facing today, now
has a unique chance of initiating a new philosophy. In combining its
efforts with those of other urban planning institutions to a more power-
ful thrust against ignorance, alienation, frustration, and-involvement,
it can sponsor a more adequate decision-making process through urban sim-
ulation games in which education and the complex urban planning process
become congruent events.
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I

POWER IN A SIMULATED COMMUNITY

Daryl R. Fair
Trenton State College

Although the nature of power in local communities has been a
concern of American social scientists for half a century, agree-
ment on the nature of local power structures seems as far away as
ever. Despite recent attempts to break the stalemate,1 elitists
and pluralists still face one other, each armed with an arsenal of
presuppositions, research techniques, and conclusions which con-
tradict those of the opposition. Briefly, the elitist presumes
somebody runs a community, uses a positional or reputational re-
search technique to find these people, and discovers that a single,
self-conscious, impermeable elite based on wealth is the decision-
making group.2 The pluralist does not presume that someone neces-
sarily runs the community, uses a decision-making technique to find
out if anybody does, and finds that a number of responsible, over-
lapping, relatively permeable groups which include a substantial
number of political leaders constitute the local policy-making
bodies.

9k

Studies of local power structure are expensive and time-con-
_ suming propositions. In view of the cost of these research pro-
jects when real communities are studied, it would seem useful to
seek a less expensive way of testing hypotheses aboul. rommunity
power. Simulation may offer a possibility for doing so It is com-
patible with most of the major techniques used in community power
studies and allows for a measure of control and replicability which
the real world does not. These features may make it possible to
break or weaken the elitist-pluralist stalemate through use of sim-
ulation in research.

In the spring of 1972, the Political Science Department of
Trenton State College offered an introductory urban studies course
using the CITY I computer-based urban simulation developed by Envi-
rometrics, Inc. Along with the normal activities in the course,
some explorations of power in the simulated community were attemp-
ted. These were very tentative in nature but they do indicate at
an elementary level some ways in which community power can be stu-
died using simulated rather than real communities.

1
See, for example, Robert Agger, Daniel Goldrich and Bert

Swanson, The Rulers and the Ruled (New York: John Wiley and Sons,
1964).

2
Peter Bachrach and Mouton Baratz, "Two Faces of Paver,"

American Political Science Review, 56 (December, 1962), 947-952;
rdward Keynes "Elities and Community Power," and David Ricci,
"Methodological Disputes in the Study of Power," Political Power,
Community and Democracy, ed. Edward Keynes and David Ricci (Chicago:
Rand McNally, 1970), pp. 27-61, 155-178.

3Ibid .
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The roles in the CITY I consist of nine economic teams (A
through I) and eight governmental roles: MAYOR, Central City
Councilman (CITYCOUN). Suburban Councilman (SUBCOUN), Finance
Director (FINANCE), P la nning and Zoning Direct6r (PLANNING),
Highway Commissioner (HIGHWAYS), Public Works and Safety Director
(PUBWORKS) and School Superintendent (SCHOOLS). Each round of the
game represents one year of real time and at the end of each round
decisions on various matters within the usual purview of the roles
are reached by the players. The goals for each role are unspeci-
fied, but most economic players seek to make money rather than be
philanthropists and the government usually seeks to manage growthin some way. In the eight rounds played in spring, 1972, the CITY
grew from a population of 366,300 in Round 1 to 497,200 by Round 8.
The net worth of the nine economic teams increased from $8,765,654
to $10,943,870 in the same time period. Thus growth did take place
and most of the economic teams did make money.

The bases of power in a simulated community should be roughly
the same as those in a real one. These include political resources
(money, jobs, votes, popularity, friendships, reputation, status,
knowledge, media of communication, etc.), political skills and
political incentives. 4 Such things are probably more readily meas-
urable in a simulated community than in a real one, but some of them
are not easily measured anywhere. Because of space limitations, two

TABLE I
Net Worth of Teams by Round (in 1,000,$)

TEAM
Remind A C D E F G

1-

H I

1 869 1,084 1,005 944 98Z... 954 946 1,045 933

8 1,179 1,417 1,146 871 1,387 539 1:5471,534 1,323

Mean 1,035 1,250 1,164 898 1,171 800 1,197 1,276 1,112

Net 310 333 141 :.73 400 -415 601 489 390Gain (36%) (31%) (14%) (-8%) (40%) (-44%) (63%) (47%) (42%)

_

4
See Robert A. Dahl, Democracy in the United States (2nd ed.;Chicago: Rand McNally, 1972), pp- 31-33.
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of the more easily measured will be examined here as possible
determinants of power relationships in CITY; these are money and
votes. The net worth of the economic teams will be used as a mea-
surement of the former. This is not a perfect measurement because

does not take into account cash on hand (lack of which sometimes
causes serious problems for teams) and the ratio of inch', trial-
commercial to residential holdings. Both of these factors, plus
others, may be as important at times as net worth. These data are
furnished by the computer programs for the game.

TABLE II
Voting Power of Teams by Round
(By Average Turnout in 10's)

TEAM._
Round A B C D E F G H I

1 644 1,345 1,059 198 681 465 242 916 928

8 868 1,608 1,456 438 1,348 420 396 1,126 1,108

Mean 794 1,418 1,293 319 898 458 293 1,047 998

Net 244 262 396 241 667 -45 154 210 181
Gain 38% 20% 37% 1122% 98% -10% 54% 23% 20%

1

Interpreting these measures of power bases is somewhat diffi-
cult. Economically, which team has more power potential, the rich-
est as of Round 1 (Team B)? The richest as of Round 8 (Team G)?
The team with the highest absolute growth over the time period (Team
G)? The team with the highest growth rate (Team G)? All of these
indicators tap dimensions of wealth which may be suggestive of
power potential. For the sake of simplicity, however, this paper
will use mean net worth of the teams over the eight-round period
as the measurement of economic power potential. Similarly, a mean
of voter turnout over the period will be used as the measurement of
voting power potential. A comparison of the rank orders of teams in
terms of economic and voting power potential leads to the conclusion
that teams H and B should be the most powerful teams, since they
-lnk high on both,maasures. Teams E and C also rank fairly high or
both measures, and teams G and I rank high on one measure but not on
the other. These conclusions are at variance with the perceptions
of the game participants, however. At the conclusion of the course,
each student was asked to rank each role (economic teams and govern-
ment roles) in terms of the influence each exerted over the course of
events in the game. Using their rankings within the economic sector
only and counting only their top three selections., one can obtain a
rough picture of participant perceptions of economic power. Table
III gives the results. The fairly high ranking of H, B and C are ex-
pected, but the reputation of G and A require some exploration.
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TABLE III
Economic and Voting Potential of Teams

Compared with Participant Perceptions of Team Power

Economic Voting Participant Ratings

High H B G
B C H
G H B
E I A

- tie
C E C
I A E
A F F
D D I

Low F G D

The high ranking of G seems to be basea on two factors. One
of these is economic. Team G, as was pointed out earlier, had the
highest absolute growth in net worth and fastest growth rate, and
was the richest team at the end of the game. These facts no doubt
influence their ranking. The other factor has to do with the rela-
tionship of the economic teams with the government; this fact is
also related to A's ranking. Using the students' ranking of all
roles, and again counting only the top three choices, one can ob-
tain an approximation of participant perceptions of overall power
relationships. This procedure yields a ranking in which six of the
top ten roles are governmental roles: MAYOR, PLANNING, G, FINANCE,
PUBWORKS, SCHOOLS, CITYCOUN, H, A-C (tie). It is not coincidental, one
would assume, that one member of team G served as CITYCOUN through-
out the entire game and another as PLANNING for all but the first
two rounds. The ranking of A was undoubtedly influenced by the
fact that one of its members was MAYOR for all but the first two
rounds. One member of H held the office of PUBWORKS from Round 3
on, and team C held a variety of offices: MAYOR and PLANNING in
Rounds 1 and 2L_SUBCOUN in Rounds 7-8 (team also fielded unsucess-
ful candidates for office on several other occasions). Thus it
seems that the relationship of governmental position to economic
status is a key to understanding the power perceptions of the parti-
cipants.

An analysis of the individuals seen as most influential in the
game confirms the impression that economic teams are seen as influ-
ential in large part because of their occupying key governmental
positions. Students were asked to indicate the five most influen-
tial participants. A tally of these rankings produced the following
results: 5 ANDERSON (three-term MAYOR); BENJAMIN (one-term FINANCE);

5
Names are fictitious and are coded by team; i.e., all team

A people have names starting with that letter; and so on.
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DONOVAN (four-term SCHOOLS); GREEN (four-term CITYCOUN); CLARK
(one-term MAYOR); CHILDS (one-term SUBCOUN);HEARN (three-term PUB-
WORKS): FLANIGAN (no public office); ISAACS (three-term HIGHWAYS);
IORIO (three-term FINANCE); EAGEN (no public office); IVERS (one-
term .FUBWORKS); BARNES (two-term SUBCOUN). No other player received
any choices. Thus of the fourteen players who received any choices
as the most influential, only two had held no public position during
the course of the game, and both of these hadrun for city council
on one occasion. Looking at it another way, only three players who
held public office at one time received no choices as being among
the most influential participants.

The participants in the game clearly were of the opinion that
government officias-were among the top leaders in CITY. In their
view the Mayor and Planning-Zoning Director were the most powerful
leaders. Only those edonomic teams which also played political roles
were seen as among the key leaders in the community. This percep-
tion is consistant with the pluralist position. However, other
plutalist conclusions are more difficult to test. The proposition
of Multiple, overlapping, competing elites, for example. This pro-
position'can be tested by the decision-making technique, or by ques-
tionnaire items designed to elicit information about it. The
decision-making technique turned out to be unfeasible because no
clear; discrete, important decisions took place. Decision-making
was incremental and not well publicized. No questionnaire items on
the existence of multiple elites were included because the original
intent had been to use the decision-making techniqde. Therefore an
assessment of this proposition must be postponed. Likewise, the
notion of permeability of elites must await detailed discussion.
At this time the only evidence which can be brought to bear is this:
Exactly half of the individual influentials were not from teams
which were consistent members of the dominant political coalition in
the game (ABDGH). Thus the elite seems to have been at least some-
what porous.

In sam, the participants'perceptions support some aspects of
the pluralist view and neither confirm nor contradict others. It
would seem quite possible to test these other matters in a simula-
ted community, however. These initial explorations were undertaken
as somewhat of an afterthought to a course which was being offered.
Better pre - planning and more comprehensive research techniques
should make possible the testing of a variety of hypotheses about
community power structures.
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NEW INSTRUCTIONAL PLANNING SYSTEMS IN BRITAIN:

NOTES ON THE DEVELOPMENT OF
URBAN GAMING-SIMULATION PROCEDURES

Dr. John L. Taylor
Acting Director, Sheffield Centre for Environmental Research and

Senior Lecturer in Town and Regional Planning,
University of Sheffield

The function of these notes is to highlight one or two of the
more interesting yet less publicised simulation* developments under-

way in Britain as a preface to a basic bibliography on this topic.

In short it is a personal overview of promising aspects of
simulation work in progress.

'INVISIBLE COLLEGE' MODELS

If the writer concentrates on the less well documented or
publicised environmental simulation work, then de Sola Price's term
'invisible college' seems an appropriate heading under which to review
such activities (see Michael 1968 p.4). This label is used as a way
of referring to the intermittent activities of informal small groups
whose members consciously or unconsciously hone the cutting edge of

new knowledge. Such 'colleges' have play-d a very important part in

the world-wide development of instructional simulation but their
mode of operation has militated against the receipt of proper and

wider acclaim.

Several forms or types of environmental 'invisibile college'
appear to be in existence in the United Kingdom and a selection of
these simulation groupings will now be reviewed in turn:

(a) The School System

Environmental simulationIsts owe much to schools and colleges.
Not only have they been quick off the mark in recognising the exist-
ence of the technique but they have been in the forefront of much
of the innovative and experimental work in progress in Britain. The

'project' tradition has allowed games and simulations to be integrated
unself-consciously into the classroom. In this context a low cost-
high involvement format has been .evolved which puts to shame many
of the more commercial or promotional models intended for similar
settings yet at a much higher cost in terms of both finance and

resources. The invigorating wind of change springing from such
endeavours has been felt outside the school and college system and
has helped to improve relationships with other educational sectors
as well as with the world at large (see for example the exbeftsive work

documented by Tansey and Unwin (1969), Taylor and Walford (1972)).

*As space is limited the writer stands by his earlier definitions set

down at some length in 'Instructional Planning Systems' (Taylor 1971)
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(b) Extraural Grass Hoots involvement

As a direct consequence or th school initiatives, fl variety or
charitable organisations, pressure groups and community action
volunteers have employed the technique in a variety of settings.
Liverpool's Educational Priority Area Project produced a game called
'Streets Ahead' to help children face and understand city life.
Community Service Volunteers include 'Spring Green Motorway' - a
simulation exercise on the advantages and disadvantages of building a
motorway - and 'Mental Health' - a simulttion involving the introduction
of a hostel for mentally subnormal young people into a community - all
as part of their 'sack' of teaching materials. 'Oxfam' have two
simulations designed-to teach young people about developing countries'
and 'Shelter' has a Tenement Simulation dealing with problems of
families living in a multi-occupied house. In themselves, all such
efforts appear very modest. Certainly they look very home spun in
relation, for example, to the burgeoning products of American
Evangelist groups. However, the real point of their significance in
this context is their diverse range and comprehensive coverage. As a
total effort it is impressive for the writer because of its uninhibited
and yet unpretentious use of resources.

(c) Closing the Gap between Teacher and Student in Higher Education

The structure of higher education in Britain, particularly the
fragmentation of scarce environmental planning resources has done much
to hinder the build-up of strong centres of excellence in terms of
teaching, practice and research. As a consequence, smaller institutional
units are common and very informal learning relationships tend to pre-
dominate. It seems that experiential approaches to many aspects of
environmental studies have, in part, benefited from direct contact with
'coffee breaktresearch which often remains unsanctified by large
foundation grants and sundry seals of approval. In an era where one
man, one dog and a piece of string have been the rule rather than the
exception in British planning circles all available hands have been
frequently called to man the pumps regardless of status or departmental

affiliation. What is being discussed here is a cottage industry
approach to fashioning new tools for learning. Excitement and ingenuity
have become the order of the day and writing about such initiatives is
very much second best to actual involvement (see Bracken 1970 and 1972,
Dimitriou 1971 and 1972, Green 1971 and Mackie 1971).

Such projects have an immediacy which defies simple description.
Links to higher levels of complexity and other technologies are
optional, for example, video tape, film, slides, graphic displays and
three-dimensional models can be used if required but the predominant
impression is very much of a low-cost and high involvement approach to
simulation. Above all at an operational level such games do much to
minimize the familiar accounting, administration and book-keeping
problems which have bedevilled so many simulation procedures.

(d). Problem Perception, Identification and Mapping

Gaming-simulation as a process for thinking through urban problems
still awaits serious development but there are signs that efforts to
place the remote or passive subject into more actively involved learning
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situations is having some impact in a variety of spheres. For example,

the work of Wilson (1962), Hoinville (1968, 1971) and Hambleton and.
Walker (1970) in examining community attitudes and public perception of
planning problems has broken new ground in employing simulations as a

piece of social technology. A popular byproduct of these efforts has
been the use of 'priority evaluators' as aids to public participation
and as an alternative to the overworked questionnaire. At the research
frontier, Manchester University Institute of Science and Technology has
been noticeably ambitious in defining experimental approaches to socio
technical problemS. In particular Forque (1969), Platt (1969) and
Roy (1971) have each in turn examined the position of the public
services in the future. Feo (1971) has considered the practical use of
simulation as a tool for community action groups. Finally, Warshaw,

Levy and Talbot (1971) have evolved and set up an informal testing net
work for a set of linked games and simulations which permit groups to
identify planning problems and possible design solutions. Space does
not permit more than a passing reference to the 'kip of the iceberg,
already presented above, but the speculations of writers such as
Armstrolig and Hobson plus Goodey (1970), all at the University of
Birmingham, leads one to be exceptionally hopeful about the potential
of simulation when related to what has been termed the art of contextual
mapping and long range forecasting.

EXPECTATIONS AND OPPORTUNITIES

If it is considered that certain British gaming simulation
approaches to environmental planning problems have any value or potential
then it is possible to speculate about several avenues of development
which -seem particularly promising in their own localised context. Some

of these opportunities are itemized briefly below:

(i) Wider and more varied employment of what is already on the shelf
seems likely to be particularly rewarding the only barrier to

progress here seems to be the availability of better directories,
operational manuals and introductory learning systems.

(ii) In crossing the credibility threshold and leaving behind a
preponderance of halfhearted commitment, the role of radio,
television and film seems likely to be of increasing importance.
The use of such media in monitoring and analysis is already
acknowledged but its value as a primer for 'simulating the
simulation' is barely explored beyond the superficial Madison

Avenue image building.

(iii) From the above, it follows that an improved orientation toward
the consumer ought to be developed. However, many still view

- games and simulations primarily as psychologically satisfying
intellectual devices for a select group of academics rather than
as instructional tools for an army of players. This self

indulgence has to give way if a better match and balance is to
be struck between designers' ambitions, the available technology,
as well as consumer needs and resources.
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(iv) The need for better packaging and distribution outlets seems
clear and a move away from the cottage industry production line
must be more realistically explored. It may well be that.one
of the better multi-media packages may still turn out to be a
book - but in a format very much in tune with simulation's
needs. Commercial exploitation of the technique in Britain is
almost non-existent. This point has to be recognised if
entrepreneurial initiatives are to be shaped by more than basic
market forces. Whatever transpires it is possible to take
comfort in the fact that even pale simulations of reality might
provide a degree of instructional stimulus in much the same way
as a pot egg sets the wayward hen laying!

(v) Finally it is possible to take comfort in such small beginnings
if one subscribes to the view that there may be something to be
gained from the logical motor progression of crawl- walk and
run! Here the concern is not with the need to reinvent the wheel
but for more practitioners to be better aware of existing
models and experience. Certainly with respect to coming to
terms with administrative and accounting problems attached to
many simulations the hard won experience of military and
business exponents of the technique seems to be very largely
ignored.

If these opportunities to improve the performance of instructional
planning systems are accepted, it is possible to see games and
simulation as very much more powerful tools in the future. Clearly
their use in urban studies could be very much extended in identifying
how people perceive problems, generate different courses of action and
evaluate chain reactions.

CONCLUDING REMARKS

In summary it is possible to be excited by a small number of new
'home spun' simulation approaches to urban problems which are
crystallizing very slowly in Britain. But by any standards it must be
acknowledged straightaway that this work is obviously embryonic and
far from complete. There is a modest degree of enthusiasm and vigour
associated with developments in hand but few signs of widespread support
or a discriminating and rapidly growing clientele of users. In short,
the absence of systematized and rationalized communication and co-operation
networks largely defines the current state of the art. On the one hand,
a high degree of 'isolationism' has left the individual free to quietly
ploughhis own distinctive furrow whilst on the other hand it has
thwarted efforts to foster, disseminate and up-grade the expertise at
the fingertips of those at 'the frontier'.
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"U-DIG" GAME, A TOOL FOR
URBAN INNOVATION

Ervin J. Bell
College of Environmental Design

University of Colorado

This is a study of a study of a process. The environment
of the design decision-making process exerts a very strong
influence on the form of the city. The more we as designers
or we as city dwellers understand this process the better are
the possibilities of improving the quality of our urban living.
The various "actors" in the process of the development of the
environment have been isolated from each other for many
reasons such as specialization, the academic division of
disciplines, and the complexity involved. The contractor is
concerned about completing the building with a good profit
margin, the architect is concerned about the building's
publishability, the banker is concerned about the building's
loan, the building commissioner is concerned about compliance
to a set of legal regulations and so on,until finally we
reach the occupant who is concerned about adapUng the
building to his specific needs. This process has slowly
evolved into its present form. The slow development and
partitioning of the activities of design decision making have
resisted and discouraged serious study.

One relatively recent method to study a complex process
is through operational gaming. When answers can't be given
because the variables are too numerous and inter-dependent, the
process may yield understanding through simulation or gaming.

U-DIG Game is a study of the process of the development
of city form. It is frankly only an entry and not an ex-
haustive study. The entrytis-the attempt to-simulate and
simplify the financial environment so that it can be a com-
prehensible component in the game. With this complex but
relatively well-definable component designed, the other
components can be studied for inclusion in the game. The
development of the brute force of the computer has made this
type of study more possible.

If such a study can lead to the elimination or lowering
of barriers, so that the architect understands the influence
of the financial structure on the physical structure, so that
the banker understands the relationship of his financial de-
cisions to the quality of living in his community, so that the
building speculator sees the long lasting effect of short term
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decisions and the law-maker understands his role in the
inhibiting portions of the building code and the zoning
laws - then their attention might turn to innovative ways
to attain a higher quality of living for all. I proceed
from a naive belief that all the "actors" in the environmental
design process would genuinely wish to work to improve the
quality of life if they were able to break out of their narrow
.interest constraining cells by understanding their vital roles
in attaining a better life.

was:

The objectives of U-DIG are:
a) Pedagogical - for teaching university students and

others about real estate investment and the building
process.

b) Research - to investigate better ways of living through
manipulation of various factors in the game environment.

The basic design objective in development the U-DIG Game

To be simple, directly comprehensible, to still contain
significant parallels to the real world and to provide a
base of knowledge for further understanding of the process.

Functional objectives were:
a To have a visual display of the progress of the

community upgrading in the course of the game.
b) To keep the accounting procedures as simple as possible

in playing the game, using prepared tables (but not to
depend on the availability of a computer).

c) To provide opportunities for using strategies similar
to those used in real life.

d) To incorporate consideration by the players for the
form of new community buildings and for the site.

e) TrEe a structure or tool for innovative future research.

The game was designed with a six block neighborhood using
a Lego base with one Lego block representing two rental units.
Red blocks represent all new construction after the start.
Zoning has been established to control density and height
limitations could be added.

When a blackboard is available, the neighborhood blocks
are drawn on it and after each change in property ownership,
the title is "recorded" by writing the owner's name on the lot.

In Version One, three to five teams of one to four players
play in multiple sessions of three to four hours each. A board
illustrating a neighborhood plan ip used. When an opportunity
to purchase occurs to a team, computer developed investment
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tables are consulted for aid in the decision to buy. Buying,
selling, building and bidding all amy take place in the course
of play. Year ond pay-offs are made after income tax in a
simple bookkeeping procedure. Interest rates and occupancy
rates fluctuate. Mortgages are available at the current
interest rate. Thus the economic rules are closely patterned
after the real world. After an initial period of play, the
players become familiar with the dynamics of real estate
economics and the basis for decisions that determine the
urban form.

-in a second version, a news item is distributed that
announces the elimination of property lines. Property owners
own a.proportional share of a block. They can now build
.dwelling units on top of units owned by others in a common
structure that crosses streets within the same density
limitations as the first version. Rules are set that establish
ground coverage and the relationship on each level above ground.
This is one version in which an experiment with a change in one
factor in urban form determination is varied to result in a new
form. The "quality-of life" merit of which can then be debated.
Other rules may easily be changed to study the effects, thus
the research possibilities e7ist.

The value of U.DIG lies in its worth as a tool for
understanding existing urban situations (Version One) and as
a research device to help develop a better quality of urban
life (an example is Version Two). In Version Two, the game
sessions indicate some of the problems of planning, phasing
and blending r, growing mega-structure with an existing urban
fabric.

Investments or playing strategies can be devised based
on tho predicted rates of return given in the tables. Some
possible strategies are:

a) Investing with little concern for a rate of return much
greater than that possible to receive from the cash in
the bank.

b) Investing with great discrimination, that is, waiting
for the best rate of return which means waiting for
the lowest rate of interest in a year of high occupancy.

c) "Trading Up" or always being alert for opportunities
that throughthn sale of older property one can have
the same equity in a much larger project.

d) Hoarding cash in order to be secure at a 5% increase
each year.

e) Bidding always below offering price, and building and
buying most hbavily during years with a low interest
rate.



Rigorous testing of strategies has not been done. Such
testing would require many runs for a period of time to simulate
fifteen or twenty years, about ten to fifteen playing hours.
In order to test strategies, the game might be, programmed so
that one person could play the game on a compUter time-sharing
console. This would return basically to the Simulation program
modified for input by one person. It suggests anothsr possible
modification of U-DIG; to play with the computer doing the
computations during the game. To do so would open up many more
options such as, a change in the rent by the owner, bids at
any ot3r minimum price.

The game can be used in a variety of university classes
in various ways;

a) A single playing session; to demonstrate a limited
number of ideas such as the effect Qf the 'financial
environment on the forms of the city, or how a mortgage
actually functions.

b) Several playing sessions: to demonstrate and experiment
with limited modifications of the variables of the game.
Version One might be played with different ranges of
rents and gross multipliers and interest rates by
changing the variable values in the computer program.
Version Two could be modified by adding building
requirements to provide for many building patterns,
such as a diamond shape building in plan that spans
three adjacent blocks.

c) The structure might be presented to a class in
architecture in a quarter or semester project. The
investigation of existing parameters of play (or of
construction in real life) would be the task of the
students. With the existing conditions outlined, the
student's ideas on "ought to be" or revised conditions,
can become the basis for new rules to be tested by
incorporating them in a game that is then played. The
student's basis of investigation would be in four com-
ponents outlined in the final section of this paper
and the development of 'new rules' would be an
opportunity (and obligation) to understand their
values in order to express them in drawing up the new
set of rules. The debates would center around improve-
ment of the "quality of life" and how to attain it.

d) A variation on (c) is to challenge the class to devise
a set of minimal rules that would require agreements
by players to decide on their own rules, especially on
the arrangements allowable in the Version Two game.

In (c) and (d) the class would investigate ways to evaluate
the resulting forms. Among the factors of evaluation would be
the amount and quality of natural light that is allowed into
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the various living areas, the density, the amount of open space
for play and interaction, and the relationship of areas and
activities. As a learning experience, this would tend to focus
the attention of the student on the most relavent factors of
architecture that relate to the quality of living. As this is
done with stylized blocks to represent the building shape, the
student thinking is pushed into the conceptual level of flesign.

In the above, the teacher's role should be a minimal one,
with the responsibility for the decisions that affect the
environment being on the game decision-maker's shoulders. The
board could be rebuilt allowing street and other city patterns
to be redesigned and the game would encourage class interaction
and critique.

The structure of U-DIG is meant to be flexible in order
to provide for innovative learning and research goals.

As a background for considering further developments, the
major components of the U-DIG Game are identified.

First, an economic component is represented in the prepared
tables and their understanding and use. This is the financial
environment of the growth-of the community.

Second, a technological component is embodied its the Lego
block and its rules of combination. The Lego block represents
two dwelling units and a part of a corridor. It is a structurally
complete unit that has been designed to be combined as described
by the rules of combination. the plumbing, mechanical and other
architectural considerations have been assumed to be resolved.

Third, a legal component is the set of rules that parallel
the legal requirement affecting the development of the community.
It includes the zoning codes, building codes and property
ownership laws.

Fourth, a social component is the most evasive one to
simulate. Presently it is represented by the attitudes and
agreements between players and underlies the other components.
In Version Two, the social interaction is increased by the need
to coordinate construction in order to consider the quality of
living.

Each of these components might be an area of further
development:

The economic component is a relatively well- defined area.
The tables can be simply altered to change the range of any one
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or more of the financial variables. Before playing the game

in a specific neighborhood, the existing factors can be inputed
to make the tables and hence the gamets operation more relavent

to that neighborhood. Another use of the game is to investigate
the effect!: of government subsidies in privately owned rental
dwelling units by printing tables to reflect the subsidy, such

as a lowered mortgage rate and a lowered down payment.

The technical component could reflect innovations in
building systems. For instance, a newly designed building unit

in a hexagonal form could be modeled and used in the game. Its

development within the constraints of the game would be the
result of decisions by each of the teams.

The legal component may be altered in order to test its
effects on the form of the city. Version Two, the mega-neigh-
borhood, is an example of this. The private property lines

concept was modified. Property lines were eliminated thus
allowing a new building form to emerge. Height, density, open

space are other legal requirements that might be modified in
order to view the form resulting from a "run" of the game.

The social component is the most ill-defined element as

it represents the total diversity of human experience. This

area of experiment might include playing of the game by members

of a ghetto so that they might not only learn about some of the
factors in community development, but also may better understand
those unreachable owners of ghetto property so that they may

better communicate with them. Coalitions or ways of cooperating

to own and develop their community may be run in the game.
Innovative means of ownership might be devised and tested.

Combinations of modifications of two or more of the com-
ponents may be chosen to be studied in the game.

Another direction of the game may be to add more playing

components. An enlargement of the number of blocks to a small

town with several neighborhoods of different character, a com-
mercial area, public areas, schools, parks, civic buildings,

etc. Politicians, planners, school officials, architects

and others involved in decisions that affect the form of the

city might be added. In order to simulate the formulation
and operation of zoning laws, a limited functioning planning
commission and city council might be added.

U-DIG, the study of an urban process, is never ending.

The game is a tool to help in the understanding of parts of

the urban labyrinth.



RESOURCE ALLOCATION GAMES: A PRIMING GAME FOR A

SERIES OF INSTRUCTIONAL GAMES (The POE Game)

Layman E. Allen

University of Michigan

The significance of the Pelham Odd 'R Even game (we call it the

POE game for short) is not the subject matter presented in the game,

but the variety of subject matters opened up to students'when they learn

the POE game and others similar to it.

Before saying more about the fields of knowledge dealt with in such

games, it should be acknowledged that the word 'Pelham' in the full name

of the POE game refers to the Pelham Middle School in Detroit, Michigan,

the school in the center of that city where this game was tested, refined,

and developed. Pelham is an extraordinary school with really extraordinary

leadership starting with its principal, Lewis Jeffries. The chairman of

the mathematics department there, Gloria Jackson, and another exceptional

mathematics teacher,William Beeman,m.de especially significant contributions

to the development of the POE game, and many other members of the staff

have been and continue to be involved in presenting it widely throughout

the school.

The POE game deals with allocating resources, and the resources

allocated are units of space. Playing the POE game opens the door to an

approach to learning that may significantly alter participants' ideas

about learning and thinking. Because the POE game is defined by rules
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that are very similar in structure to rules for other games that teach

specific subject matter, after a player has mastered the POE game he

or she will be ready to begin learning

... mathematics by playing the game called EQUATIONS,

... word structure by playing the game called ON-WORDS,

... set theory by playing the game called ON-SETS,

... symbolic logic,by playing the game called WFF 'N PROOF, and

... language structure by playing the game called ON-SENTS. & NONSENTS.

These five games are like the POE game in that the basic pattern of

play is to allocate resources. The resources in these games are symbols,

imprinted on cubes or paper, that represent fundamental ideas in the subject

field dealt with in the play of each of the games. When the rules defining

such games are appropriately structured, the resulting activity can be a

powerful instructional interaction. It is possible to organize around

such games a learning environment that emphasizes interaction of peers

and individualization.of educational experiences. Students who vary

widely in their skill and understanding of a given subject work together

creating problems for each other and solving them by the way that they

play the games so that each student has a highly individualized learning

'experience, appropriate for him at his current level of understanding of

the subject.' In the learning of mathematics, we call this kind of learning

environment a HELM (Heuristic Environment for Learning Mathematics). The

effectiveness of such a learning environment has recently been shown in

a series of studies by a team at Johns Hopkins.1 The studies show that

a classroom structured as a HELM through the use of games and teams

100



significantly increases achievement in the learning of mathematics,

significantly increases interaction among students of different races

and different sexes, and results in feelings by students that such

classes are significantly more satisfying, less competitive, and less

difficult than traditional classes. It is my contention that in such

settings, ideas tend to be voraciously pursued. Students have something

to uo with the ideas that they are engaged in mastering; they don't

merely hear them or see them expressed in print.

With these preliminary remarks, which have given some reasons why

you should learn the POE game, which have hopefully motivated you to

want to learn to play POE, let us turn to the serious matter at hand of

learning to play the Pelham Odd 'R Even game. You will need to look

elsewhere to learn the similar games that teach such diverse subject

matters as mathematics, word structure, set theory, symbolic logic, and

language structure. 2

Permitted Connections

The beginning POE game is played on a 3x3 matrix which is called

a network. All the equipment needed to play is a pencil and paper.

Two or more persons can play; three-player games are best. After the

goal is set, the players take turns writing F's, P's, or R's in the

vacant squares until some player challenges or declares a force-out. In

deciding whether to challenge, to declare force-out, or to write and

what write, whenever it is your turn, you will need to analyze the

number of connections in the network at that time. The following is

an example of a connection:
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Left

GOAL

Top

1 2 3

P

4 5 6

P

7 8 9

P

Bottom

Right

.

The set of three squares, 1, 4, and 7, is a top-bottom permitted connection.

This set of squares is a connection because any set of three appropriately-

filled touching squares that runs either from the top to the bottom of

the network or from the left side to the right side of the network is a

connection; and having P's in them, these squares are appropriately filled.

It is a top-bottom connection because it runs from the top of the network

to the bottom. It is a permitted connection because it has 0 R-squares,

and any connection that has 0, 2, or 3 R-squares is a permitted connection.

Required Connections

If R's are added to the network in squares 5 and 6, then a required

connection and three additional permitted connections are added to the

network.

GOAL

1 2 3

P

4 5 6

P R R

7 8 9

P
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The three permitted connections added are the left-right connections,

156, 456, and 756. Why are they permitted connections? (Each has 2 R's.)

Why are they left-right connections? (They go from the left side to the

right side of the network.) The required connection added is 157. It.is

a required connection because any connection with exactly 1 R-square is a

required connection.

F -squares

If an F is added to the network in square 3, are any connections

added to the network? The answer is no, because neither permitted

connections nor required connections have an F-square in them, and every

connection is either a permitted one or a required one.

GOAL

1 2 3

P F

4 5 6

P R R

7 8 9

P

Counted Connections

In determining the number of connections in a network, some connec-

tions must be counted while others may or may not be. The relationshipA

between F-squares, R-squares, permitted connections, required connections,

and being counted is summarized in Figure 1.
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Each permitted connection has 0, 2, or 3 R-squares, 0 F-squares, and

may or may not be counted, while each required connection has exactly

1 R-square, 0 F-squares, and must be counted. Hence, each connection

consists entirely of R-squares and P-squares.

An important relationship between R-squares and required connections,

indicated in Figure 1, has not been mentioned yet. For some set of

counted connections of a network to be a solution to the goal that has

been set, each R-square in the network must appear in at least one

required connection. On the other hand, R-squares may either appear or

not appear in permitted connections that are counted; this is up to the

solution builder, since he may choose which permitted connections (if any)

to count.

Goals and Solutions

The first player sets a goal in the beginning POE game by writing

an 0 or an E on the GOAL line above the network. If he writes an 0 as

the goal, any odd number of counted connections in the network that

satisfies the rules of Figure 1 will be a solution; if he writes an E,

any even number (except 0) of counted connections in the network that

satisfies the rules of Figure 1 will be a solution.

If the goal set in the network we have been considering had been

an E, would there be any solutions to the goal after the F was written

in square 3.

E

GOAL

1

P F

4 5 6

P R R

7

P,,



The answer is no, because R-square 6 does not appearin a required

connection in any set of connections.

Suppose that after the F is written in square 3, a P is written in

square 8. Are there any solutions then?

E

GOAL

1 2 3

P F

l} 5 6

P R R

7 8 9

P

Yes, there are many solutions in this network, 16 to be exact. With the

P added to square 8, there are five permitted connections (147, 148, 156,

456, and 756) and four required connections in the network (157, 158, 486,

and 786). Any even-numbered set of these nine connections that contains

all four of the required connections is a solution. Hence, there is

just one 4-connection solution, namely:

31 157 158 486 786

Mere are ten 6-connection solutions. Enamples:

S2 157 158 486 786 147 148

S3 157 158 486 786 147 156

There are five 8-connection solutions. Examples:

S12 157 158 486 786 147 148 156 456

S13 157 158 486 786 147 148 156 756

To bring out another feature of the number of connections in a

network it is worthwhile to consider another example. Suppose that,

instead of a P in square 8, a P is written in square 9. Are there any

solutions then? How many connections are there?
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E

GOAL

1 2 3

.P F

4 5 6

P R R

7 8 9

P P

4,

No there are not any solutions because R-square 6 still does not appear

in any required connection in any set of connections. The tricky part

of this network is that it contains five required connections: 157, 159

left-right, 159 top-bottom, 459 and 759. The set of squares, 159, is a

double connection, each of which contains only one R and is thus required.

There are also four permitted connections (147, 156, 456, and i56),

making a total of nine connections in all.

P -flubs

In the following example, after the E-goal has been set the players

have taken turns writing F's in squares 2, 5, and 8. Then Player 2

writes an F in square 6. Hereafter the most recent move will be encircled

as shown here. After the F is written in square 6, is it still possible

.to get a solution to an E-goal in this network?

E

GOAL

1 2 3

F

F

7 8 9

F
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The answer is no, because after that move it is impossible to get to

an even number of connections. By his move Player 2 has made what is

called a P-flub. He has prevented anyone's ever getting to a solution,

no matter how the remaining squares are filled in. When anyone writes

a letter in the network, he is claiming that it is posible to still get

to a solution. But in this case, Player 2's claim is false, and false

claims are flubs which can.be immediately challenged by any other player.

That's one way to win in the POE game -- to correctly challenge a player

who flubs. So you need to watch very carefully what other players write

in the network, and challenge them if they flub.

Consider another example. The goal set is odd, the first three

moves placed an R in square 1 and F's in squares 2 and 4, and the most

recent move is an F in square 5.

Is this move a flub?

What kind of flub?

Why is it a flub?

0

GOAL

1 2 3

R F
4 5 6

F OF
7 8 9

(Yes.)

(A P-flub.)

(Because it is impossible to use the R-square 1

in a required connection. No solution is possible unless that is done,

and it cannot he done.)
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Notice that anybody except the mover can challenge. The mover is

the player who has just written a letter in the network. Although players

take turns moving, you do not have to wait until it is your turn in

order to challenge. You can make a challenge at any time other than

when you have just moved. A challenge is always directed to the most

recent mover. It is a declaration that he has flubbed.

Burden of Proof

Once a challenge is made, somebody is going to have the burden of

proving that it is possible to get to a solution. In general, the

burden of proving that it is possible to get to a solution will be upon

the player who is claiming that it is possible to do so. In this situation,

where the challenger has declared that the mover made a P-flub, who is

claiming that it is still possible to get to a solution -- the challenger

or the mover? The mover is the one who is claiming it, so he is the one

who has the burden of proof.

Will the mover be able to show that it is still possible to get to

a solution? No, he will not; so the challenger will wia and the mover

will lose.

To sustain his burden of proof a player must write out as. many

3-digit numbers as necessary to indicate the connections of the network

that he is counting in the set that he is offering as a solution.

Joining

In a three-player game once there is a challenge and the challenger

says what kind of flub the mover has made, the third player must join

with either the mover or the challenger -- whichever one he thinks is
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right. Consider the following example. After the odd goal has been

set and F's have been written in squares 3, 5, 7, and 8, Player 3 writes

an F in square 6.

0

GOAL

1 2 3

F

4 5 6

F OF
7 8 9

F F

Is this move a flub? (Yes.)

What kind of flub? (A P-flub.)

Why is it a flub? (It is impossible to get an odd number of

.connections after this move; it is impossible to get any connections.)

Who has the burden of proof? (The movet.)

Will he be able to sustain his burden of proof by showing that it

is still possible to get to a solution with an odd number of connections?

(No.)

If the third player -- we call him the joiner -- joins with the

player who has the burden of proof, then the joiner also has the burden

of proof. Otherwise, he does not. Suppose in this situation the joiner

joins with the mover. Will the joiner have the burden of proof? (Yes.)

Whom should the joiner join? (The challenger.)

Why? (If he joins the mover, the joiner will have the burden of

proof, and he will be unable to sustain it.)

So, in this situation, if the joiner joins the mover, they both lose

and the challenger wins; if the joiner joins the challenger, they both

win and the mover loses.
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A-flubs

The kind of flub that the challenger says that the mover has made

. will determine who has the burden of proof and what he must prove. We

have seen that for P -flubs the burden is cast on the mover. In the

second of the three kinds of flubs -- namely, A-flubs the burden

of proof is cast upon the challenger. The following example indicates

why the challenger-has the burden of proof for A-.flubs and'what he must

prove. Suppose that after the goal of 0 is set and a P is written in

square 5, Player 3 writes an R in square 2. What do you notice about

this situation?

0
GOAL

1 2 3

.

4 5 6

P
7 8 9

What should be noticed is that you can get to a solution with one more

move. You can get to one connection -- an odd number -- that satisfies

all the rules of Figure 1 by writing a P in square 7, square 8, or

square 9.

Could the player who wrote the R in square 2 have avoided all such

situations in which you could get to a solution in one more move? Did

he have a move that would not have allowed such a solution? (Yes, he had

many such moves. He could have written an F in square 1, or square 2,

or square 3, for example.).
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If by his move a player allows a solution in one more move when he

could have avoided doing so without making a P -flub, we say that he has

made an A -flub. He has unnecessarily allowed a solution by his move.

When the kind of flub declared is an A.-flub, it is-the challenger

who is claiming that a solution can be built with one more move, so it

is the challenger who has the burden of proof. He is also claiming

that the mover was not forced into allowing such a solution; in other

words, that the mover could have made a different move that would not

have allowed such a solution and that would not have been a P-flub.

Hence the challenger has two parts to his burden of proof on an A-flub

Challenge: (1) he must show that there is a solution with one more move,

and (2) he must show that the mover had an alternative move that would

not have allowed such a solution and would not have been a P -flub.

Consider another example. After the goal of E is set and an R

written in square 5, a P is written in square 9.

1 2 3

4 5 6

R
7 8

9,7\
l.13)

Is this move a flub? (Yes.)

What kind of flub? (An A-flub.)

Why is this an A-flub? (It is an A-flub because you can get to a

solution with one.more -- a P in square 1.)
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Is that alone enough to make the move an A -flub? (No.)

What else must also be so for the move to be an A-flub? (The mover

must have had an alternative move that would not have allowed a solution

with one more move and would not have been a P-flub.)

Who has the burden of proof on this A-flub challenge? (The challenger.)

If you were the third player, whom would you join? (You should join

the challenger so that your too, would have the burden of proof.)

Can you sustain your burden of proof? Consider the first part of

it; is there a solution with one more move? (Yes, by writing a P in

square 1, you can get to the solution consisting of the pair of connections

159 and 159. So to sustain the first part of your burden of proof, you

could simply write: P1, 159, 159.)

Now consider the second part. Could the player who wrote the P in

square 9 have made another move that would not have allowed a solution

with one more move and would not have been a P-flub? (Yes, he could,

for example, have written an F in sqUare 9. So to sustain both parts of

your burden of proof you could simply write: P1, 159, 159, F9.)

C -flubs

The third and final kind of flub is the C-flub. This kind of flub

occurs whenever a mover writes a letter in a vacant square and in doing

so fails to challenge when he could have done so correctly because the

previous mover had flubbed. Thus a C-flub will always stem from a previous

flub. If it stems from a prior A-flub, it is called a CA-flub; if it
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stems from a prior P-flub, it is called a CP-flub. The burden of proof

for CA -flubs is on the challenger; for CP-flubs, on the mover. The

following is an example of a CA -flub. After the goal of 0 is set and

an R is written in square 4 and a P in square 5, Player 1 writes an R

in square 3.

0

GOAL

1 2 30
4 5 6

R P

7 8 9

Player 1 has made a CA-flub because he could have challenged the previous

mover for making an A-flub and sustained the burden of proof. After the

prior move, a P in square 3 would have allowed the solution consisting

of the single required connection, 453. The prior mover could have

avoided this by writing an F in square 1.

The following is an example of a CP-flub. After the goal of E is

set and R's have been written in squares 1, 2, and 5 and an F in square 4,

Player 3 writes a P in square 9. His move is a CP-flub.

E

GOAL

1 2 3

R R

4 5 6

F R

7 8 91.2N

LP)
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The reason that writing the P in square 9 is a CP-flub is that the prior

move was a P-flub. The prior move made getting to a solution impossible

because after that move the R-square 1 cannot appear in a required

connection. Player 3 should have challenged the P-flub instead of writing

a P in square 9. The prior mover would have been unable to sustain his

burden of proof.

Force-Outs

If a player does not wish to challenge or to write a number, his

third option is to declare a force-out. Declaring a force-out has the

effect of casting the burden of proof upon every player to show independently

that there is a solution with one more letter written into the network. The

player who declares a force-out should be certain that he can write a

solution by writing in one more letter, because he will suffer in the

scoring if he cannot. The following situation is one that should lead

to a force-out.

0'

GOAL

1

R

2

p
3

4 5 6

F F F

7 8 9

F F F

After the 0 goal has been set, an R written in square 1, and F's written

in squares 4, 5, 6, 7, 8, and 9, it is Player 3's turn. He should write

a P in square 2 or in square 3. If he writes anything else, he will make

a P-flub. If he challenges, depending upon the kind of challenge made,
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either (a) he will have the burden of proof and be unable to sustain it

or (b) the prior mover will have the burden of proof and it will be

sustainable. If he declares a force-out, he will be unable to sustain

the burden of proof. So, to avoid these consequences, he should write

a P. Suppose he writes it in square 2. Then, the next player (Player 1)

should declare a force-out. Each of the players will then have the

burden of proof, and they will each be able to sustain it by writing:

P3, 123.

Scoring

A player'scores 2 points if he is a challenger, a mover, or a

joiner to the mover and

a) he has the burden of proof and sustains it, or

b) he does not have the burden of proof and none of those

who have it sustain it.

A player scores 1 point if

a) he is a joiner to the challenger and

1) he has the burden of proof and sustains it, or

2) he does not have the burden of proof and none of

those who have it sustain it, or

b) a force-out has been declared and he sustains his burden of proof.

A player scores 0 points if he has not declared force-out and

a) he has the burden of proof and fails to sustain it, or

b) he does not have the burden of proof and some player who has

it sustains it.

A player scores -1 points if he declares a force-out and is unable

to sustain his burden of proof.
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The winning player is either the high scorer (when play is for a

specified period of time) or the first to reach the winning score (when

play is to a specified winning score).

Tough POE

After the players have mastered the beginning POE game in which

only goals of 0 or E are set, they can move on to an advanced version

called Tough POE. In this version additional goals may be set.

One option is to set a goal consisting of a capital letter A

followed by a number. For example, the goal of A6 will designate a

goal which means "at least 6", and any set of at least 6 connections

that includes all of the required connections of the network will be a

solution to A6.

A second option is to set a goal consisting of a capital letter E

followed by a number. For example, the goal of E8 will designate a goal

which means "exactly 8", and any set of exactly 8 connections that

includes all of the required connections of the network will be a solution

to E8.

In the following situation after the goal of E5 has been set, R's

have been written in squares 1 and 3, F's in squares 4 and 8, and a P

in square 7, the writing of a P in square 9 is a P-flub.

E5

1 2 3

R R

It 5 6

F

7 8 9

P F (i)
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Do you see why?

Big Tough POE

For those who want to make the game even more challenging, there

is a still more advanced version called Big Tough POE. It is played

on a 4x4 network with the appropriate change in definition of a

connection as a set of four touching squares appropriately filled which

connect the top to the bottom or the right side to the left side. Long

before players get this far along into the complex versions of the POE

game, they should also have started into the subject matter games that

are similar to the POE game -- the game of ON-WORDS (to learn word

structure), EQUATIONS (to learn mathematics), ON-SETS (to learn set

theory), WFF 'N PROOF (to learn symbolic logic), and ON-SENTS. & NONSENTS.

(to learn language structure).

Conclusion

In conclusion, let me recommend that those educators who believe

that the uses of language, logic, and mathematics are fundamental intel-

lectual skills, and who are interested in creating heuristic learning

environments in which students discover a great deal for themselves,

consider introducing the POE game into the culture of their classrooms.

It is a simple game but extremely rich in potentialities for leading

to the development of such fundamental intellectual skills.
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QUID-PRO-QUO

AN EXPLORATION INTO VALUI7lici5 NEEDS IN PLANNING

Philip Bartow
University City Science Center

The purpose for designing Quid-Pro-Quo was to illustrate, in a

gaming environment, the role of needs and values of the participants in

health delivery planning programs. Many practicing planners, as well as

the literature on planning, recognize the need of a program initiator to

encourage the participation of representatives from those organizations

and interest groups which eventually will be involved in planning, development,

implementation, and the continued operation of programs. Every person who

participates does so for potentially different reasons. The reasons might

be personal, institutional or a mixture of both. In fact, in this game, we

assume that each person'responds to, eight needs, one or two of which may be

more potent than another at any given moment. The concepts of needs are

abstracted and displayed as a basic means for facilitating communication

between players.

The display of needs is done with a "needs rip-off" badge worn by

each player. There are three parts for the badge: 1) an identification of

the player and his role; 2) a display of the players' dominant "needs" pattern,

color coded and in descending order of need potency; 3) a "rip-off" velcro

need display strip on which the player places a colored velcro patch signaling

the need(s) to be fulfilled in a transaction with whoever arrives next.

When one player (called A) wishes the cooperation in a coalition,

information, or other forms of suppurt from a second player (B), A "decodes"

B's displayed "need" and offers B units of "need fulfillment" (eg., money like

units). If the "need" is correctly interpreted, B will cooperate. This is

important; if A correctly interprets B's "need" and can offer the units required
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(If A has not depleted his limited resources) then 13 will cooperate.

Eliciting cooperation through "need" satisfaction is a basic compo-

nent of Quid-Pro-Quo, Other structural elements are: a hierarchy of roles

in each of four sectors involved in health delivery -- the politician, the

public, the payor, and the providers; a demographic structure of a ten sector

region with health care facilities (which are limited and need to be improved

and expanded in the game); and, rules for forming projects to improve health

delivery or oppose projects. Conceptually, the background scenario (demographic

structure) could be computerized as a simulation and participants could exper-

iment with the model providing exogenous inputs and studying the outcomes.

The roles of each participant are relatively open to interpretation

and few, if any, limitations arc placed on the type of individual or cooperative

p.cojet.tb a player eau initiate or participate in as a cooperative effort.

The secondary purpose of the game is to illustrate the different

Involvements of organizations in providing comprehensive health care delivery

as activity shifts from initial recognition of a health delivery need, through

planning, through implementation and into operational on-going activity.

Though the game emphasizes the interpersonal aspects of planning and 3avelopmcnt,

a substantial amount of information about health care planning is introduced.

Needs and values play a part in every game. In the large group games,

such as CLUG, CITY (1, II, etc.), APEX, in which a player is assigned a role

of responsibility (industrialist, mayor, city planner) that player will often

display a set of values during the game corresponding to their "stereotyped"

image of that role. It has been observed that in long games, it may be difficult

for the player to hold to that stereotyped image and will substitute his (or her)

own values. The player might interpret this "translation" of values as a greater

understanding of the role played (greater tolerance for that position of respon-
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sibility). The pattern or values shift moves from a near paranoid concern

for the competitive position of others to a realization that someone else

has a similar problem, often resulting in a joint effort or the formation

of coalitions against a common foe.

Individuals' values do influence how they play games. Because of

the active participation required in many large games which do not overly

restrict normal behavioral patterns, the real values of the participants often

become apparent. Aggressive people move about more rapidly, some people slip

off to the side and take passive roles waiting for others to approach them.

Games which confront each individual or group with their patterns of behavidr

,

in planning are potent education devices.

Tho change in behavior sought in Quid-Pro-Quo is nn internalized

and overt recognition that:

(1) Every participant in a joint venture is there for potentially different

reasons -- different needs are fulfilled.

(2) Planning in complex environments (eg,, health delivery) requires an invest-

ment in relations which can be used to satisfy second party and third

party need fulfillment in eliciting cooperative efforts.

(3) Coalitions are effective means for the mutual satisfying of needs for

several participants in a common project.

(4) Ecornmic, political, social; and technical trade-offs in complex social

systems can be studied wi=thout having to suffer the consequence of a

bad experiment.
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TEACHING INTERNATIONAL EDUCATION
THROUGH GAMING AND SIMULATION

John Georgeoff
Purdue University

Gaming and simulation have found wide use in a number of areas,
including the teaching of political strategies, diplomatic negotiations,
school administration, and educational organization. However, relatively
little has been done with simulation or gaming along cross-disciplinary
lines to bring about a closer relationship between a' s.

The writer teaches a graduate level course in international education
which includes considerable material concerning international policies and
theories in the field of educational institution-building and development.
As part of the course, also, problems are considered regarding binational
and multi-national negotiations prerequisite to the organization of educa-
tional assistance program:: and in the subsequent educational development
work.

initially, when the course was inaugurated, it consisted of a series
of lectures, interspersed with seminar reports and discussions. Although
this approach' proved to be adequate enough to present certain requisite
ideas and concepts, several years experience indicated that much of what
the students learned was grasped only in an academic and theoretical way.
As James S. Coleman has said regarding the transmission of information in
many schools:

It is a process which . . . leaves out the most crucial step in
learning: the necessary and almost sufficient condition of
developing strong affect toward goals that require the content
the school teaches--that is, the learning to act toward these
goals.1

Moreover, it became clear to the instructor that the teaching
methodology itself needed to be changed, to be made more interesting and
challenging, if the course was not to remain "just another graduate
course." The writer explored a number of different teaching techniques

1James S. Coleman, Academic Games and Learning (Princeton, New
Jersey: Educational Testing Service, 1967), pp. 269-70.
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that appeared to have potential for use in his course. Considered and
discarded for various reasons were approaches involving audio - tutorial and
multi-media techniques, panels, individualization, reading reports,
mechanical teaching devises, and the like. The one finally selected was
the so-called "case study" approach, in which specific international cases
in educational development were selected for study and analysis. This
approach was utilized in additica to the previously mentioned seminar
lectures, reports, and discussion, rather than in lieu of them, for the
writer feels that each best serves a particular purpose and performs its
own specific teaching function.

Several years experience using the case study technique in the course
indicated a generally positive response, at least as far as the instructor
could evaluate the situation subjectively and through the use of a structured
questionaire. Even so, though, he felt that much of the work which the
students were doing still remained semi-passive in nature: Students were
participating, but at a vicarious and ex pal facto level. They were
undoubtedly gaining important and needed understandings from a study of the
success and failure of educational programs at the international level,
but rather as spectators in the sidelines. It is one thingo'the writer
reasoned, to watch a football game being played and quite another thing
to be out in the field playing it. The intensity of each student's
involvement in the study process would be much greater and the process
would be much more meaningful for him, if some way could be found to make
the students participants, rather than mere spectators and "arm-chair"
analysts. However, field experiences in actual policy decision-making
were wholly impossible and--given the level of competence of most beginning
studentsalso very unwise, even if it were possible. Gaming and simu-
lation were therefore selected as the nearest, most realistic, viable
alternatives.

A number of topics are covered in the writer's course in international
education. Of these, the general area of development assistance in educa-
tion was selected as being the most appropriate in which to apply gaming
and simulation techniques. A series of "Background Notes" was developed
for a hypothetical country located somewhere in northwest Africa, called
"Coast Land." The information contained in these "Notes" is quite similar
to those developed by the U.S. Department of State as basic briefing
materials for the use of its--and other Governmental--personnel prior to
departure for a specific foreign state. Included first is a description
of the physical features of the country, its climate, terrain, vegetation,
etc. A section on the history of the country comes next, followed by
demographic and ethnographic information about the inhabitants, their
ethnic composition, literacy level, language, educational system, religions,
social customs, and culture. In this connection, several hypothetical
tensions and conflicts within the society also are presented. After this,
comes a section on the internal politics of the country (i.e., the type
of government, its structure, power figures, present policies, stated
long-range objectives, and potential stability) as well as facts about
its foreign relations. Finally, information is given regarding the
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economy of the country, its exports, imports, products, minerals, and other
resources (present and potential). The problem thus becomes truly an inter-
disciplinAry one and the students are forced to view it in this perspective.

The students need to have (as many of them do already when they enroll
in the course), or rapidly acquir.1, at least a certain minimum knowledge
about other disciplines and their general implications for education and
educational development work. It should also be that the use of the exer-
cises does not have as its purpose the transmission -sr se of factual know-
ledge and information. Rather, simulation and gaming are considered as
concomitants to such transmicsion.

Once the preliminary details about Coast Land have been given, the
students are presented several exercises in the clans sessions that follow.
Four of these are described here. The first involves the broad range of
educational development objectives for Coast Land. The setting is a
Planning Conference of officials of the donor country and is so structured
as to be non-competitive. The second, an outgrowth of the first, requires
the application of these objectives over an opposing plan submitted by
officials of Coast Land. It thus entails negotiations and is competitive.
The third again consists of a Planning Conference requiring the develop-
ment of a plan for the expansion of higher education in Coast Land; and
the fourth is a follow -up to the third and again involves negotiations
over two opposing plans. It is competitive. Of course, the second and
fourth exercises are based upon the presupposition that there will be a
conflict between the respective plans.

Each of these exercises will now be briefly discussed. The first is
called "The Planning Conference." This conference takes place at the
headquarters of the International Aiding Agency, abbreviated as a
hypothetical organization of Donor Country. A request has arrived from
Coast Land for aid--rather imprecise and nebulous in nature--to develop
its educational system. The request is solely for educational development
and is not part of any larger development packet. The conferees must now
decide what action to take on the request.

The rules of the exercise specify that they cannot completely refuse
to give Coast Land aid. The only option available to them is the making
of broad policy decisions as to what types of aid, and the amount within
a set limit, that will be prepared to grant. The rules also pro-
vide that any decisions that are made must be consistent with Coast Land's
potentials for economic development and seek to aid it. In other words,
any proposals for the education of her people and the training of her
manpower must conform to the needs of the country.

The number of students that can participate is flexible and is usw11y
decided on an ad hoc basis according to the number enrolled in the course.
Most often in the simulation are included student-conferees representing
the following officials: the Regional Director of I.A.A.; two desk
officers from Donor Country's foreign office, one concerned with political
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affairs in Coast Land, the other with economic; the Ambassador to Coast
Land; a regional education officer of I.A.A.; perhaps even a military
attache accredited to Coast Land; and maybe other officials. The conferees
then develop a set of specific recommendations for giving assistance to
Coast Land in its educational development. In order to arrive at these
recommendations, the students are required to assess the educational and
economic needs of the country and then to determine priorities. The
competitive factor does not enter into all this, so there are no `winners."
indeed, the decisions reached by the conferees are based on a consideration
of the various factors appearing in the "Background Notes," mostly those of
a social, political, and economic nature. Hence subjecAvity enters into
the de :lsiona to a great extent. There cannot, perhaps, even be any right
or wrong solutions in the absolute sense, but rather poor ones and better
ones.

The instructor feels, though, that some feedback regarding the con-
sequences of the student-conferees' decisions is absolutely essential, if
the participants are to gain the maximum insight and understmdings from
their experience. As Dale Garvey has written:

at is) an essential part of the simulation technique that the
teacher use periods subsequent. to each simulation as a time in which
to compare the simulation activities with appropriate theory, and
to indicate to the students how and when actions violated theory or
failed to indicate good judgement or the application of all known
information to the solution of a problem.2

For this reason, the instructor includes a follow-up to the activities.
He assumes the role of the Director of and the conferees mast then
meet with him, to discuss and defend their decisions. During the course of
the discussion, he explores the possible consequences of each recommendation
they have made, and inquires as to its rationale. In addition, potential
alternatives that could have been selected are discussed; and the students
are asked to provide their rationale for discarding each one--if they indeed
had considered it in the first place.

The second, a gaming exercise, is called "Negotiations." In it, a
team from 'eets with officials of Coast Land in an attempt to
negotiate the ail_ $rant. Again; any reasonable number can play the game.
In fact, some of the best "Negotiating" games have been with only two
individuals, one of whom is an official from Donor Country, the other of
Coast Land, meeting informally over tea to work out their basic differences.

2
Dale M. Garvey, "Simulation, Role-Playing, and Sociodrama in the

Social Studies." Emporia State Research Studies, XVI, no. 2 (1967),
pp. 11-13.

127



However, when larger numbers play it, there is represented on the
side of Donor Country at least an I.A.A. Regional Director, an assistant in
charge of educational development programs for the area, a fiscal officer,
and one or two appropriate individuals (cultural or economic officers) from the
in-country diplomatic staff. Coast Land is usually represented by its
Minister of Education and assistants (officials respectively in charge of
higher, secondary, primary, and vocational education), and an economist from
the National Bank. The latter group in this case has been assigned the task
of attempting to win approval for an educational development program which
differs greatly from that which the donor country is about to propose. Each
part of each country's proposed program is given a certain nui'iber of credit

points. Each side's object is to score the greatest number of points within
certain limitations, for too many points scored by one side or the other
break up the negotiations and Coast Land goes to Donor Country's enemies for
aid. In other words, each side attempts to secure as large a part of its pro-
gram as it can without destroying the negotiations. A compromise on any
issue counts half for each country.

Irrespective as to whether or not the negotiations are concluded success-
fully, a post-mortem evaluation is held. If the negotiations have been success-
ful, the Instructor evaluates the actions of each team both in terms of
strategic victories scored as well as in the ways by which perhaps the team
might have increased its overall point total. Compromises are evaluated with
respect to their feasibility, compatability to the rest of the program, and
necessity. In cases where the negotiations have failed the reasons for the
failure are analyzed and alternative lines of attack are explored that might
have brought a successful conclusion to the negotiations.

In a similar way, the students develop concepts and understandings
relating to international aid and educational institution-building. The
Ministry of Education of Coast Land requests Donor Country's assistance in
expanding Coast Land College. Again, I.A.A. student-officials hold a con-
ference and decide upon a plan to improve C.L.C.'s program. This plan like-
wise is evaluated afterward by the Director of I.A.A. (the course instructor).

However, another group of students are given a rival plan by the in-
structor, which supposedly the Rector of C.L.C. and the faculty have dew:loped
for their school in keeping with their own needs. (In reality, the plan serves
as a means to safeguard certain vested interests which they feel might other-
wise be threatened.) C.L.C.'s plan is given strong support by Coast Land's
Minister of Education, a C.L.C. alumnus, although by any objective analysis,
it meets none of the nation's present or projected manpower needs. Again,
negotiations must take place which are evaluated similarly to those previously
described.

Thus, in teaching his Course in international education, the writer
finds simulation and gaming a very useful technique in helping his students

develop skills and insights which might be useful to them in international
work.
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SOPHISTICATION INDUCED COOPERATION
IN AN OLIGOPOLY GAME

Richard F. Barton
Texas Tech University

Studies of behavior in situations involving both conflict and
cooperation have evolved in several disciplines. In experimental
games of the Prisoner's Dilemma variety, competitive behavior pre-
dominates and the inducement of cooperative behavior is difficult.
Similar behavior is observed in more complex games. This paper
reports the results of attempting to produce cooperative behavior in
a simple oligopoly game by varying the level of sophistication of the
subjects.

In economics, oligopoly is a market structure that reflects
aspects of both conflict and cooperation. The number of sellers in
an oligopoly is few enough that the actions of one affect the out-
comes of others. This interdependence is indirect and occurs only
through the partially controllable behavior of buyers. The sellers
themselves are business organizations, usually large, within which
behavior is essentially coordinative in determining market decisions
on prices, products, and promotion.

Oligopolists compete with each other for a share of market pro-
fits. The total size of market profits in turn depends on the decis-
ions made by all competitors. Maximization of total market profits
requires joint action (illegal collusion) as if all sellers were a
single seller. Competitive decisions to increase one seller's share
operate to reduce the total profits to be shared. Oligopolists could
compete themselves out of business. Somehow, oligopolists survive
and oligopoly has become the dominant market structure in the United
States. Oligopolists, it appears, live in a vague "middle ground"
between the cooperative extreme of illegal collusion and the conflict
extreme of self-destructive cutthroat competition. This middle ground
is not well understood.

Description of the Oligopoly Came

The gaming simulation used for the experiment reported here was
a three-person bidding game. Each player bid against two others in
his industry for simulated automobile repair jobs that varied in size.
At each bidding opportunity, a new job was drawn at random from a

source containing twice as many jobs as needed for a run of the game.
Each job was different and was specified by a required number of labor
hours, a wholesale cost of parts, and a retail price for the parts.
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Each player operated a repair garage which had given capacity and
overhead. He paid a set amount for each labor hour used. Players
were told their industry had been charting customers about double the
set amount per labor hour plus the retail price of the parts. This
was called the standard bid. Players were instructed to maximize pro-
fits, which meant to maximize the end of game difference (gross margin)
between costs and amounts bid for all jobs won.

A run of the game consisted of fifty bidding opportunities, simu-
lating two six-day weeks of garage operations. Runs were conducted
over five classrooms days. Players sat in industry groups and revealed
bids to each other simultaneously. They were told collusion was for-
bidden.

Results of Early Runs

Five runs of the oligopoly game had been conducted prior to the
run described in this paper. These past runs are summarized in Table 1.

Table 1

Summary of Early Runs of the Oligopoly Game

Possible Industry Average Industry
No. of Gross Margin Gross Margin

Run No. Subjects Industries if at Standard Bids Actually Achieved

1 Businessmen 3 $3,668 $2,185
2 Students 9 3,635 2,312
3 Students 5 3,174 1,663
4 Students 9 4,052 2;577
5 Students 6 3,646 1,750

The results in Table 1 represent the behavior of more than 96
players. (Due to player substitutions, some simulated garages were
operated by different persons during a run.) At standard bids, a
firm, given the random sequence of job opportunities for its parti-
cular run, might expect one-third of the standard-bid gross margins in
Table 1. Thus, expectations for firms ranged between $1,058 and $1,350,
depending on the run. Of the 96 simulated repair firms, only 14 earned
gross margins of $1,000 or more. Of these, the highest was $1,738, the
next highest $1,209, and the remaining two less than $1,200. Average
gross margins ranged between $585 and $859, far below standard-bid
expectations.
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The best peforming industry, in terms of joint gross margin,
bid an average of 121% of standard, yet its gross margin was only
$3,125 (split $1,165, $1,128, $832) compared to the $4,052 possible
at standard bids. The failure by these subjects to reach standard
gross margin levels despite high bidding is explained by uneven
patterns of bidding and by high bids that did not win jobs. This
industry achieved its results by covert cooperation. A bidding
policy written after the game by one of the subjects in this indus-
try stated in part, "During the first few days firms bids low enough
to get the job. This resulted in cutthroat bidding in which I par-
ticipated. Between the time of my first and second encounter with
the game, I realized that no one was going to make any money. I

decided the only way to raise the bidding without utilizing explicit
collusion would be to submit outlandishly high bids in order to
induce the other firms to do likewise. I did this when I had a back-
log of several days of work, accompanying my bids with comments that
the object of the game was to see who could make the most money.
This policy continued until its objective had been reached. Remain-
ing play was characterized by high bidding, at least well above cost
accompanied by sporadic outlandishly high bids to see how high the
industry would raise prices."

Only three other industries, of the total of 32, bid high enough
to average more than standard bids. The average bidding level over
all industries was 94% of standard and the total gross margin for all
five runs was only 58% of what it would have been at standard bids.
Clearly, conflict was dominating cooperation. Tacit collusion was
either not attempted or not working.

A Run With Sophisticated Subjects

A sixth run was obtained with nine "sophisticated" subjects.
These persons ranged from university instructors to full professors.
All had or were obtaining doctorates in economics or business adminis-
tration. All had previous research experience or interest in study-
ing economic decisions by gaming methods. All were knowledgeable in
market theory and the illegality of overt collusion.

These subjects immediately recognized that tacit collusion of
some legal variety was necessary for oligopolists to survive in the
"middle ground." By the end of the run, two of these three industries
were able to earn gross margins in excess of the $3,867 that an indus-
try in this run would have earned at standard bids. Of particular inte-
rest is the variation in strategies and consequences among these indus-
tries:

Industry 1. Industry 1 played the game "straight," that is, its
players attempted to increase joint payoffs by tacit collusion within
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the described rules of the game. Industry 1 almost doubled the standard

gross margin; it earned $6,408 (split $2,039, $1,701, $2,668). The

three Industry 1 subjects bid on the average almost three times standard
bids. Player 2's bids averaged higher than the others, yet he earned

the least gross margin.

Bid-by-bid protocols (written statements of what each player thought

he was doing as he made each bid) revealed that these three subjects
clearly understood their mutual desires but seemed unable to agree on
what Profit level should be maintained. The statements also reveled
serious errors in individual concepts of the positions and immediate
intentions of others. Some of these misunderstandings engendered suspi-
cions about the motives of others. Only late in the run did tacit
collusion appear to be working.

Industry 2. Industry 2 suffered an immediate descent to cutthroat

levels. This was due partly to an early arithmetic error by Player 2.
During a weekend, halfway through the run, this player organized an
explicit collusion. To conceal the presence of agreement, the scheme
was keyed to the random draws of jobs. Also, a $10 cash side penalty
for defection was discussed. This arrangement made a cartel of Indus,ry
2. Specific jobs were assigned to individual players, but there was no
assurance which jobs would be drawn from the random source. The scheme

allocated one-third of the expected remaining hours of work to each firm.
Formula bidding was established and a rule for increasing the parameters
of the formula was agreed on. Bids and profits for Industry 2 then began
to increase. However, this industry achieved a gross margin of only
$2,636 (split $652, $975, $1,009), which was 68% of standard and was less
than the highest industry in the previous five runs.

Under the collusion agreement, Player 3 had to go seven bids with-

out winning. He reported his motive to defect was strong but he remem-
bered the $10 defection penalty. (He had gone 11 bids without winning

in the first half of the game.) Also, the protocols revealed some mis-

understanding about the formula. Players used different bases for the
formulas and not understanding their competitor's bids, they tried to
discover the rules others were using. Apparently they had forgotten
parts of their agreement, which was complex. The bid-by-bid Protocols
showed bid calculations but did not "confess" the collusion outright.
The game administrator learned of the collusion only after the run
when Player 3 confessed.

Industry 3. Player 2 immediately bid $1 million, then $1 million
again on the next two job opportunities. On the fourth bid, collusion
by secret agreement was established at the $1 billion level. The two

players who were to lose at a turn were to bid a token amount over
$1 billion. Player 1 double-crossed on the fifth bid, winning by $1
under $1 billion, then bid zero on the next opportunity intending to
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ruin the others. On the sixth bid, Player 1 wrote on his protocol,
"having seen their faces, I go back to agreement." On the 11th bid,

all having made a fortune, they all bid $1 intending to retire. The

rules required rebids for ties. After seven rebids, all at $1, Player

3 bid $1.01 "to check the uninteresting system." Their original agree-

ment had failed to collude on a way to retire. The other two flipped
a coin for a final $1 billion, then Players 2 and 3 resumed normal bid-
ding while Player 1 incremented his bids $1 billion per bid to a high
of $12 billion before giving up hope of inducing collusion again. The

remaining play mirrored, but more successfully, the informal collusion

of Industry 1. Tndustry 3 was obviously the highest performing indus-

try of all six runs, an accomplishment achieved by a strong leader
followed by explicit collusion. However, this collusion was immedia-
tely plagued by reneging and inability to achieve continuity of moti-

vation.

Discussion

Compared to previous runs, sophisticated subjects did indeed pro-

duce cooperative behavior. However, their very sophistication yielded
individual and industry behavior dramatically varied from each other

and from prior runs.

All runs were conducted in rooms where isolation of industries

was not possible. Some interindustry visibility and competition was

observed. T1 effect of interindustry competition as a determinant of
intraindustry behavior was perhaps more significant in the run with
sophisticated subjects due both to the seating arrangement (around
a conference table) and to the professional interests of the subjects.

Conclusions and Implications

In runs with unsophisticated subjects, conflict behavior had pre-
dominated over cooperative behavior resulting in lower joint profits.
Switching to sophisticated subjects induced cooperative behavior, yet
this behavior was highly varied and was difficult for the subjects to

achieve and maintain.

Conclusions suggested by these results are that collusion becomes
more feasible the more knowledgeable the competitors, yet successful
collusion requires more than mere motivation and intention by the par-

ties -- it requires a well-understood method.

Given the illegality of collusion in oligopolistic markets, the
implication of these gaming results for public policy is that law
enforcement is aided by the difficulties competitors have in achiev-
ing and maintaining collusive agreements.
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THE SIMULATION OF RATIONAL EXCHANGE:
AN EXTENSION OF SCHILD'S MODEL

Marie W. Osmond
The Florida State University

Introduction

Two major reasons may account for the current popularity of
exchange theory among sociologists: 1) its high explanatory power in the
realm of social dynamics; and 2) its amenability to operationalization
and testing. Predictably, as the usefulness of exchange-theoretical pro-
positions in explaining interactional processes is increasingly recognized
and publicized, there will be a concurrent demand for specific methodolog-
ical techniques to test and/or extend the theory. The technique of simu-
lation games appears uniquely appropriate to fulfill this demand. As

Coleman has noted: "In sociology and social psychology, the recent the-

oretical developments most akin to this utilitarian, purposive approach
used in games depend greatly upon the idea of exchange" (Coleman 1968,
p. 40, emphasis mine). The reverse appears equally probable: i.e., empir-

ical investigations of exchange principles (as set forth by Blau, Homans,
Thibaut and Kelley, and others) may depend greatly upon the method of
simulation games.

Strategies of exchange can form the central gaming element around
which it is possible to develop and operate simulations that can vary
widely with regard to the specific aspects of social interaction delineated
for study. The prototype of such a game is a mixed- motive model, in which
the players have some common and some conflicting interests, and in which
winning strategies demand rational compromise. An ingenious game structure
of this type was originally set forth by Schild (1966) and served as the
basis for the Schild and Boocock "Parent-Child" simulation. Several varia-

tions of this game have been developed by the present writer (Osmond 1970a;
1970b) in order to examine exchange-theoretical propositions in different
contexts. This paper will emphasize the potentials of the model for study-
ing and/or demonstrating peer (symmetrical exchange) relationships as well
as power (asymmetrical exchange) relationships. The major focus will be
on the structural asnects of the game that maximize the probability of
mutual exchange between players and that minimize the role of chance in the
game.

Schild's Exchange Model

The "Parent-Child Game" (P-C) deals with a substantive example of

social control processes. Its structure incorporates one of the most basic
principles of exchange theory: if Ego is in a position to provide Alter
with a benefit he needs, he can make Alter provide benefits to him as an
inducement, i.e., he can modify and influence Alter's actions. In general,
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the P-C game simulates how parents make rules, how children obey or disobey
them, and how parents react (Schild 1966, p. 1). Schild claims, on the
basis of very consistent empirical evidence, that the game teaches rational
exchange strategies. A summary sequence of the stens in the game is as
follows: 1) Players choose partners: half play parents and half play
adolescents; 2) Competition is among parents and among children, not
between partners; 3, One game lasts 3, 4, or 5 rounds; all players' scores
are recorded on a board by individual child and parent; 4) At the beginning
of each round, each pair tries to reach agreement on the child's behavior
on 5 given "issues" that are assumed to be important to adolescents; for
each issue, there are 4 alternative "behaviors" for the adolescent, each of
which is weighted so as to give a certain score to the parent and a score
to the child; 5) If no agreement is reached within a time limit, the parent
"orders" the child as to the way to behave; 6) The child then "behaves" by
selecting, and placing face down in front of the parent, for each issue,
the card on which his desired behavior is printed; he may violate any
agreement and disobey any order; 7) The parent may "supervise" the child's
behavior on a certain number of issues (by flipping cards over) and may
"punish" (by subtracting points from the chili's score) if agreements and/
or orders are violated; 8) The parent's as well as the child's score, in
the round, is determined by the child's choice of behavior cards; however,
the child's score may be altered by punishment penalties from the parent;
9) Scores differ in weight from issue to issue for both partners; further,
the relative importance of the issue (whether high or law) to each partner
is determined by chance draw of a score card at the beginning of each
round; 10) In subsequent rounds the steps are repeated but issue weights
may change (by chance) each round.

"Generation Gap" (G-G) by Schild and Boocock is a Western Publishing
Company version of the original "Parent-Child Game." Of consequence for
our comparisons are two major alterations in the commercial version of the
game: 1) there are 2 rather than 4 alternative behaviors for each issue;
i.e., either the teen gets his way entirely or the parent gets his way
entirely; 2) for each of the 5 issues, there is a different scoring weight
which is determined by chance for each round and which, in itself, repre-
sents the relative importance of the issue to each partner.

The Dating Game

Schild's game structure was of special interest to the writer in terms
of its amenability for creating a simulation of male-female courtship
interaction. Exchange principles have been invoked specifically by a num-
ber of sociologists for their explanatory power in the realm of sex-role
relationships and behavior. Even more indicative, Blau--whose brilliant
treatment of exchange and power has yet to be tested adequately--views
courtship as a "mixed-game" in the same sense as he explains the establish-
ment of other social relations (1964, p. 82).
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r-r.

In the process of developing and testing what was initially a "Mixed-
Motive Dating Game" and is currently a "Liberated Dating Game," several limi-
tations of the application of Schild's gaming structure to this particular
process became apparent. In the first place, the power element--explicit in
the Schild-Boocock game--appears unrealistic to contemporary youth who insist
on equality in their male-female interactions. Thus it was necessary to modi-
fy the gaming structure so as to equalize roles and to give a significance to
team (couple) scores in addition to individual scores. Secondly, the G-G
gameand, to a lesser extent, the P-C game--allows for a degree of chance in
game outcomes that adds to game interest but detracts from experimental con-
trol. Thus, the reward structure of the game was altered both to extend be-
havior choices and issue values, and to give each possible choice-value combi-
nation an independent numerical weight for precision in scoring feedback.
Thirdly, the tightness of the original simulation--with identical issues and
value choices assigned over the entire group-of players--is more isomorphic
with social control situations than with those involving social attraction.
Greater flexibility--and consequent relevance and player interest--was pro-
duced in the author's Dating Game (D-G) by allowing each couple to determine
a unique set of playing issues and each individual to assign his own rela-
tive values to these issues.

What has resulted from the modifications and testings of Schild's model
is a game structure that operates to produce symmetrical (peer) exchange inter-
actions between playing partners--as opposed to producing asymmetrical (power)
exchange interactions. This can be highlighted by a stepwise comparison of the
structures.

Structures and Consequences

The following, contrasting procedures appear most critical in determining
the type of exchange that emerges in game operation:

Generation Gap (G-G) Dating Game (D-G)

Unequal
control

to teen

1. Player Resources
resources: parent defined as Equalized resources: couple
agent; issue content refers issues; content may refer to
behavior and/or boy behavior

2. Goals
Individual scores emphasized: in-
structed that competition is among
parents and among teens; "satisfac-
tion" points posted for individual
players each round; winners high
scoring parent and high scoring teen
(seldom from the same "family")

selects
girl

& Rewards

Team scores emphasized: instructed
that competition is between couples;
"attraction" points posted by couple
for each round; winners =, high scor-
ing couple and high scoring individ-
ual (often from same partnership)

3. Cheating-Penalizing
Can be varied in emphasis each round; Can be varied in emphasis each round;
partner behaving is always the teen; partner behaving and partner penaliz-

136



severe penalties possible by the par- ing also can vary each round (chance
ent draw); relatively moderate penalties

4. Behavior Choices
Teen has 2 choices (either-or) on

each issue; original game (P-C) al-
lowed teen 4 choices

5. Issue Wei
Rank importance of issues (5 weights
which represent scores) determined
by chance draw; original game (P-C)
allowed 2 ranks (either important
or unimportant)

6. Strategy
Strategy in terms of trade-off with
each partner having preference part
of the time; no compromise on
individual issues

Maximum possible team points, penal-
ties aside, depend upon luck of the
draw (plus or minus 40%); winning
team reflects chance as well as
strategy

Girl or boy allowed 4 choices on
each issue (the 2 middle choices
reflect compromise)

ghting

Ranked 1 to S in terms of impor-
tance as decided by each individual;
scores depend on interaction of
rank plus behavior choice

& Scoring

Strategy in terms of compromise
which is possible on each issue and
preferable (to maximize team score)
on some issues

Maximum team points, penalties
aside, remain relatively constant
(plus or minus 42); winning team
largely reflects compromise strategy

Looking first at the consequence of individual versus team scoring, ini-
tial instruction to maximize individual scores results in participants' con-
centration on two procedures: behavior choices versus penalty possibilities.
In contrast, instruction to maximize team scores results in different empha-
ses: issue weighting plus behavior choice. Individual score emphases lead
to a power game; team scoring is conducive to symmetrical, mutual exchange.
Threat of punishment, or actual punishment--via penalties--is essential to
the individual reward game, i.e. to power relations. With mutual exchange
and team scoring, on the other hand, penalties may be optional, or weighted
in various ways, or even eliminated without forfeiting game interest.

For the game to operate, at least two behavior choices and two issue
weightings are minimum requisites. Operating at this level, however, would
detract not only from participant interest but also from any learning and/or
research possibilities. From this minimum the game designer may proceed in
several directions. Increasing the number of behavior choices allows greater
probability of mutual exchange between partners and, therefore, the possib4li-
ty of rewarding team as well as individual play. Increasing the. number of pos-
sible weights, or rankings as to importance of issues, permits more sophisti-
cated scoring and, therefore, more precise rewards for strategic play. Any
decrease in complexity here forces the designer to increase the role of chance
or luck in the game in order to keep the players motivated through subsequent
rounds. From the outline above, note that the "Dating Game" extends simul-
taneously both the number of behavior choices as well as the number of issue
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weightings. These extensions not only increase player involvement but also
lead to greater exactness in measuring the rate of mutual exchange between
partners. Players of the D-G have had no difficulty in calculating their
scores from individual score sheets. However, a computerized version of the
game (in process) makes scoring feedback almost immediate and opens possibili-
ties for incorporating additionarvariables into the simulation.

The differences between a "peer" and a "power" game structure are most
clearly distinguished when the above procedures are considered in terms of the
various scoring systems. Again, as in the comparative outline, punishment
penalties are assumed negligible for this discussion in order to compare basic
scoring. As the G-G game is structured, a large part of any team score depends
on the "match" of importance of the issues, a matter of chance. For example,
if for all 5 issues in a round, the players match equal "satisfaction" points,
the team score will be 30 points (vs. 42 possible points for a luckier draw) no
matter what choices are made. Chance plays a less important role in the origi-
nal P-C game. It is still true, however, that an unlucky match of issue impor-
tances can reduce the possible team points in this game by 13% over one round
of play. Further, there is a 25% probability that such a match will occur. In
the D-G, however, chance can reduce team scores by only 8% at the maximum, and
the probability of this extreme is less than 4%.

As a result, the "Dating Game" team scores can be used as a valid measure
of the extent of rational exchange behavior. In several three round plays (us-
ing 3 different groups with a total of 42 couples) the team (couple) scores in-
variably increased from round to round, with an average increment of 35 points
per round on a typical team score of 1000 points.

In sum, the gaming structure of Schild's basic exchange model may be al-
tered to produce variations in behavioral outcomes from unilateral exchange
and power to mutual exchange and social attraction. Further, an extension of
Choice and weighting procedures yields a greater challenge to participants for
learning exchange strategies as well as a more accurate mechanism for evalua-
tion of such learning.
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SELF-ROLE CONGRUENCE IN SIMULATION GAMES

Richard L. Dukes
University of Southern California

Constance J. Seidner
Boston University

Following a recent gaming session with High School, the players,
college students in an introductory sociology course, were asked to
redesign the game model in order to make it a more realistic simula-
tion of the high school social system. One of the players provided an
excellent summary of the self-role incongruencies which are the focus
of this paper.

"...it is very unrealistic to try and assume a character role
of a very conflicting type of persofi. I played the part of
a girl who was highly socially oriented. This was conflicting
to my own personal role. I found it difficult to assume her
role, leaving my own convictions aside."

The writer was a boy who rated himself high in academic and athletic
abilities, but only medium in social ability.

Social psychologists Sarbin and Allen define self-role congruence
as "...the degree of overlap or fittingness that exists between require-
ments of the role and qualities of the self." (Sarbin & Allen 1968:524)
There have been a number of studies of self-role conflict. The general
direction of findings indicates a relationship between self-role congruence
and more effective role performance. The present paper sought to validate
a similar hypothesis in a gaming situation. It was predicted that congru-
ence between player characteristics and game role characteristics would be
positively associated' with effective role enactment, or, stated in negative
terms, self-role incongruence would be negatively associated with effective
role enactment. The research carried the logical process one step further
by investigating how subjects in an incongruous role situation might seek
to resolve their dissonance when given an opportunity to re-define the struc-
ture of the situation which produced that dissonance.

Procedure

Fifty-one subjects tare assigned to one of six possible student roles
in a series of gaming sessions with Hie School, (Coleman and Seidner, 1971),
a simulation game which reflects certain elements of the social system of
the American high school. Student roles in the game are defined in terms
of assigned ability levels (high, medium, or low) in academic, athletic,
and social activities, the three activities represented on the High School
gameboard. Several days after the gaming sessions, subjects were asked
to redesign the game to make it a more realistic simulation of the high
school social system. Following this exercise, subjects were asked to
indicate their perception of their own abilities in academic, athletic, and
social activities on a three point scale (high, medium, and low) which
corresponded to the ability levels assigned student profiles in High School.
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The Independent Variables: Self-role incongruence was opera-
tiorially defined as differences between the attributes possessed by
the subject and the characteristics of the student role which the
subject was assigned to play. Two types of self-role incongruence
were identified. Sex incongruence resulted from a subject assuming
the role of a student of the opposite .ex. Ability incongruence was
operationalized as the sum of the absolute differences between a player's
estimate of his own academic, athletic, and social abilities and the
assigned abilities of the student role he assumed in the game.

The Dependent Variables: Two types of dependent variables were
examined in this research. The first, effective role enactment, was
operationalized as esteem score, the outcome variable of the game. One
of the determinants of esteem score, as provided by the structure of the
game, is the ability levels of student profiles. Other things being equal,
players tend to earn higher esteem scores when they invest in those acti-
vities for which their game profile has the highest ability levels. It
was predicted that ability incongruence would interfere with a player's
capacity to effectively assume the role of his student profile, thereby
decreasing his esteem score.

Another classification of dependent variable was related to subjects'
redesign of the game model. Each subject produced an essay which was
content - analyzed. Through careful reading, a number of theoretically
meaningful categories emerged. The category coding system included re-
designs which incorporated: (1) autonomy, (2) branching, and (3) transfer.
Examples of responses falling into each category will be presented with
the data. The central question surrounding the analysis of redesign data
was whether or not subjects who experienced self-role incongruence would
seek to restructure the game in such a way as to reduce the dissonance
they experienced in the gaming situation. 1

Findings

Effect of Self-role Incongruence on Effective Role Enactment: Gamma
was computed to determine the association between self-role incongruence
and effective role enactment, operationalized as game score. As indicated
in Table 1, the association between ability incongruence and role enact-
ment was -.39 while the gamma for sex incongruence and effective role
enactment was .26. This suggests that ability incongruence was inversely

1

The impetus for this direction of the research was provided by
Dr. Frederick Goodman in a personal communication.
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Table 1

Association between self-role incongruence and effective role enactment

Gamma for ability
incongruence and

effective role enactment

Total
Sample -.39

Sex absent

Gamma for sex
incongruence and
effective role enactment

Total
Sample .26

-.28 Abil low .29
Incong. present -.45 incong. high -.50

related to game score, while sex incongruence had a slightly positive
effect upon game score. In order to further examine the possible
multiplicative effects of the two independent variables, the asso-

ciation between one independent variable and game score was specified
by the other independent variable. When the association between ability
incongruence and game score was specified by sex incongruence, and sex
incongruence was absent, gamma was -.28. When sex incongruence was pre-
sent, gamma was -.45. When the relationship between sex incongruence
and game score was specified by ability incongruence and ability incon-
gruence was low, gamma was .29. When ability incongruence was high,
gamma was -.50.

From zero order associations, it appears that ability incongruence
and sex incongruence operate in different directions upon game scores.
Apparently ability incongruence tends to depress game scores, while
sex incongruence acts to inflate them slightly. However, the combina-
tion of both ability incongruence and sex incongruence acts multiplica-
tively upon game score to depress it.

The differential effects of the two types of role incongruence on
game score may be partially explained by the fact that sex of profile
is not as important to the scoring system of the game as is ability
level, which, in effect, determines how fast a player can advance along
the activity routes on the gameboard. Nevertheless, it is possible that
ability incongruence and sex incongruence may be two quite different
types of self-role incongruence within the context of High School, and
therefore elicit very different responses from players. Sex incongrence
would appear to be more of an external incongruence which was involun-
tarily communicated to other players by virtue of the nametags worn by
players indicating the sex of their student role. Ability incongruence,
on the other hand, was more internal, and could go undetected by other
players in the game as none of the other players could readily idencify
who was experiencing ability incongruence and who was not, unless the
players knew each other quite well.

Social psychologists have suggested that tension is an intervening
variable that links self-role incongruence to decreased role performance.
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It is possible that this tension was more easily relieved in the case of
sex incongruence by socio-emotional interactions with other players. Yet,
time spent on socio-emotional or expressive tasks cannot be spent on
instrumental tasks. In the present research, the major instrumental task
was learning the game model. While the tension caused by sex incongruence
may have been easily relieved in the gaming session, the socio-emotional
interactions generated to dispel that tension may have interfered with
players' understanding of how to win the game. Thus when faced with both
ability incongruence and sex incongruence, players not only experienced
dissonance from the necessity of assuming an unfamiliar role, but also
may have been ill-equipped to effectively play that role because they
lacked a deep understanding of how the game worked.

The effect of ability incongruence on effective role enactment
appears to be more clear. The lower game scores associated with ability
incongruence may have resulted partially from players' tendency to play
themselves, rather than assume an unfamiliar role. It is also possible
that subjects may have tried to assume their profile roles but, because
of tensions generated by the incongruence, may have been unable to develop
successful scoring strategies. It is likely that both factors contributed
to lower game scores. To further compound the situation, a player exper-
iencing ability incongruence may not have been as eager to relieve tensions
through soCio-emotional interactions because in so doing, he would be in
the potentially embarrassing situation of exposing his "real-self" abilities.

Effect of self-role incongruence on redesign of the game model:
The overall pattern of results which emerged from analysis of subjects'
redesigns of the game model indicates that players who experienced self-
role incongruence sought to reduce their dissonance by restructuring the
game in a manner that would have reduced their conflict in the gaming
situation. The-clearest results emerged from analysis of the design cate-
gory labeled "autonomy". This classification involved the amount of free-
dom players desired in structuring the parameters of their role and was
coded into sub-categories of "more autonomy" and "less autonomy". The
category designated as more autonomy included designs which would allow
the player to design his own pay-off schedule, thus off-setting ability
incongruence, or to actually assign his own ability levels. Players who
fell into the category of "less autonomy" desired even fewer options
for self-determination than the game now permits. The association between
ability incongruence and redesign of the game model using gamma was .86 in
the direction of more autonomy. The association between sex incongruence
and redesign of the game for more autonomy was a negligible -.03. It
appears that tensions created by ability incongruence were far from
resolved by game play. All of the fifteen subjects who indicated a desire
for more autonomy provided for the elimination of self-role ability incon-
gruence in their redesigns, while only one mentioned the elimination of
self-role sex incongruence.

A second category of redesign of the game labeled "branching" includ-
ing designs which created more divisions within a single route, thus
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providing the player with more decision optIons. For example, a division
of the academic route into separate tracks for "college-bound" and "voca-
tional" would have been coded as a redesign incorporating branching. The
associations between sex incongruence and redesign of the game model for
branching of routes was again negligible (.05). However, the association
between ability incongruence and redesign for branching using gamma was
-.58. Evidently subjects who experienced ability incongruence did not
want any further complications introduced into the game model.

The only category of redesign which showed any appreciable rela-
tionship to sex incongruence was a category designated as "transfer".
This category included designs which allowed players to relate achievement
on one route to achievement on another route through transfer of game
points. For example, achievement points earned on the athletic route would
automatically advance a player on the social route, much as being on the
varsity transfers to a social life through increased prestige. The associa-
tion between sex incongruence and redesign of the game for transfer was .29.
This may have been related to the fact that pay-off schedules for achieve-
ment in the different activities, were, to some extent, sex related. There-
fore subjects playing opposite sex roles may have experienced a desire to
achieve in an activity appropriate for their own sex, which, within the
context of the game, vas not a profitable pursuit for their assigned role.
The gamma for ability incongruence and redesign for transfer was .29.

Specification of the association between one independent variable
and the various categories of redesign by the other independent variable
yielded cell sizes too small to permit generalizations. An interesting
pattern, worth exploring in future research, was the tendency for lack
of sex incongruence to increase the strength of the association between
ability incongruence and the redesign categories.

Implication of Findings

Although this research was exploratory in nature, results have
implications for research with simulation games. Dr. Goodman's sug-
gestion that subjects will tend to redesign the game model to validate
their own conception of reality tends to be supported. Moreover, the
general direction of their redesigns was predicted by researchers. These
findings tend to support the notion that simulation games provide a micro-
cosm of social interaction which may be useful in generating social inter-
action which may be useful in generating social-psychological theory.
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RESIDENT GaAATED ISSUES AND CITY LEVEL
DECISION NEGOTIATION: A PROGRESS REPORT

Richard L. Dukes
University of Southern California

The Residential Environment Game., the subject of this
nrogress report, is part of a research program at the Univ-
ersity of Southern California to develop a set of environ-
mental criteria which will guide planning, design, and man-
agement of the residential environment. The criteria will
be based upon the needs, velues, and preferences of those
who use these environments.

Planners, designers, and environmental managers have
traditimally used sets of standards as rationales which
underpin their proposals for development, redevelopment,
and maintenance of residential areas. Typically, these
standards become the established method for the sizing or
arrangement of elements of the physical environment. Per-
haps the most important and commonly used source for such
standards is planning the Neighborhood (1948). This docu-
ment, prepared by the American Public Health Association,
set forth a recommended set of standards for guiding the
planning of residential neighborhood environments.

In recent years a considerable amount of criticism has
been levelled against the use of such standards. Major
areas of concern have included the following: 1, the stand-
ards disguise nrofessional value judgments which contain
implied prescriptions for the good life as data having
scientific substantiation, 2. the standards do not reflect
the preferences of different user groups or provide for
interchangeability or substitution of elements or services
based upon needs of these groups, 3. the standards do not
measure performance or adequacy of the urban system, and
4. the standards do not specify the appropriate residenti:4
unit. The conception of the neighborhood as a small, homo-
geneous, inner-oriented system focusing on the elementary
school is not the only aperopriate residential spatial
unit in modern day urban life.

The goal of the research program is to find ways to
promote a high quality residential environment which satis-
fies its population. To attain this goal the program is
developing "performance criteria,° derived from user pref-
erences, which will aid municipal level decision makers by
suggesting a range of acceptable results which must be
achieved by the decision. A standard might specify street
width, while a performance criteria might state the maximum
time it should take to travel from home to shopping areas.
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The Residential Survey
In order to find out what different user groups con-

sider to be an environment which satisfies their needs, a
field survey has been conducted. Since standards fail to
consider the pluralistic nature of users of residential
areas, the residential survey collected data using a multi-
stage areal sample which stratified households by socio-
economic status, ethnicity, and stage in the life cycle to
insure inclusion of households from many different user
groups. In addition to standard demographic items, the
interview schedule for the survey employed both structured
and open-ended techniques such as card sorting, map drawing,
and semantic differential rating. Data from the 240 house-
holds in the sample included, 1. perceptions of residential
areas, 2. activity patterns, 3. preferences for environ-
mental attributes, and 4. evaluations of the residential
environment.

Survey. Data ga Design Criteria Ss2r Simulation Games:
Analysis of the survey data to date has been limited

to descriptive procedures. Many types of descriptive data
can provide important information for the design of sim-
ulation games. Use of such data should shorten development
time and produce simulation games which are more valid -at
leaSt for the target population of the survey.

Survey data may be employed in the early design stages,
while other data sources such as the use of informants are
helpful after there is some sort of playable game which
they can help to "fine tune," as in the case of ghetto
youths who revised the payoffs in the Ghetto game (Toll,
1969). The gathering of original survey data for design
purposes only,is time consuming and ecpensive, however such
data may have already been collected and analyzed as in the
case where survey data from the Adolescent Society (Coleman,
1961) provided design criteria for The High School Game
(Coleman and Seidner, 1971). The game designer may have
increased confidence in his design decisions when survey
data is used to guide them because of demonstrated relia-
bility of survey items (some of w!lich may be useful in
later post-game questionaires), and size and represenative-
ness of the survey sample. The use of quality data from
surveys or other sources allows explicit rationales based
upon scientific data to underlie design decisions.

In the residential survey respondents were asked to
draw a map of their residential environment. These mans
were then transcribed onto standard maps to that the area
encompassed by the map could be measured. Findings reveal-
ed that the median area of these maps was !, square mile,
and 85% of the resnondonts drew maps having' areas of 1/8 to
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1 square mile. A cal,, model or ;t re:;ide)itial environment
to be used in the iosidential Knvironmont, Game was then
built to encomp,c'o aboqt 1 squaw' mi le.

The researchers also needed to know in what activities
users of residential areas were engaged, and what environ-
mental elements were necessary for these activities, so that
these features could be included in the simulation game.
Respondents in the survey were asked to tell the interviewer
which activities listed on cards were among the things theydid. The respondents were then asked about the frequencyand duration of these activities. By multiplying frequency
times duration for each activity, a variable of "total ex-
posure per week" could be constructed. Values of this var-
iable were then summed over the entire sample for each ofthe activities on the cards. To arrive at a smaller number
of "activity types" for simulation game design purposes,
different classification schemes were superimposed upon thedata. Classification of activities into Work (including
-child rearing), Education, Recreation, and Environmental.
Improvement accounted for the 25 activities which had the
highest values of total exposure per week. 2nvironmental
elements necessary for these activities include Schools, In-dustry, Recreation sites, Transportation, Housing and Health/Safety operatives. These activities and elements were then
included in the design of the roles,issues, and policies of
the municipal level, elements in the scale model of the res-
idential environment, and in the indicators of environmental
conditionS and activities of residents in the user level of
the Residential Environment Game.

New Games_ from Old:
Rather than attempting to create an entirely new gamefrom the ground uppit may be much more advantageous to mod-ify existing simulation games to fit the current needs of

the designer. For some applications it may be more effic-
ient to lift out entire sections of one game andgraftuthem
onto another game. For other applications, it may be more
efficient to abstract out the central "core module" whichdrives a simulation game and apply new meanings to the Parts.Many board games, consciously or not, use a core similar tothe core of Monopoly. Typologies of games often reduce
games to their cores for classification purposes and may pro-vide helpful information about core modules which are avail-able to the designer. -

Advantages of beginning design with an existing sim-
ulation game may include reduction of development time, low-er cost, increased playability, more rapid rule learning by
players who were familiar with the original game, and con-
tinuity between work on the original game such as validity
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studies, learning evaluations, theory testing, or other
research - and work which will be done on the new game.

She Residential Environment Game: Modules, and Grafting
The Residential Environment Game has a municipal decis-

ion making level of play and a residential environment user
level of play which are driven by two core modules abstract-
ed from games already in existence. The municipal level of
the game utilizes the module from policy Negotiations (Good-
man, 1970). Different roles and issues have been provided
which are keyed to user level activities and elements, and
to the physical model of the environment. The usual play-
ing form of Efaily Negotiations as a school board presents
only a special case of its core module which is a more gen-
eral model of decision making processes. Its use of infl-
uence as power to affect decisions and prestige as ability
to maintain role incumbency and therefore authority, make its
core module useful. for designing simulation games which model
a wide range of group decision making processes.

The user level of the game employs the core from the
School Game (Coleman and Seidner, 1971). The usual

playing form of this game as a high school is only a special
case of its core module which is a more general model of the
individual in a social context. Its use of individual abil-
ity levels in different activities as constraints on rewards
in those activities makes it a useful tool with many avoli-
aations.

The "Neighborhood Conditions" section of the Ghetto
game (Toll, 1969) has been grafted onto the High School
core module. It serves as a display device for environ-
mental indicators, and has been expanded to include a trans-
portation category. The physical model has been built to
scale, as mentioned earlier, and is is used to display spat-
ial and esthetic features of the residential environment
which cannot be operationalized through the "conditions"
section alone. The physical model has moveable sections
which are changed as environmental conditiond change.

Data Triangulation: Survey and Simulation Game
The Residential $nvironment Game will be used to find out
if user generated performance criteria are more effective
than standards in the creation of a residential environment
which satisfies different user groups. Two game structures
will form the experimental treatments of the research design.
In the "standards" treatment the municipal level decision
makers will have only formal rules on which to base policy
proposals, while in the "performance criteria" treatment the
municipal level decision makers will be provided with infor-
mation from the user level of the game about salient issues.
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User satisfaction will be measured with a Semantic Different-
ial rating scale which has been refined using the survey data.
The respondents were asked first to rate their existing (real)
residential environment and then their ideal residential en-
vironment on two identical lists of 42 Pairs of polar adject-
ives such as "ordered" versus "chaotic." The data were fact-
or analyzed and a factor structure emerged for each list
which corresponded to the Osgood et al.(1957) "evaluative"
dimension. Cannonical correlations were then computed to in-
vestigate the relationship between ratings of the real and
ideal residential environment on a shortened list of 28
"evaluative" adjective pairs. Results indicate higher can-
nonical'correlations between real and ideal rating lists
for wnites than for blacks or Mexican-Americans when class
was held constant, however overall evaluations(mean scores)
for existing'residential environments vary positively with
social class when ethnicityis held constant. For future
use, Robinson's A (Robinson, 1957) should replace Pearsonian
. in correlational computations,as it is theoretically more
appropriate to measure exact agreement between the real and
ideal scores without adjusting the linear predictions.

Through many plays of the Residential Environment Game,
the researchers expect to duplicate the survey findings in
the "standard" treatment and to increase the satisfaction of
all user groups in the "performance criteria" treatment.
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ECONOMIC IMPACTS OF ENVIRONMENTAL DECISIONS:
A ROLE FOR SIMULATION MODELS

James J. Sullivan
University of California *

Population and economic activity ha.re rapidly increased in the last
hundred years, particularly in the economically-developed nations of the
world.

The technological innovations which succeed one another at a rapid
pace have permitted the diffusion of many commodities on an unprecedented
scale. This process has intensified the pressures on the available
resources. A great deal of concern has consequently developed over the
feasibility of maintaining a trend which imposes more and more demands
on a shrinking resources base. It is out of great necessity that man
must find the optimum feasible allocation of scarce resources to achieve
the satisfactio- of so many needs in an expanding population.

Many times and in different ways, scientists are pointing out the
serious shortcomings which this development may impose on present and
future human welfare. Biologists and ecologists are asserting that .

something is wrong in the way human technology has affected the environ-
ment. Demographers express concern over the future of humanity when
they observe the growth rates of population, etc.

A serious assessment of the situation would conclude that there is
a critical need for planning future activities in a way which may permit
the optimal use of human and natural resources.

The institutions responsible for the formulation of policy are
normally elected through the political system of society. They bear

the moral responsibility of providing their citizens with adequate
living conditions.

Economics has a body of theory which may be utilized toward this
end. The exploitation of our natural environment is analogous to the
use of any productive asset, namely, there is a life expectancy of the
resource, maintenance and operating costs.

But the theory and the analytical tools are far from perfect.
Economic planners are often faced with a choice of planning procedures
which may not adequately answer their questions. Some procedures may be

*Scripps Institution of Oceanography.
This work is a result of research sponsored by NOAA Office of Sea Grant,
Department of Commerce, under Grant #USDC 2-35208. The U. S. Government
is authorized to produce and distribute reprints for governmental purposes,
notwithstanding any copyright notation that may appear hereon.
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suitable toward one end and not adequate for another. They must devise
flexible mechanisms to adapt to changing circumstances, adopt management
systems, meet current and urgent human needs, etc...

The Role of Simulation Models

Not all models can explicate the behavioral aspects of an economy.
Sometimes the situation is too complex to involve a rigorous, soluble
mathematical formulation. Namely, the incorporation into the model of
too many variables in a variety of nonlinear forms does not allow for
solving it analytically and therefore its general properties cannot
be deduced. However, we can content outselves with particular solutions
and still have an overall plan.

Planning by simulation is then an attempt to reconstruct "the
anatomy and physiology" of a prototype system, in order to understand
its functioning and, consequently, to deduce future events provided the
modeled system continues to operate as it had in the past. The planner
has no control over the magnitude and sequence of economic events. He
has the ability to select institutional and structural measures (changes)
which can enhance the workings of the system. He may be able to optimize
on these decisions, but, in general, however, the planner assumes no
control over future economic events.

The success of simulation models for planning depends heavily on
the use of large quantities of data and therefore computer techniques.*
The model must emphasize the algorithm which mathematically duplicates
the physical responses of the system and estimates the resulting economic
net benefit. The planner must manipulate, to his advantage, all control-
able variables which exhibit the ability to be used adequately within
the model and those which do not. Perhaps the best way to determine the
adequacy of a simulation model is the testing of it against known histori-
cal events prior to its development. For instance, a simulation model
for a certain agricultural project may be tested against the historical
record in the sense that it must adhere to past experiences with water
supply, weather conditions, transportation difficulties, and so on.

The availability of computers allows the planner to incorporate
a great deal of information into a simulation model. This allows for a
fairly adaptable and realistic representation of the system. But we
cannot expect a great deal if the conditions of the system change
drastically. In other words, the simulation model "duplicates" the
system as it is and, if amenable to modification, can be used to measure
the impacts of modifications to the system. If, during the planning period
wherein the simulation model is used, there are substantial changes in
the relations of production, the institutional structure, or any other-

*For example the mathematical model developed at MIT by Peter S. Weissman
et al to computer simulate the Menhaden fishing industry.
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serious modifications the model is no longer useful unless it is
modified to reflect these changes. As a matter of fact, to plan.,
involves the notion of wanting to introduce alterations into the
system, and by simulation the modifications can be evaluated.

Concepts and Principles for Environmental/Economic Planning Models

Traditionally natural resources have been identified as the elements
of the natural environment needed for the production of certain basic
commodities (farm, forestry, fishing, water, mineral products) and,
to a much lesser extent, of certain services such as recreation and water
transportation.

With the advent of heavy industrialization and the expansion of the
service sector, the contributions to GNP of natural resources as commod-
ities has decreased substantially. Roughly, the contribution of this group
in 1970 was 11% of the GNP. The extent of this reduction is indicative
of the expansion of other activities. For this reason it is necessary
to broaden the concept of natural resources to better address present
and future problems.

The traditional resource concept requires the introduction of the
concepts of "amenity resources" and "open space resources". Amenity
resources" are a special combination of natural resources which in their
total evaluation add up to convenient location for economic activity and
family living. They may be a certain topography, climate, seashore, etc.
"Open space resources" are those areas that offer breathing space and
recreation facilities for urban dwellers, such as parks, beaches, rivers,
countryside, etc. In approaching a definition of Environmental Resources
one must include not only the traditional economic factors of production
(capital, land and labor) but also the elements in nature involved
directly or indirectly in the production process. These may be in the
climate, the different soils, water bodies, and the vast amount of living
organisms on this planet. Thus, the concept of Environmental Resources
may be defined as the combination of the available means in the productions,
distribution and consumption of goods as well as the complex of climatic,
edaphic, and biotic factors. Their interactions and trade-off will
determine the quality of life of organisms and their ultimate form of
survival.

Against this short introduction four suggested principles for environmental
economic planning are posited without further elaboration:

1. Environmental resources belong to all of society and
no group of people should exploit them to the detriment
of others.

2. The value of environmental resources is expressed in the
degree of usefulness the resources h&ve for humans.
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3. Whenever an activity that utilizes environmental resources
is proposed, planners ought to derive the greatest possible
advantage that the resources may yield.

4. Man's intervention in nature ought to recognize the bio-
logical, chemical and physical limitations of the environ-
ment.

These principles should underlie any model for environmental/economic
planning and the following is a brief description of a general model to
relate economic and environmental impacts to decisions about "land use".

An Ocean Related Resource Model

A mathematic model that can represent the interactions of many of
the vast array of marine resources is needed. Two criteria were estab-
lished to measure the usefulness of the model for our purposes: (I)

that it be simple and (2) that it embody the general principles applicable
to the elements that comprise the marine environment. We start from a
state of equilibrium and then introduce an exogenous shock to one subsystem -
the spillovers then affect other subsystems as a result. To quantify
this model (not reproduced here) we have specified a recursive set of
equations. The method employed is step-wise recursive -- it consists of
a recursive system of equations subject to a series of constraints. For
example, as the solution to the system progresses from the first to the
second equation, the first endogenous variable is determined by only pre-
determined variables. A constraint is placed on the resultant value of
the first endogenous variable (Y1):

if Ylt <Y, then Yit+1 = Yit for all i > 1

In the second equation, the first endogenous variable and the pre-
determined variables determine the second endogenous variable. Identical
constraints can be placed on each step in the recursive process. This
method can also be generalized to include steps from linear to non-
linear relations for some critical value of the relevant variable.

The method is useful in environmental analysis for two reasons. First,
recursivity allows us to depict the serial nature of causal chains in
an ecological system. Second, the different thresholds allow us to
account for a system's ability to absorb exogenous influences up to some
critical level, and to include shifts in, say, a predators range as it
numbers increase. This process could be reiterated until the simulation
had been carried out for the prescribed number of periods. The flow chart
(not reproduced here) indicates that more than one decision rule may be
entered. If all entries have not been considered, the program would then
generate another simulation. When all rules have been considered, a cost/
revenue analysis is performed on the results, and a tabular comparison
can be displayed. The results are then evaluated and either a new decision
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rule is entered or one set of results is chosen. When a final "best"
set of results is chosen, the computer would then retrieve the previous
"best" result and compare that to the most recent computation. The "hest"

of the two is then returned to storage and the comparison displayed.

One example of the model's operation is as follows. Say we Intend to
model the system of marine resources off Santa Barbara, California. Local
planning authorities might be assumed to make the decisions which deter-
mine the amount and quality of sewage dumped into the ocean. Also assume
that the quantity of kelp harvested is determined by private decision
maker. For simplicity's sake, consider these to be the only exogenous
variables. Also, assume that the plankton content of the water and plank-
ton destruction of kelp, via incident light starvation of the haploid
stage, are endogenous to the system. The stock of kelp and all initial
values for the other variables are predetermined at the start of the
simulation.

The program then requires that we establish some decision rule to
simulate the decisions. In this case, we would specify how much sewage
discharge would increase for each period of the simulation as a result
of "land use" decisions and the amount of kelp to be harvested. Decisions
on each could be separate and allow for a more realistic situation. Next
we would specify values for the initial stock of (1) kelp, (2) plankton,
and the per period flow of (1) sewage and (2) kelp harvest.

The period 1 sewage flow would then be computed by the sewage sub
model. If the discharge were less than some critical level it would
not (appreciably) affect the plankton level and period 1 initial values
for plankton would equal period 0's. Kelp stock would change only by
the amount of the harvest. If the sewage fldw exceeded the critical
level, equation 1 would reflect the effect on the plankton level. If

this new plankton level did not exceed its critical 'evel the kelp stock
would again change only by the amount of harvest. Jhould plankton increase
beyond its critical level, then it would adversely affect the kelp stock
and this negative effect would enter in computation of the period 1 kelp
stock. The process continues until the horizon fixed by the planners is
reached. In this manner, it would then be possible to incorporate possible
loag-term impacts into current decision making.

Summary_

The example model is based on the principles listed above and
demonstrates the need for planning in a very simple case: one where a
private decision maker directly affects a marine resource (kelp) and
a public agency indirectly affects the same resource. Without planning,
the sum of the two impacts on the resource could destroy it. With planning
by simulation, the resource can be protected yet utilized in a manner to
produce the highest human value over time consistent with the biological,
chemical and physical constraints.
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VALIDATION OF AN AFFECTIVE
SIMULATION GAME

Jean M. Johnson
Stanford International Development Education Center

I INTRODUCTION

Planning and Planning_Style
Planning in a modern context deals with the illumi-

nation of alternatives and the assessment of the social con-
sequences of each alternative. The choice theory of planning (14)
exposes the choices planners make in selection of alternatives,
the im acts to be assessed, and in the selection of criteria
by w ch to compare impacts and establish preferences. Plan-
ning style can be distinguished by the planner's orientation
to the public in terms of whose values are included in plans,
who participates in decision making, and who benefits. A
taxonomy of different styles include rigid and flexible.

Whose Goals?

RIGID

One set of objectives,
elite, traditional,
etc.

Who makes Professional planners,
Decisions? elites, single inter-

est groups.

Who Benefits? Narrow assessment of
costs and benefits.
Beneficiaries are
limited sector of the
elites or traditional
community.

FLEXIBLE

Values and objectives
of various subgroups.

All citizens affected
participate in planning.

Full range of conse-
quences assessed for
each group. Benefits
for the collective
good.

Flexible style is seldom practised. One impediment is the
attitudes planners must adopt before the flexible style will
actually operate. These include acceptance of various value
orientations, participatory planning and determining benefits
for the collective good.

Simulation Games_for Planners
With some exceptions, planning games have planners, pro-

fessionals and politicians making the decisions, thus rein-
forcing the rigid style in planner education. Gutenawager, (10)
however, discusses the potential of simulation games to critique
rigid style and the-appropriateness of existing hierarchies.
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Nuer and- Simulation Game for Modifyink Planning Style
Nuerland, a simulation of Colonialism imposed on a

tribal society in Southern Sudan, was designed to modify
planning style by providing a negative experience with rigid
style. The structure of the first part of the game gives the
players an experience with the importance of cattle to the
Nuer life style. Communication with dead members of their
lineage, marriage contracts, seasonal alterations of wet and
dry seasons, the search for pasture, conflict and feud resolu-
tion, every possession of life and means of life support and
satisfaction revolve around cattle. In the second session,
players interact with the model of the colonial (rigid) plan-
ning style. The variables of planning style (whose objectives,
who decides and who benefits) are very narrowly defined for
colonial planning, with goals that are aloof from the cultural
values of the Nuer, non-mutual goal setting, a high-power
relationship of the colonial administration with the Nuer, and
external beneficiaries. This rigid model is operationalized
in the game by introducing colonial legislation as new rules
which prescribe different behaviors for the tribesmen'. It is
important that dissatisfaction with rigid style is not directed
toward a villian whose victimage will divert attention from
necessary changes in the social hierarchy. Attention should be
directed toward examining the rules of the game which sustain
a hierarchical structure.

II VALIDATION OF AFFECTIVE SIMULATION GAVES

Types of Validation
Validation of a simulation game should be in terms of

its usefulness in reaching particular goals. (32) (5) Two
broad goals of simulation games are research and teaching.
Validations of simulation games for research are best accomp-
plished through establishing isomorphism, that is, does the
model conform to the "real world". Validations of Inter-Nation
Simulation (INS) are accomplished by comparing the assumptions
of the model to existing theory and data. Validations of
simulation games for teaching include empirical, predictive,
theoretical and face. Empirical validity is the closeness of
fit of the game structure or outcomes to a real life measure.
Boocock compared the player's final game position with their
reported real life behavior for an empirical validation of
Generation Gap. Predictive validity would predict future
behavior from positions or scores in the game. In Boocock's
study, one player carried out decisions similar to game behavior
several weeks after playing Generation Gap. Theoretical
validity is the degree to which the game structure or outcomes
conform to some theory. Russell found that the simulation game
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Adolescent Society confirmed one aspect of Coleman's research
on the social system of the high school-- playing a role that
was not highly valued in a particular social corqext affected
the subject's evaluation of the desirability of that role.(16)
Face validity is related to verisimilitude, the players' reac-
tions to the overall plausibility of the game model and struct-
ure. The present research proposes a validity study of players'
perceptions of the game model and structure, and a determination
of whether the simulation game is adequate in communicating the
full range of implications arising from a rigid planning model.

A Validation Approach
The present game is proposed for use in the area of

planner education. The game is designed to provide the oppor-
tunity for negative experiences stemming from interaction with
a model of rigid planning style. The planning students as
players would experience a difference between tribal life and
a colonial administration imposed from above. These experiences
should enable students to better "feel" what an established
social organization might "feel" as recipients of projects
already formulated by expert planners of different cultural
orientations.

It appears that the most useful validity measure for
the game is face validity, i.e., the test of whether the rigid
planning style is perceived as a negative experience by the
players and whether playing the game results in a change in
orientation toward flexible planning style. A further aspect
of validation, the aomparative usefulness of the game with
respect to other affective techniques, is not considered in
this research. Conflicting results ftm both learning content
(15) (5) (8) (2) (3) or changing attitudes (6) (j9) (11) has
been reported and is a matter for witch :.ether research
should be addressed.

Instruments
One simple measuring device for the perception of the rigid

model is through the use of a semantic differential rating.
This is adapted from Neil Rackham's in-game assessment device
used to measure the level of satisfaction from a game period.
Items for assessing player perception of and satisfaction with
rigid planning style will be nested into a scale with Rackham's
items.

A statistical regression instrument will attempt to
measure the preference for flexible planning style between
game players and non-game players. The instrument is based
on a multi-variate linear model which gives an empirical
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estimation of an individualtts preferences for the variables
of planning style by analyzing preferences of a number of
planning alternatives with different combinations of the
variables. This procedure has been used in the areas of inter-
personal learning, clinical analysis and judicial decisions.

The device utilizes multiple regression analysis to
"capture" the relative weights a person gives to the accom-
plishment of various objectives. An instrument baued on this
technique would provide mathematically calculated measures of
revealed preferences. The method utilizes the solution of a
multiple regression equation of the following form:

Yj = a01 + aliX1 + a2iX2 + a31X3 aniXn

A solution for the a's gives a quantitative measure of how each
subject (i) weights various attributes (the X's) of given alter-
natives (the Y's). Thus a subject's policy is "captured"
mathematically by calculating the relative importance given
to each of several variables.

To experiment with the appropriateness of this technique,
an instrument was devised using five variables: income, growth
rate, income distribution, literacy and modern versus traditional
lifestyle. Thirty sceneries were created, each describing a
planning alternative, i.e., the results of choosing a given
action. The subject is not told what the action is, but
rather the soical and economic consequences are described on a
card. Consequences; are indicated by values on the five varia-
bles listed above. The subject-then ranks the cards according
to his preferred ordering. In quantifying the variables, the
technique of magnitude estimation scaling is used in a manner
similar to that employed by Sellin and Wolfgang's Measurement
of Delinquency. (17) This is essentially a ratio scaling
method. The results of one experimental exercise with the
instrument are listed below comparing myself (SIDEC) and an
environmental scientist from the National Academy of Science
EMS).

VARIABLES
Per Capita Growth Income . Literacy Trad/Mod R2
Income Rate Distribution Lifestyle

SIDEC .83 .33 .26 .18 .13 .79

NAS .91 .09 .12 .03 .04 .81

The relatively high weight given to income by both subjects
shows the dominance of this variable. However, the weights
assigned to growth rate, income distribution and literacy
indicate strong differences in the implied preferences for



these attributes. The high R2 appears to indicate a great
amount of consistency in spite of the large number of combina-
tions. In addition, it suggests that the linear model is
acceptable. A validation instrument using this technique was
designed to measure evaluations of planning styles through the
use of four variables:

Xi = Makeup of Planning Ministry (Who makes decisions?)
X2 = Incidence of Malaria
X3 = Level of per/Capita GNP (Who benefits?)

X4 = % Nomadic vs Modern lifestyle (Whose values?)

Model: Y = a0 + a1x1 + a2x2 + a3x3 + a4x4

where Y = score assigned by subject to given alternative.
(normalized)

GROUP Y BEFORE GROUP Y AFTER

Alternatives Average Score Alternatives Average Score
A .34 A .10
B
C

.03

.1 C

.31

.26
-.16 -.19

F .24 -.13
G -470 -.51

.15 ..34
I .07 -.23

-.51 -.28
K .50 .49
L -.38 -.43
bi .38 In .51

Group equation before
Y = .03 - .15X1 + .40X2 .79X3 * 1.12X4

Group equation after
Y = .05 - .35X1 - .06X2 + 1.30X3 + 1.42X4

The pilot test on the instrument showed the need for:
1) a written introduction to the instrument when administered

to a group.
2) at least one hour to complete the instrument, and
3) an increase in the number of cards so that the data points

from alternative proposals could yield statistical significance.

Expected Results
It is expected that a low level of satisfaction, the, is

perceiving the rigid style as oppressive, will correlate with
modification of planning style in the direction of flexibility.
Likewise, a high level of satisfaction from interaction with
rigid style will not correlate with modification of planning
style toward flexibility. For the validation instrument, the
difference in regression coefficients between treatment and
control group will be measured. A pattern of regression
coefficient differences is expected with the same amount of
explained variance, reflected in the Ri.
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AN ALLOCATION DECISION-MAKING MODEL

Kenneth A. Morris
Department of Health, Education and Welfare

This paper describes and examines a method of representing in a
computer simulation model the decision-making process used in
selecting goods.

The model can be better understood in the context for which it was
originally developed. The Department of Health, Education, and
Welfare is responsible for the management of a program that donates
surplus Federal personal property for use in education, public health,
and civil defense. HEW's principal function in this nationwide program
is to allocate surplus property as it becomes available from various
Federal sources. Allocations are made to State agencies for surplus
property on request. These agencies in turn distribute the property,
as requested, to the schools and health institutions within their State.
The State agency has a free choice of property, both in quantity and
in kind, subject to availability and competing demands. Its operations
must be financially self-supporting. Even though the property is
donated, the State agency bears the cost of transportation, warehousing,
clerical support, and returns of uncalled-for property.

Client institutions support the program by paying service charges to
their State agency for goods received. These service charges are the
sole source of revenue to the agency since it is not supported by tax
appropriations.

Figure 1 shows a general model of the allocation process indicating
the relationship that exists between State agency and the HEW allocator.
The decision-making criteria and the manner in which they are applied
by different requesters under different circumstances are the principal
focus of this paper. For the purposes of this simulation, the allocator
exercises no human judgment, but applies a prescribed allocating rule
or algorithm appropriate to the situation. Property offerings are
constructed in the model by generating from real-life frequency distri-
butions each of the six-essential characteristics of property. These
are: kind; condition; value; weight; quantity available; unity, of measure.

In operating the simulation model, property offerings are generated in
succession for a sufficient number of times so that inferences and
conclusions drawn from the means and distributions are statistically
valid within desired confidence limits. There are sixteen requesters in the
model, representing the gamut of independent characteristics felt to have
the greates', effect on seiet-Lion decisions. These characteristics are:
the aggressiveness of the requester in terms of varying propensity to
request property of marginal utility or condition; the requester's resources,
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Page 2 An Allocation Decision-making Model

which will temper or bolster his acquisitiveness; his proximity to his
sources of supply, since distance translated into transportation cost
represents his largest single item of cost; his entitlement share which
constitutes his idealized "fair share." In the present panoramic
model design, each of these four characteristics is represented at
two levels, thus yielding sixteen possible combinations. These sixteen
requesters approximate the spectrum of all real-life requesters.

The overall selection process is shown in Figure 2. The hypothesis
that selection criteria are applied in succession is implicit in the
model. The hypothesis further suggests that decition criteria are
applied in inverse order of importance. "Importance" in this context
is a value judgment made by the requester based on his assessment of
the consequences. A rank order of criteria will ensue. It is further
suggested that decision criteria may be applied in groups rather than
in individual sequence. If there is more than one criterion in a group,
the decision to accept, reject, or accept provisionally, for further
examination, is deferred until all criteria in the group have had an
opportunity to be applied. The weight of criteria within a group will vary
according to the circumstances. Any one criterion therefore may attain
overriding importance if its value at the moment attains exceptional
weight, swamping the effects of the other criteria. A corollary is that
groups tend to grow larger in numbers the further down the priority scale
of importance they find themselves. As a consequence, this suggests
that the more the total number of criteria that have to be invoked and
applied to the decision, the more the outcome of the decision approaches
the toss of a coin.

These propositions will now be examined in some detail in the design
of the property ,election model. Although. the decision-making process
is described here in terms of property selection, it is felt that the model
is generalized enough to apply to many other selection processes such
as buying clothes at a department store or recruiting candidates for a
job, substituting, of course, different appropriate criteria.

In the present model, by far the most important single criterion is
the degree of utility that the property offering has to the prospective
acquirer. Utility itself, without consideration of any other quality that
the property may have, is a purely subjective value judgment unique to
each selector. Thus surplus arctic clothing, for example, may have

'very high utility to Minnesota with its icy weathers, whereas it is of no
utility at all to Florida. The judgments of utility of course will vary from
one requester to the other. It is felt, and so reflected in the model,
that these judgments are primarily affected by the individual requester's
aggressiveness, as defined for these purposes. If the history of each
of their classifications of property examined were to be arrayed, they
would appear typically as in Figure 3. Assuming consistency of behavior,
this would provide the basic frequency distribution neecbd to generate
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Page 3 - An Allocation Decision-making Model

(by uniformly distributed random number) the particular classification
assigned for that offering by the requester. The requester can now
apply this newly developed information as the first selection screen.
The probability of each of the three possible decision outcomes is
indicated on a scale of 1 to 100 in Figure 4, varying according to
aggressiveness of the requester. Consistent with experience, the
"reject-outright" zone becomes larger, and the "accept-outright" zone
becomes smaller as utility diminishes from high to low. A random
number determines the exact outcome in each case as before. If the
offering survives the examinal ion with a tentative acceptance as the
outcome, then the second criterion group is applied. In this case,
it is found in the combination of utility and condition. Its reach is
shown in the three - dimensional array of Figure 5. This one is typical
of Requester #1 who is the me ;t aggressive and has the largest resources.
The zones of outright rejection and of outright acceptance are as shown.
As may be expected, the higher the utility and the better the condition,
the greater the probability of In outright acceptance. The opposite is
also true. For those requesters who are conservative by nature, or
whose smaller resources compel them to be careful as to the consequences
of a poor choice, the outright rejection zone would be proportionately
larger and the outright acceptance zone would be correspondingly smaller.

If a selection has not been made after applying the second group of
criteria, then the third gr.oup gill have to be brought to bear. The three
members are: profitability; e Ititlement status; and level of inventory
of the kind of property being examined. The inventory level incidentally
may be expressed in either physical space available, or in terns of
dollars invested in that particular class of property.

The three criteria in this group were selected by consensus to rank
equally next in importance after utility and condition. To reflect their
influence in the model on the decision outcome, a universal scale is
constructed. The x-axis is graduated from zero to 100, positive to the
right and negative to the left. The y-axis is scaled from zero to 2,
upwards positive and downwards negative. This represents a subjective
and relative desirability score assigned by the requester. Thus for
profitability (see Figure 6) an aggressive requester calculating a profit
of 50% above break-even, would assign a positive desirability score of
1.2. Conversely, he would be disposed to accept a loss of as much as
20% on the transaction without allowing that much of a loss to deter him
from asking for the property if other factors seem to be advantageous.
By contrast, the conservative requester will demand a higher degree of
profitability for a given level of desirability that he may be induced to
attach to the offering. Furthermore, he will tolerate an expected loss
of no more than 10% before deeming the item totally undesirable.
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Page 4 - An Allocation Decision-making Model

In a fully detailed model each individual requester would have his own
characteristic set of curves, reflecting the history of his past behavior
in applying these criteria over a large numbs- of decisions.

The entitlement status of a requester is the percentage under or
over of his "fair share" that he has attained at the moment (Figure 7).
The aggressive requester is relatively indifferent to the importance to
this criterion as long as he finds himself at, or comfortably above,
100% entitlement. Only when he is quite low compared to where he
should be does he allow this factor to attain significant influence in
urging him to make an affirmative decision on an offering. The
conservative requester, on the other hand, is much more sensitive to
deviations from the ideal of 100% as can be seen from the curve.

The status of the inventory of the kind of property under examination
is affected more by the resources of the requester than by his tempera-
ment (Figure 8). The requester with large resources does not allow
himself to be deterred from requesting the offering merely because the
inventory level is relatively high, i.e., above 50%, at least not until
he is crammed to overflowing. With his large resources, he can afford
a policy of replenishing vigorously as soon as his stock falls below
50%. On the other hand, the requester with more modest resources
cannot afford this affluence. He follows a more cautious policy of not
replenishing until.he is down to about the 25% mark. Conversely,
when he reaches and starts to exceed the 75% mark, he becomes more
and more cautious.

The net result of applying the three criteria individually may now be
obtained. The individual desirability scores are summed arithmetically
(see Figure 9); the resulting score determines the outcome depending
where it falls in the acceptance zone. If a partial quantity results,
the fraction to be requested is pre-related to the partial zone.

Two features of this procedure should be noted at this time: no
3cision is reached until all criteria have been applied. The sequence,

therefore, in which they are computed is immaterial since each is
assured its opportunity to affect the outcome. Secondly, the effect of a
given criterion existing at an extreme value along its range, can be
overwhelmingly strong. In contrast, when extreme values do not exist,
the criteria are comparable in effect. This is consistent with real-life
experience wherein for example, the presence of empty bins will induce
a positive decision, .notwithstanding, a low profitability that might be
attached to that offering. The converse situation would also be true.

This concludes the description of the essential features of the
decision-making model. It illustrates the method employed to bring all
relevant factors to bear on the selection decision in proper relationship
to each other, varying in degree according to the circumstances of the
selection.

164



REQUESTOR(S)

1

REQUEST

CRITERIA

GENERAL MODEL

ALLOCATION
--0

IT

REQUEST(S)-

MAX QUANTITY

MIN QUANTITY

ALLOCATION(S)

REQUESTOR(S)

QUANTITIES

I
PROPERTY

4---,

Figure I ALLOCATION FI.o11

ALLOCATOR

1 iALLOCATION

PROCEDURES

SELECTION PROCESS OVERVIEW

ACCEPT OUTRIGHT

UTILITY

1
es.
WIVV
oiC

REJECT

UTILITY

REJECT

-1 CONDITION

--.1 PROFITABILITY

--41 ENTITLEMENT

HINVENTORY LEVEL

REJECT

Figure 2 SF:LF:("I'ION PROCF:SSoVERVICW

REJECT

OUTRIGHT



ra
W

iti
tIO

N
IN

 II
 IN

E
N

V
IE

N
IE

N
S

 Il
i

:=
N

R
O

V
IN

F
IN

IN
IIM

IN
IE

N
I E

 II
 N

M
E

S
S

IN
IE

N
IE

S
E

E
N

E
IN

E
S

IN
IM

E
N

IM
tE

R
N

O
W

N
IN

IM
IN

E
S

IS
IE

S
E

N
IS

 N
M

W
O

R
M

IN
N

IN
 E

 /
/A

Iff
ill

iff
le

R
N

M
IN

A
/ I

N
E

M
IN

M
E

N
A

W
E

E
S

E
N

N
IM

E
IN

IS
IM

IN
E

N
11

/
A

W
E

V
IN

N
 E

 H
E

IN
 IN

/ E
 I,

E
IN

E
V

IR
E

 M
I A

M
 E

IN
IE

S
S

E
IN

IM
III

 M
E

E
 E

III
M

E
H

IN
E

E
M

fiE
S

S
Z

W
IN

IE
S

 S
E

N
N

 N
E

S
S

E
 I 

h
&

W
I

Iff
A

/1
/ M

E
SE

 I
N

/1
//1

11
/1

/
A

H
I 1

/1
/1

11
11

11
1E

IN
IN

E
IN

 N
M

 II
 I 

/ I
 Il

la

W
E

IN
 E

IN
E

IN
III

III
N

E
IN

IN
E

E
M

W
E

I
/1

1/
1 

I H
IM

 O
H

M

go
IM

P

O
N

O

1

1 ...
r.

M
E

E
 1

 A
M

IE
 1

 /I
 E

 A
ef

irE
N

S
E

N
E

IN
IS

E
 IN

/
A

7
II/

 /1
/1

1/
II

A

E
SE

'E
N

M
I

1
N

E
 A

M
A

Y
 /

/
//E

/
E

R
E

 H
i/ 

E
A

IN
E

W
E

E
N

N
IE

N
IM

IIE
N

I I
 IA

W
M

 /I
N

 E
IN

III
IIN

III
N

N
E

S
E

A
ar

tM
7

I
/I 

II 
I

ti&
M

S
Y

/I
E

l
/I

E
 M

IN
A

-
E

M
M

.9
41

/ /
11

 IN
N

IE
N

E
S

IE
/ B

R
E

A
F

IN
E

R
R

E
IN

III
N

IE
R

N
IM

A
.9

4.
V

II
E

M
E

IN
II

N
IN

IN
IM

IN
IA

at
ta

:N
O

W
 /I

 / 
E

N
 / 

M
IM

I A
E

M
E

S
IP

S
E

N
N

E
8 

I A
E

l
/ I

I
I E

IN
E

N
IIN

1
N

Y
E

 S
E

/
S

 E
IN

E
M



goo

UTILITY-CONDITION SCREEN
(FOR R1 - AGGRESSIVE W. LARGE RESOURCES)

G.

gi/
0

%-k 1 SC1/4

N.3.P

100

75

50

-4- REJECT OUTRIGHT ZONE

ACCEPT TENTATIVE ZONE

25

-4- ACCEPT OUTRIGHT ZONE

0--- TOP CONDITION

GOOD CONDITION

POOR CONDITION

Figure 5 . UTILITY /CONDITION SCREEN

-tt 1

LAJPROFITABILITY 2.0 CONSERVATIVE)
...I AGGRESSIVEco

w /ct 1.5

re3

CZ
La w

1:2 1.0 /C,
CC.,4 0.5 /
I--
--- -100 -80 -80 -40 20 40 80 80 100

cC
CZ

Figure b. PROFITABILITY



2.0

tw 1 CONSERVATIVE

CC44

1.5- ENTITLEMENT

IAAinLa
CC C3

4 \ STATUS
0
C.) /

0.5CI7
AGGRESSIVE

-100 -80 -60 -40 -20

-0.5

-1.0

-1.5

-2.0

40 60 I 100\
Figure 7 . ENTITLEMENT STATUS

2.0
1.1J
...J RICH--I INVENTORY
c. I 1.5

LEVEL
,--,3 POOR

I.A.1 las
CC C3
C)

1 1.0

eC.)z) It0.5

>-I=
100 -80 -80 -40 -20 20 40 6 80 I 0

CO
VP -0.5fx
(1)

en
La La -1.0
C:1

g
c7) -1.5
1.1J
C3== -2.0

Figure :.. INVENTORY LEVEL



2.0 f COMBINED CRITERIA
Lai

41

a
Co

ENTITLEMENT
1.

ix

Lai tA.i
FA (AGGRESSIVE)

1. Ic / 1&. .:PROfITABILITY
= in
c3
ce) 0.5 4' g #.-- ....- (AGGRESSIVE)CC P

dC L.1
Q. c)

...4

.J.J

-100 -80 -60 -40 -20* =20 40 60 100. .
415 c, \; INVENTORY-i.o- ,f,

a°
N.

. ..9

. . =
i

(POOR)
cc
(7) -1.5
La a
inz= -2.0I

Figure 9. COMBINED CRITERIA



LEARNING GAMES AND STUDENT TEAMS: THEIR EFFECTS ON CLASSROOM PROCESS,
STUDENT ATTITUDES AND ACHIEVEMENT

David L. DeVries and Keith J. Edwards
Center for Social Organization of Schools

Johns Hopkins University

The purpose of the present study was to investigate the independent
and combined effects of a learning game and student teams on classroom pro-
cess, student attitudes and achievement in mathematics.

Learning games are defined as activity structures in which the players
(i. ., students) use a body of knowledge as a resource in competition with
other players to achieve a stated goal (e.g., use vocabulary skills to place
first in a class spelling bee). Such games have been used on an ad hoc
basis by many teachers as a means of making interesting the dull task of
rote learning. Allen and his colleagues have encouraged more systematic
use of the technique by developing a series of learning games based upon a
resource allocation model for teaching mathematics (EQUATIONS), word
structure (ON-WORDS), set theory (ON -SETS) and symbolic logic (WFF'N PROOF).
(See Allen, 1972, for description of the model and the various games.) The
rationale for the efficacy of the resource allocation games as learning en-
vironments is that,

"When the resources to be allocated...are symbols
repre:.anting the fundamental ideas of a field of
knowledge, the resulting activity can be a powerful
instructional interaction. A learning environment
can be designed to emphasize interacting peers
creating and solving highly individualized problems
for each other. In such a learning environment when
they are imbedded in games as resources to be used,
ideas tend to be voraciously pursued. Players have
something to do with the ideas that they are engaged
in mastering; they don't merely hear them or express
them In print." (Allen, 1972:1)

In essence the games place students in a situation which includes an
interdependent task structure and which actively involves them in applying
the knowledge to be learned.

A unique feature of the resource allocation games is the tournament
used to structure competition. Students of approximately equal ability
compete individually in small groups of two or three players. A group hier-
archy based upon ability is identified and, after each round, winners and
losers in adjacent groups exchange places, with the winners moving up and
the losers moving down. Thus, the probability a given student will receive
positive reinforcement (winning a given game) is approximately one-third
and the reinforcement immediately follows the appropriate student behavior.
Both probability and immediacy of reinforcement have been shown to be
critical factors in learning (cf. Skinner, 1969).

The second instructional technique investigated here, student teams,
is highly related to games. Allen has suggested that teams be used as an
integral part of his games (Allen, Allen & Ross, 1970). The rationale for
using student teams stems mainly from the work of Coleman and others on ado-
lescent subcultures (Coleman, 1959; Spilerman, 1971). Coleman argues that
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by structuring team competition in the classroom, peer forces can cause indi-
vidual students to become more interested and involved in academic tasks,
producing concomitant increases in achievement. DeVries, et al. (1971) found
a normative peer climate more oriented toward academic involvement in classes
using cooperative work groups as compared to students using individual
study but no achievement differences were identified.

A second observed effect of student teams is increased student peer
tutoring (Wodarski, et al., 1971; Hamblin, et al., 1971). When the rein-
forcement an individual student receives depends on his team's performance,
it is to his advantage to increase the academic skills of his teammates via
peer tutoring. The above mentioned studies of student teams have shown
team reinforcement to be superior to individual reinforcement for creating
student learning. However, the reinforcement was based upon a taken economy
with material backup and did not involve interteam com?etition.

Recent research has provided evidence of the efficacy of the games-
teams combination for learning (Allen, et al., 1970, Edwards, et al., 1972).
However, no studies have investigated the independent effects of games and
teams on either student learning or classroom process. The present study
was designed to fill that vacuum.

Method

Subjects, Design, and Procedure

The subjects were 110 seventh grade students in four mathematics classes
at an urban junior high school; 437. of the students were blacks and 477.
were males. The experiment was a 2x2x3 randomized block design, with the
three factors being task (games vs. tests), reward (team vs. individual),
and ability (low, middle, high). The students were classified into ability
levels on the basis of their previous quarterly math grade, with one third
of the students in each ability level. They were then randomly assigned to
task and reward conditions within ability levels. The resulting four
treatment groups were almost exactly equal in average ability.

The four math teachers who participated in the study were two men and
two women, and were all in their first or second year of teaching. The
experiment lasted four weeks (twenty school days); the classes met for fifty
minutes per day. At the end of the second week the teachers exchanged
classes, so that each treatment group was taught by both a man and woman.

Experimental Treatments

The two Ines of the task variable were identified as "game" and
"tests." Students in the two task conditions received similar instruction
for three days each week, but on Tuesday and Fridays, the "tests" groups
were administered quizzes on the material they had been taught, while the
"game" groups played the learning game Equations. This game requires the
players to use a given set of digits and symbols (generated by rolling
marked cubes) to construct algebraic expression:; equal to a specified number.
In each "game" classroom there were ten Equations games being played at the
same time, with three students in each game. The students were initially
assigned to game tables on the basis of their mathematics ability. After
each day's play, the winner at each table exchanged places with the loser
at the next higher 'cable. This "bumping" procedure kept the game tables
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homogeneous in ability while taking into account new learnirq by the students.

The two levels of the reward variable can be identified as individual-

reward and team-reward. The team reward classes were divided into teams of
four students in such a way as to have a maximal variety of student abilities
on each team, with all the teams about equal in average ability. Teammates
were encouraged to help each other during practice periods, although each
student performed individually on the game or the quizzes. A newsletter
was distributed to the students on the day after each game or quiz. The
newsletter listed individual scores, team scores, and team rankings, on the
most recent game or quiz and-(cumulatively) for the "season." The team-reward
students were told their math grade woulu depend partially on their team

score. In the individual reward classes the students were not divided into
teams and the newsletters listed only individual scores.

Dependent Variables

Data were collected on three groups of variables: classroom process,
student attitudes and student math achievement. Classroom process measures
included:(1) classroom observations of student behavior during the practice
sessions;(2) sociometric items on which students indicated what other students
they considered as friends and which students they had helped or been helped
by;(3) the Learning Environment Inventory (LEI), a student self-report scale
of several dimensions (Difficulty, Satisfaction, Cohesion, Mutual Concern,
and Competition) of the classroom climate.

Four student attitude scales were administered. The four-item scales
measured the student's attitude toward: attending the class, receiving the
newsletter, working with other students, and general interest in the class.
Two math achievement tests were administered. One was a forty-item standard
math test of skills with the fraction and decimal operations (both of which
were taught during the four week period). In addition a divergent solutions
test, especially designed to test the math skills required to play Equations,
was included. Except for the classroom observation data, all measures
were administered on the final day of the experiment.

Results

Classroom Process

The classroom observations of student behavior during the practice
sessions were classified into two categories: "peer-tutoring" and "other."
Significant effects were noted for both the task and reward factors (p 4:.001
for both) in the direction of creating more peer tutoring behavior. The
sociometric choice data were analyzed in two ways. First, the mere number
of students listed were counted. The reward factor affected significantly
(p< .01) the number of students with which the respondents worked (the team
reward students working with more of their peers). The same effect
noted for the task factor, although with less intensity (p4;.05). Lther

the reward nor task factors had a significant effect on number of fiend-

ships. The second mode of analysis for the sociometric data examined the
number of cross-race or cross-sex selections. To summarize very briefly,
significant reward effects were noted for both the cross-race ard cross-sex

selections. That is, students in the team-reward conditions worked with
and considered as friends a significantly larger proportion of students from
the opposite sex or from another race than did students in the no-teams



condition. The task factor (i.e. games vs. no-games) showed no consistent
effect on either the level of cross-race or cross-sex selection.

For the measure of classroom climate (LEI), the task factor revealed
significant effects on three of the five climate dimensions, with the games
classes viewed as less difficult (p4(.001), less competitive (p< .05), and
more satisfying (p<.001). Two significant main effects were noted for the
reward factor with the team-reward :lasses being perceived as more competi-
tive (p< .05), and as exhibiting more mutual concern (p< .001) than the
individual-reward classes. One important task by reward interaction (for
competition) was also observed. The interaction indicates that three of
the four conditions had nearly identical levels and the no-games, team-re-
ward students reporting a significantly (p<.05) higher level of competitive-
ness in their class.

Attitudes and achievement

A consistently significant task effect (p4;.01) was noted across all
four attitude scales, with the games students being more positive towards
their class. A significant (p< .05) and positive reward effect was noted
for only one of the four attitude scales, namely the "general interest in
the class" scale. No significant task or reward main effects were observed
for the standard math test measure. A significant (p.<.05) task main effect
was obtained for the divergent solutions test, with the games classes
scoring higher on the test.

Discussion

In general, introducing games into the classroom had the effect of
creating a less difficult and more positively reinforcing classroom experi-
ence for the students. This, in turn, created more positive student atti-
tudes toward the class and some performance improvement on a game skills-
specificmath test. The use of student teams, in contrast, had some effects
on classroom process, but had no impact on either attitudes or math perfor-
mance. Placing students on teams also created more helping among students,
particularly among students from the opposite sex and/or different races.
While both games and teams had a significant effect on the students, they
created quite distinct changes in the classroom.

The games-teams combination had a more widespread effect on the class-
room than did either games or teams. The class which was exposed to the
combined treatment was characteriied by greater social integration, greater
student peer tutoring, an improved social climate, more positive student
attitudes, and some increase in math achievement.

The lack of significant achievement differences on the. decimal -frac-
tions computations test seems due to the length of the experiment (4 weeks).
The conditions for increasing achievement were created (peer tutoring, class-
room climate, and positive student attitude). If the classes had been able
to continue, presumably achievement difference would have emerged. A second
study conducted by the authors supports this contention (Edwards, DeVries, &
Snyder, 1972). In this experiment the games-teams combination (using Equa-
tions) was implemented in two seventh-grade math classes for a nine week
period. Pre-test and 'post-test differences were compared between these two
experimental. classes and two control math classes. Significant differences
were noted on three measures of math achievement, with the games-teams
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classes having greater gains on all measures.

The results of the present study lend support to the advocates of
learning games with teams as teaching tools. However, much work remains to
be done in evaluation of learning games. The effects of games and teams
should be investigated for a variety of the learning games now available.
Other relevant extensions of the current study would be an examination of
the effects of length of time a game is used, as well as the level of
intensity of its use (e.g. play once a week vs. once a day) on students.
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An Evaluation of A Simulation Combining Television and the Computer for High

School Government Classes

Keith J. Edwards Portia Meares and Louise Henry

The Johns Hopkins University WNVT/53, Annandale, Virginia

The purpose of the present study was to evaluate the effects of a simulation
involving 900 senior high school students and combining the technologies of
ecmputer simulation and educational television.

WNVT/Channel 53 was going on the air March 1, 1972. After three years of
planning, the new channel would offer a limited school broadcast service during
the spring for the Northern Virginia Schools. Full school service would begin

in the fall.
WNVT/Channel 53's official school representatives from its six school

syste- 'since grown to nine) were eager to demonstrate that their new regional
educational resource would be used in innovative and dynamic ways, in ways that
were sound pedagogically but that would attract the attention of students,
teachers, staff and the wider community.

School representatives identified the twelfth grade local government course
as a curriculum area that could use additional resources. Choosing a simulation

in local government involving students in the decision-making process was a
logical outgrowth of the committee's deliberations.

A computer model simulating a three-jurisdictional system was available.
The computer component added another dimension to the mix. Social studies
curriculum supervisors were enthusiastic about introducing the use of computers
as a factor in social decision making for high school students.

Adapting a computer model, heretofore played in a single location in a
highly compressed time span, to a television model covering 23 participating
schools in a 2000 square mile area was a heady and risky undertaking. To mount

a major production effort as a first venture wita a station still installing
equipment compounded the risk. The following is a report of the results of this

undertaking.

Method

Sample. The sample consisted of approximately 900 twelfth grade students
from 23 high schools in five counties of Northern Virginia. All were enrolled

in local government classes in their schools. Only the above average students

in each school were chosen to participate. The selection process presented pro-
blems in te_ms of identifying comparable nonsimulation groups against which com-

parisons could be made. Within a given school a nonsimulation class taught by

the same teacher as the simulation class was sought. If none were available,
then a government class taught by another teacher in the same school was obtained.
In all only eight such "control" classes could be identified. Of these only

three returned both pretest and posttest questionnaires.
Design. The evaluation design involved obtaining pretests and posttests

from the simulation participants and then obtaining similar data from comparison
groups which were exposed to "other" nonsimulation instruction. No attempt

was made (nor could be) to specify of what the "other" instruction consisted.
The aim was simply to gather data from nonsimulation students which would pro-

vide a basis for evaluating pretest-posttest changes observed for the simula-
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lation participants.

The Simulation. The Tri City simulation is a derivative of Environme-
trics City model. In playing the gaming model, users participate in a hypo-
thetical three-jurisdiction urban system. They make all the decisions at the
local level that affect city operation, growth, and change. That is, the
participants, in becoming the decision-making elements in a simulated three
city system, make the private and public decisions that cause cities to
function.

As in the real world, game participants have control over a number of re-
sources (time, energy, intelligence, money, power, and influence). They usethese resources to achieve goals they set for themselves. No participant re-
ceives an explicit score-card on how well he performed, but there are implicit
indicators telling him how successfully he achieved his self-established goals.
For'instance, a person attempting to maximize economic profit receives a balancesheet and income statement at the end of each simulated year. Whether or nothe earns maximum profits may measure his success for him but not necessarily
for anyone else.

The importance of this point should not be overlooked. TRI-CITY is an
open-ended game. While players are assigned roles as "bureaucrats," "social
advocates," "entrepreneurs," etc., and are members of economic or social or go-
vernments teams-they are assigned neither personalities nor goals. These theychoose for themselves. This makes for highly individualized experiences withinthe play of the game. These differences in perception are analyzed and high-
lighted during the all-important debriefing session.

The participant in the TRI-CITY makes decisions as an individual player,
as a member of a team, as part of the local urban system. His personal re-
sources as an individual player are time, energy, and intelligence. His team
resources are money, land holding, and political power. As part of the total
system, a participant can influence system-wide decisions.

Computer Decisions

Although the comptiter is used primarily as a bookkeeper, it also makes
two types of systems decisions: those for the national system as it affects the
local system, and those for the local system that would be too burdensome or
routine for the players if they had to make them.

As public decision-makers, teams may:

1. Raise local taxes from various-sources (property, sales, net income).
2. Receive Federal-State aid (by departmen0.
3. Draw up a county budget and vote on it.
4. Appropriate funds for operating departments for current

capital items.
5. Grant subsidies for special projects.
6. Purchase land for public use.
7. Construct municipal service units (which represent hospitals,

police and fire stations, etc.).
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8. Maintain municipal services.
9. Hire and assign municipal service employees.

10. Build utility plants and extend utility lines.

11. Construct and maintain schools.

12. Hire and assign teachers.

13. Build, upgrade, and maintain roads of various capacity levels.
14. Build and upgrade terminal facilities.

15. Purchase parkland.

16. Zone land and change, zoning.

17. Appeal zoning changes.
18. Hold referenda for bond issues.

System-Wide Decisions

The teams, as a group, may pursue a variety of system-wide objectives in
the play:

1. Experiment with comprehensive planning.
2. Build the "City Beautiful", whatever that means to them.
3. Plan and operate new towns.
4. Operate a Model Cities Program.
5. Establish a welfare system.
6. Create a public housing authority.
7. Establish and enforce a legal structure.
8. Alter the normal rules of play to suite other system-wide objectives.

The method of, or purpose for, system-side actions is entirely up to the
players.

Adaptation to Television

Each of the 23 participating schools was assigned either an economic or a
social role. In addition, each school appointed five governmental represen-
tatives, and one newsman to attend weekly government sessions at WNVT/Channel 53
studios.

Although each school belonged to one of three political jurisdictions, it
had economic or social interests in other jurisdictions as well as its own.
This realistic complication was one of the most difficult to comprehend, but
it also created heated interaction among the jurisdictions.

At WNVT/Channel 53 studios, the three governments met in strategy sessions
for three hours each Monday morning. Social advocates petitioned councilmen
for more growth, or for no growth, for a satellite city, for more low-cost housing,
for zoning easements to encourage industrial development, for tax assessments
to discourage industrial development, for better roads, better schools, higher
income, the gamut, that is, of typical local pressures on typical local govern-
ments. Lobbyists took councilmen to lunch: councilmen held secret sessions to
evade the press; classrooms arrived en massee with-picket signs to protest tax-
ation without representation, or to plead for a Culture Center. The press

acquired a nose for news (called 'snooping' by council members).
Following the morning sessions each council met in front of the cameras

for forty minutes for public deliberations. These three forty-minute delib-
erations were videotaped in toto. Then the Broadcast Journalists took over.

The Broadcast Journalist roles were a unique adaptation of TRI-CITY to the

televisionmedium. Auditions were held from which six high school students (two from
each jurisdiction were selected.
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Immediately after each forty-minute session two Broadcast Journalists
replayed and analyzed the video-tapes which had been simultaneously taped on
1/2" VTR's. From these playbacks the students made all editing decisions, re-
ducing the total two hour broadcast (i.e., forty-minutes times three juris-
dictions) to a half-hour edited version, selecting those portions of the coun-
cil sessions they felt to be most significant and important to classroom parti-
cipants. The final version included summaries and analyses by the same journa-
lists who got on-the-job training in script-writing and news announcing. Fhe

half-hour edited tape was broadcast on WNVT/Channel 53 on Tuesdays, back-to-
back from 7:00 a.m. to 5:00 p.m.

Quite naturally, charges of "distortion" were occasionally hurled at
the broadcasters. This was an anticipated peripheral learning experience,
real, rather than simulated.

Television became, then, a tool in the hands of the students. It provided
classrooms with a sense of participating in something larger than their own
classes and gave classroom students an opportunity to know the students from
other schools. In addition, those who came in the studios learned something to
about the mechanics of television, a valuable 20th century experience.

Because of the geographic spread of the participating schools p-..2.1ring and
delivering the computer out-put in time for classroom analysis and sLudy on
Wednesday was a major logistical maneuver. A key revision in a repeat will be
to slow down the processing of this vital game component. Game operators
were under crushing pressure to process the decisions between Monday at 4:00
p.m. and Tuesday at 6:30 a.m. This unreasonable burden can be lightened by
careful planning in the future.

Measurement

The evaluation questionnaire was based primarily on the research by Lee
and O'Leary (1971) with INS. These researchers had found that the greatest
impact the simulation had was on attitude and personality and not in the
area of cognitive skills. Other research with simulation games have shown
attitudinal change as the major outcome of such experiences (cf. Livingston,
1972).

The attitudes measured by the questionnaire included: political efficacy,
political cynicism, tolerance of ambiguity, trust in people, appreciation towards
complexity of local government, attitudes toward log-rolling, and attitudes to-
wards politicians. The first four scales were taken from Robinson and Shaver
(1969) and the log-rolling scale from Livingston (1972). The remainder were
constructed by the author. All responses were given on a 9 - point Likert scale.

In addition to the pre- and post-test questionnaire, a weekly evaluation
form was filled out on Tuesday and Friday by students in class. The purpose of
these in-process measures was to obtain data on the quality and importance
of television to the total activity.

RESULTS

Perhaps the most significant point that can be made in reflecting on
this large scale project is that it worked operationally. The logistics and
management problems associated with such an effort led Dr. Peter House, the
designer of Tri-City, to suggest that the WNVT/53 be given the Cecil B. DeHill
award for their efforts.

The results of the questionnaire evaluation were not as successful. Only

10 of the 23 schools involved returned both pre- and post-test data for at
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least one class; data for 3 "control" classes were also obtained. Statistical
comparisons of pre- and post-test means within each of the classes revealed

almost no significant changes. The few that were obtained could readily be

attributed to chance. However, a significant nonresult in terms of political

attitudes is worth noting. None of the simulation classes became more nega-

tive as a result of the simulation. In fact, the trend of the changes observed
was for the simulation classes to become more positive toward politics and for
the "control" classes to become less positive. (The three control classes covered
units on local governments)

Data obtained via the weekly questionnaires designed to yield information
on the contribution o2 television to the total effort led to the following con-
clusions. First, the TV broadcasts on Tuesday were considered by the students
as one of the more important activities during the week. However, the reason
for the importance of television changed over the five weeks of the simulation.
Initially, the TV broadcast were judged to be important both for a sense of
involvement for classroom participants and for providing information for de-

cision making. For the latter, the TV braodcast decreased in importance over
the duration of the simulation.

Informal evaliations of the simulation experience by students were quite
positive and emphasized the advantage of actually becoming involved in running
a local government. An overwhelming majority of both students and teachers in-
dicated that participation at WNVT in the television sessions was a major factor
in maintaining interest in the simulation. As a result, in future game plays
it would be arranged for increased attendance at the studios in some kind of

rotating basis.
Side benefits as a result of the simulation were the cooperation fostered

among participating schools, cross-school student interaction, and exposure to
the use of television and computers for social studies.
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EVALUATING CLASSROOM SIMULATIONS AND GAMES
FROM A CONSUMER VIEWPOINT

W. George Gaines
Louisiana State University

in New Orleans

The need for more systematic procedures in evaluating classroom
simulations and games has been frequently acknowledged but seldom
heeded. Until recently, most of the instruments appropriate for eval-
uating classroom simulations and games were those which had been
developed for specific experimental research studies. The bulk of
these instruments, however, were specific to particular simulations
or games and were ncit generally applicable in other instances. Fol-
lowing Stufflebedm's (1971) concept of educational evaluation, the
methodology of experimental design is but one component in the meth-
odology of evaluation. In this respect, systematic evaluation of class-
room simulations and games necessitates the accum ation of a variety
of evidence other than that provided by experim al design.

Pioneer efforts toward more systematic procedures for evaluating
classroom simulations and games were made by Stadsklev (1970). He
recognized that the ever-increasing availability of commercially pro-
duced simulations and games was creating decision-making problems
for school personnel. Stadsklev's "Game Analysis System" facilitated
the evaluation process for school personnel by presenting the evaluator
with a series of criteria to be rated on 11-point scales.

.:::.1ding upon these ideas, Henderson and Gaines (1971) developed
a 39 -Lem "Simulation Eval iation Form" that employed partial branching
so that distinctions between simulations and games might be observed.
Their instrument was organized around criteria of time, space, cost,
applicability to existing curricula, prerequisite learner behaviors, and
degree of attainment of objectives.

A somewhat different approach to the problem of evaluating class-
room games was proposed by Gillespie (1972). Her system was based
on a careful analysis of the parts of a gameproblem, choices, moves,
rules, organization, and conclusion. Specific criteria were drawn up
and applied to each game part along with guiding questions. It is in-
teresting to contrast Gillespie's system with that of Henderson and
Gaire.) since each tends to emphasize different aspects of evaluation
methodology. Gillespie's system might appropriately be characterized
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as an "internal" evaluation, analyzing the inner-workings of the game.
On the other hand, Henderson and Gaines' system might best be char-
acterized as an "external" evaluation, focusing on external factors
such as cost, ease of use, and so forth.

The purpose of this paper is to report on the development of a
new evaluation system (Gaines, 1972) which represents an extension
of the previous work of Henderson and Gaines. The new fcrm, "A .

Guide for Evaluating Classroom Simulations and Games , " 1 incorporates
some of the categorical headings suggested by Glass (1972) in his pro-
totype format for evaluating educational products. It needs to be noted
that Glass' prototype format is rather general, and properly so, since
it was designed to be used in evaluating any educational product. The
form described in this paper, however, is specifically geared to one
type of educational product, the classroom simulation or came.

"A Guide for Evaluating Classroom Simulations and Games" con-
sists of seven categorical headings or sections.

1,0 Description of Simulation/Game. The first section serves
primarily as a means of identifying the simulation/game with respect
to its title, author, intended audience, and so forth. No evaluative
decisions are built into this section although the identification of the
intended audience might well be an influencing factor if it were mark-
edly dissimilar to the audience the evaluator might have in mind.

2.0 Clarification of the Role of the Evaluator. The aim of this
section is to assist the evaluator (and those who may read his sub-
sequent evaluation) to establish the frame of reference within which
he will be operating during the evaluation. The evaluator first lists
irreversible decisions or those which are beyond his immediate con-
trol, then the reversible decisions or those which are within his power
to make.

3.0 Goals Evaluation. This section requires that the evaluator
carefully examine the simulation/game for explicit and implicit goals
or objectives. Additionally, the evaluator must determine whether or
not these goals are worthwhile for his purposes and if there is any
evidence that indicates the simulation/game is likely to reach its
goals. The questions in this section are branched so that particular
responses are met with a "caution, " "reject the simulation/game, "
or "proceed. "
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4.0 Alternatives to the Simulation/Game. At this point the eval-
uator may have already decided to reject the simulation/game. If so,
then the evaluator should proceed to the last section which deals with
recommended actions. On the other hand, if the evaluator has cleared
the simulation/game on the preceeding section, he should then list any
reasonable alternatives to the simulation/game. Thus, the evaluator
needs to consider other means of reaching the same ends as those of
the simulation/game. These alternatives, if any, will be subjected to
the cost analysis along with the simulation/game itself.

5.0 Cost Analysis. This section helps the evaluator to estimate
the various costs of the simulation/game, namely, instructor time,
student time, hardware, and software. As a result of working through
this analysis the evaluator must consider these cost factors in relation
to this limitations in time, facilities, and budget. If alternatives were
identified in the previous section, these too should be subjected to
the cost analysis. This would allow the evaluator to make relative
judgments regarding their cost-effectiveness.

6.0 Intrinsic Evaluation. This section, perhaps more than any
other, requires that the evaluator carefully examine the simulation/
game. The first criterion under intrinsic evaluation deals with the
technical C:arity of the simulation/game's instructions to the teacher,
rules, and procedures. Next, the entering behaviors required of the
learners are catalogued. Finally, the continuity and validity of the
learning experiences provided by the simulation/game are evaluated.

7.0 Summative Judgments. The final section involves a recapit-
ulation of the major strong points and weak points of the simulation/
game. The last item asks the evaluator to state his recommendations
for action.

In sum, the evaluation of a classroom simulation or game requires
that many types of evidence be systematically collected so that decis-
ion-making can be carried out in an orderly fashion. In an evaluation
it is important to collect evidence regarding a product's goals, rival
alternatives, costs, and intrinsic merits.
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Secondary Education, Louisiana State University in New Orleans,
Lake Front, New Orleans, Louisiana 70122.
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REALISTIC ENVIRONMENTAL PROBLEM SIMULATION

John T. Hershey
Project KARE

REALISTIC ENVIRONMENTAL PROBLEM SIMULATION (REPS) is an indirect out-
growth of SIMULEX II, A Procedure for International Simulation prepared by

the Department of Political Science at the University of New Hampshire, in
conjunction with the New England International Studies Association and the New
Hampshire Council on World Affairs. Modifications of SIMULEX II were made
by staff members of the University of New Hampshire working under a contact
with the Institute for Environmental Education. They developed a role
simulation for a watershed problem in the Contoocook River Valley. Under the
contract, the simulation rules were modified and the preparation required
for the simulation was made and certain materials were published. Several
role simulations have been conducted in environmental problem areas subsequent
to the Contoocook River Valley simulation. These simulations have lead to
development of a process for the selection and development of the problem,
thus a research process has been enhanced and pzocedures have been tried out
which enable a recap following the simulation. This document represents the
state of the art in REPS.

Before moving to the details of role simulation, it is important at
this point to differentiate between role simulation and games. The two have
many similarities, however, several differences do exist. A more comprehensive
statement might be that there is a continuum of types of games and simulation;
some games closely resemble simulation and vice versa, whereas others are very
different. The following paragraphs highlight some of the differences and
Similarities.

Both are similar in that they have rules. Rules provide for timing,
actions, the evaluation of actions,.a record of actions, and final results.
The devices necessary to carry out the rules are often very different, however,
essentially they are there. A second similarity exists in that control per-
sonnel are required to manage defective games or role simulations. These
similarities account for the major aspects of such enterprises.

The differences deal pith more detailed aspects of games or role simula-
tion. The subject material related to games or REPS is in contrast. Games
are hypothetical in nature and role simulations are real. The dealings
which are carried out among players varies also. In games, the dealings are
carried our usually indirectly from one player to another, that is to say,
the record of the player actions is usually something such as a board or
wall chart-or a physical entity of some sort. The players, therefore, deal
with the physical entity and through it, each other. In REPS action is
taken through communications, which provide for a direct dealing with other
players. The record of dealings is maintained as a subsidiary concern.
Therefore, the status of a role simulation may be in doubt at a given time
because a physical entity such as a board or chart may not be observed readily
to determine the relative positions of all players or teams. This in itself
is closer to reality than a chart or board. The timing in games and REPS
also is in contrast. In games, the amount of time required for moves or
between moves is not considered to be of great importance usually. In

contrast, in a REPS, the timing of the game relative to real life is in a

184



particular ratio; for example, one month in real time may be simulated as
ten minutes or fifteen minutes during the REPS. Another area of contrast
is in the preparation to participate in the game or REPS. Usually in
playing games, the background, hypothetical in nature, is easily assimulated,
that is to say, brief description and the rules of the game determine how
a player plays. In contrast, a great deal of research is required to
play a role in REPS.

REPS has many educational merits. These merits are not exclusive to
REPS, but they certainly do provide an exciting combination. It should also
be noted that the merits are expressed from the students' point of view.
One of the things that impresses and motivates the students most readily
is the fact that they are participating in a study of something that is real.
A correlary to this is that they have helped determine what it is that they
are going to study. Secondly, the study is inter-disciplinary in nature.
In fact, it is often very difficult to'identify the various subject headings
-that a student is pursuing at a given time because the combinations found
in real problems are very complex. Another merit of the program is that
the teacher can learn along with the students. Very often teachers in normal
situations are handicapped by the notion that they must know everything that
the students are to learn. Experiences related to REPS indicate that perhaps
this nction is neither desirable or necessary. One of the greatest examples
that .a teacher can provide to students is the teacher in the process of
learning. The students are allowed to work under a variety of conditions
and circumstances while pursuing the various aspects of a REPS. They, of
course, do a lot of their research as individuals, however, when they are
participating in the simulation they work as teams, and as their ability
and confidence increases with their team, they learn how to listen to other
people while motivated by a desire to contribute. In this process of
interaction, the students learn also to compromise. In fact, they spend a
great deal of time doing this to establish a position for their team. Since
the simulation is carried out by sending and receiving messages, communica-
tion is emphasized. At first, messages are sent at a very brisk pace, the
communicators concentrating on what they want them to know and do. Usually,
they pay very little attention to those messages they are receiving. In 30
minutes of unlimited message sending and receiving, students quickly realize
that others do not understand what it is the students wish to have them
understand. At this point, the students develop a very serious and
purposeful attitude towards helping others to understand what it is they
want the others to know. During the research phase, the students become
aware of the many skills required to solve problems. As the simulation
progresses, they understand the importance of having the skills. Perhaps,
one of the most important outgrowths of the simulation is that the students
are allowed to determine that they have to acquire skills to solve problems.
Once a student has determined that he has a need to develop skills to deal
with the realities of life, his capability for growth is greatly enhanced.
He is very willing to amplify his own powers by pursuing broad and diverse
cultural objectives.

An interesting byproduct of the simulation which was not originally
envisioned is the understanding of cognitive and affective domains and their
relationship. A great deal of emphasis in education today persists in the
cognitive area while the affective areas are somewhat shortchanged. Once
the student has a significant exposure to REPS, he perceives the importance
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of considering objectives in the affective domain, that is, he sees the
significance of many aspects of his life style as it is developing and as
it is being modified.

This report is divided in :several sections. Each section involves a
process and product. The first section described the selection of the
REPS, and how the background is developed for that REPS. The second section
contains the rules for the simulation and descriptive material on the con-
trol and participation roles. A broad variety of circumstances may be
dealt with effectively. REPS have been completed in as little time as one
day, and on the other hand they may take as long as a month and a half.
The options which exist based-on our experiences are explained in this
Appendix.

SELECTION

The REPS on the selection of a proper subject. Many factors enter
into the selection process, but the most important single factor is the
interest of the participants. Therefore, the subject or problem to be
considered for the REPS must be something that interests the participants.
At this point, we have not had any REPS that have failed because of a poor
subject or problem selection. The problem usually enlarges itself to fit
the number of participants and the maturity of the participants.- It would
probably be difficult to select a problem'which could be simulated by less
than 15 students if the problem is to be covered satisfactorily. So, it
is fairly difficult to choose a problem that is too small. Because the
selection process requires a compromise on the part of all individuals
involved, it probably is worthwhile to consider the selection for a period
of time. It would be unwise to introduce the subject with a few moments
notice if the participants did not have a basic awareness of their environ-
ment. That is to say, you can't spring a problem on a relatively unsophis-
ticated audience.

From the following two examples, the reader should be able to get a
feeling for the selection. A land use problem which was to be studied for
approximately two weeks on a full-time basis by 20 people was selected over
a period of about three days. Only four or five people participated in the
selection process, however, those doing the selection had a broad experience
and students and teachers were both represented. The most rapid selection
process experience thus far took approximately 20 minutes. Ten teachers in
a one day in-service program selected an environmental problem for study
which the community was well aware of. In fact, it was a focal point in
the local press. The Selection of this particular problem was a natural
for the group. These examples represent a wide range of approaches to the
selection process. One that might occur more frequently would be to briefly,
in a matter of minutes, introduce the idea that people can play roles to
simulate an actual problem, and then ask the students to spend some time
discussing with their parents a problem that might be important to the
community in the area in which they reside. The following day, a class
period could be devoted to discussion of the types of problems which were
brought out by the parents and students in discussion the previous evening.
Those items which the students are most enthusiastic about would be the items
to pursue. Often, the items brought up in discussion represents facets of
a larger problem.
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Usually the items discussed are symptoms of the real problem or are

phenomenon that may be readily observed at very low levels of awareness.

If the topics can be narrowed down in a day's discussion, further thought

might be devoted to the problem at the next class meeting after the students

have had an opportunity to further discuss the seleiztion with their parents.

There appears to be a risk factor at this point on the part of the

teachers. Whenever discussions not based on lesson plans or text books

develop in classrooms, the teacher runs the risk of not having very much

information on the subject at hand. A teacher eight feel this is risky

business, however, it represents one of the best opportunities for student's

to see someone thinking on their feet or better still, it represents an

opportunity for teachers to learn from students. This occurs more effectively

when teachers are listening.

The selection process continues as the symptoms which are observed are

translated into a set of causes which begin to define an environmental

problem. At this point, the discussion should turn to who is causing the

problems. An effective way to handle this is to simply list those people or

functions which are causing the problem. If it could be determined that a.

person or organization is allowing a problem to develop or to continue to

exist, then the group should look to see who allows that person to continue

doing the wrong thing. As the discussion continues, more and more names

of people, jobs that people perform and organizations that control the

things that people can and cannot do will appear.

When it appears'difficult to obtain more names or description, let the

'discussion turn to classifying those items which appear on the list. Usually

four or five major classifications emerge. These majro classifications re-

present the teams that will participate in the REPS.

ORGANIZATION AND RULES

The basic organization is shown in the figure below. Five functions are

performed by a control group in association with the simulation teams. The

control group consists of nn umpire, a recorder, a conference coordinator,

a media simulator, and a team of messengers.

All communication during the simulation takes place via written message.

The umpire judges the messages. Messages originate from the teams and are

carried by messenger to the umpire. The umpire validates the message by

writing "valid" in the lower left corner of the message blank. The judgment

of whether or not the message is valid is determined by considering its

rationality, i.e. is the message one that would be submitted by a person
playing the particular role or is it something not in the realm of possibility.

The umpire also makes judgments affecting the operation of the simulation.

That is to say, if a.particular stimulation or reorganization of some sort

is needed during the game, the umpire can stop the game to affect the

necessary repairs.

The recorder keeps a running log of the messages and the order in which

the messages are dispersed. When the recorder gets the message from the

umpire who has validated it, he will put a number on it indicating the order

in which the message was received by him. He will also, for further reference,
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put the time at which he received the message tc the nearest minute. Then
he will deliver the message to a messenger who, in turn, will distribute
it to the various teams.

Under certain circumstances, a team may wish to communicate with another
team secretly. Under these circumstances, the team originating the message
should write "secret" next to the word subject on the message form so that
the recorder will know it's a secret message. When the recorder receives the
messe_.? he will distribute it immediately through the messengers to the
indicated recipient. The recorder will hold the remaining copies of the
message for a period of fifteen minutes and then have the messengers distri-
bute the remaining copies to the remaining teams who have not received them.

The media controller simulates the manner in which the media would cover
the particular events transpiring. The principal function would be to
combine the effects of several individual messages on a situt.tion and comment
on it perhaps in an editorial way. Secondly, should the simulation fail
to become dynamic and active, the media can stimulate it by introducing
messages that would throw new light on situations which should be developing.

The conference coordinatot accepts requests from various teams when
they wish to meet with other teams. A conference may be held between two
teams. The time limitations on a conference are five minutes. The coordinator
will send a message indicating when the conference will be held and where it
will be held, and the time he indicates as the beginning of the conference
determines the end of the conference, i.e. five minutes later. It is import-
ant that the participants arrive on time with a spokesman in order that the
conference will move swiftly under the direction of the conference coordin-
ator. The short duration of the conference precludes many topics being
discussed, therefore, the conference should be for a particular purpose.

The messengers continually circulate and act as extensions of the umpire
in many cases. They carry messages back and forth and try to clarify the
game situation for the various teams. The particular emphasis is on the rules
and how to interpret the rules. The rules for the realistic environmental
problem simulation are as follows:

1. During the simulation the members of the teams must stay in the

rooms designated for the teams. No communication among teams may take place
directly except in cases of conference which are prearranged.

2. During the simulation, the period of time representing one month
transpires in ten minutes. That is to say, during every hour of the simula-
tion, one half year has transpired.

3. Conferences may be called by sending a message to the conference
coordinator. The conference coordinator will reply to your message with
another message indicating the time and the place of the conference. The
conference may last no longer than five minutes, therefore, do not try to
take on too many things in a five minutes period. Conferences are limited
to discussions between two teams.

4. If you have press releases which you wish an immediate simulator to
handle, please fill out the message form with the material you want covered
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by the press and direct it to the media simulator.

5. All messages will be sent to all teams at the same time unless

the messages are marked "secret". If the message is marked "secret" in

the box marked "subject" by spelling out in capital letters "secret",

then the recorder will only send that message to the person you designate,

however, after a fifteen minute delay, that message will be sent to the

remaining participating teams. When you receive a copy of the message back

that you have sent, you will know that everyone is in possession of the

secret information you sent previously.

r""
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INTRODUCING SIMULATION GAMES INTO SCHOOLS: WHY IS IT DIFFICULT?
(A Provocation of Paragraphs)

Mark Heyman
Sangamon State University

1. Why, after the
in simulation games* of
secondary schools rare?
as I do, that games are
ness of schools needs im

substantial theoretical and practical advances
the past decade, is their use in elementary and
This question is of interest if you believe,
educational and that the educational effective-
provement.

2. Analysis of the problem has led me to two related answers,
or, more modestly, two hypotheses:

a) The eddcational philosophy implicit in the use of
games is in conflict with the educational philosophy
held by many, perhaps most, teachers and school
administrators;

b) Lacking recognition of this conflict, the simulation
gaming fraternity has not adequately dealt with this
problem in communications with teachers and admin-
istrators.

3. It is true that some schools (or some teachers) use games;
the problem is why this number of schools (or teachers) is so small.

4. Games in classrooms raise a basic philosophical issue in
education because they restructure the learning situation. They do
this by radically altering the roles of students and teachers, roles
as perceived by most teachers, and as enforced by the school system
(or culture).

5. Though subject to qualification and future amendment, some
well-worn claims for games are worth noting here:

a) they are enjoyable (usually),
b) they can involve a diverse group of students simultaneously,
c) they are an active rather than passive learning method

(and noisy, too),
d) they supply rapid responses to player behavior,
e) they substitute a simulation of the non-school "real

world" environment for the school environment,
f) they eliminate (temporarily) the traditional teacher

role of authcrity figure and disciplinarian.
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Admittedly, these statements can be true only when games are used
well. Poor use, such as having game consequences influence grades,
will negate much of their potential.

6. I question the extent to which many teachers and administrators
accept the goals implicit in the use of games. Some implicit goals are:

a) learning should be an active, not passive, process
("we learn by doing" and "doing" is more than
listening, reading and writing),

b) children should be given many opportunities in
school to learn from their own behavior,

c) the disciplinary and authority roles of the
teacher (and administrator) should be minimized,

d) individual differences should be respected and
stressed instead of pursuing the concept of
uniform levels of achievement,

e) children should be encouraged to assess and
evaluate their own behavior.

Because these goals, and others implicit in games, are not held by
many, or most, teachers and administrators, few teachers and administrators
welcome games.

7. The introduction of simulation games, therefore, raises an issue
of pasic educational philosophy. If garners do not fully appreciate the
significance of their actions, they will not have - have not had - much
success.

8. Should schools be run primarily in order to socialize children
and to transmit a body of information or should schools be run primarily
to provide opportunities for individuals to develop their own potentials?
The inclusion of "primarily" saves the choice from being an unrealistic
one; the idea of using games in schools effectively raises the question
of which emphasis is desired.

9. Garners interested in schools should face this issue, as should
other educational innovators, and then focus their energies on appropriate
strategies. They should discuss it thoroughly among themselves before
attempting to spread the gospel. Perhaps a variety of educational
philosophies held by garners will be uncovered.

10. Game literature should make clear the significant questions of
educational philosophy that the use of games precipitates.
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11. In another effort to aid the appropriate introduction of
games into schools, manuals should distinguish between readers who
have used games and those who have not. The problems of communication
with both groups can more readily be solved if they are considered
separately.

12. Further, game manuals - and other literature - should make
clear the time and trouble costs of using games. Games are time-
consuming. A few in the gaming fraternity have paid attention to
this questi.on, but overselling continues to predominate.

13. Further, game manuals - and other literature - would be
improved if the fraternity could achieve some uniformity in termin-
ology. In communicating with the cognoscenti, it is possible for
the context to define the terms; for the uninitiated, the use of
many undefined terms raises, atr-best, the spectre of cult, and
at worst, prevents communication.

14. Further, garners should develop introductory games either
by designing "minimum-structure" games or by simplifying and making
more. introductory the "basic" version in a gam, that includes both
"basic" and "advanced" versions. If this is done, the basic game
would always be followed by the advance,: game, rather than as at
present, wherein the basic game is frequently played without going
on to the more elaborate version or versions.

15. But, most important, the simulation gaming fraternity
should honestly face the problem of educational innovation in the
light of the conflict in educational philosophies which the use
of games uncovers.

16. In summary, my answer to the question, "Why is it difficult
to introduce games into schools?" is, "Because we know not what we do."

*In this essay, "simulation games," "simulations," and "games"
refer to the group of tools that includes Consumer, Lrisis,
Dangerous Parallel, Demcnracy, Economic System, Generation Gap,
Ghetto, Inter-Nation Simulation, Life Career, SIMSOC, Sitte,
Starpower, Sunshine,
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THE LABORATORY CLASS AS A SIMULATED SCIENTIFIC COMMUNITY

Dana B. Main, Ph.D.

Department of Psychology
University of Michigan

In virtually every undergraduate curriculum in such behavioral
sciences as psychology or sociology, there is at least one laboratory
course. Sometimes the instructional laboratory is part of a course
where the other part is lectures directed at certain subject matter
content. In other colleges or universities the laboratory course is
a self-contained entity. In either case, the instructional laboratory
is usually designed to give students experience in the design and conduct
of experiments. This experience is gained in a variety of ways dictated
by the, educational philosophy of the instructor and those developing the

curriculum, as well as the resources that are available for such a course.
Simulation is used to structure the elementary psychology laboratory

course at the University of Michigan. The simulation is made viable by
the use of computer data-generating models which will be described in
more detail shortly. At the outset, however, I should like to emphasize
that the computer is used to facilitate the simulation; it is not in
itself, the simulation. The simulation is concerned with the total
structure of the classroom with the organization of activities that may
or may not utilize the computer.

The classroom structure of the elementary psychology laboratory
course is that of a scientific community where each student plays the
role of an individual researcher. The student participates in activities
designed to parallel those of a scientist in a real community. For
example, the student is directed toward a particular problem area. As
we.develop this course further, it will be possible for him to select
a problem area from a finite set. He becomes familiar with .at least
some of the literature in that area and examines current theories and
research bearing on it. He is acquainted with some of the costs associated
with conducting research in that field, and he is informed'of the resources
that he has available to him. These resources, usually in the form of
points, are designed to parallel those known to exist in the real world.
He proposes research that he would like to conduct, bringing to bear what
he is learning about the subject matter of the area, research design
principles and his available resources. He designs a research program,
not merely isolated experiments. He argues for his research strategy
articulating how he believes such a strategy will accomplish his stated
research goals. Upon receiving his "contract," he proceeds to implement
his strategy by conducting the experiments he has proposed. He updates
his i.nowledge about this area by re-examining or modifying later experiments
based on what he has learned from his own research and that learned from
other "scientists" in his community. He communicates his updated knowledge
to the rest of the "community" in the form of research reports written
in a format acceptable for publication, through formal presentations at
"conventions" and through informal bull sessions with other members of
the community. In this communication, he not only articulates his research
goal, hypotheses tested, and experimental designs, but his method of data
analysis and his conclusions. On the basis of updated knowledge, he plans
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his next experiments taking into account the costs of such experiments, and
the cycle is repeated. One of his final scientific communications may be
that of a review paper that summarizes the state of knowledge of his
scientific community in a particular area. It may be a report to a
sponsor. Within a two-month period he will have designed and analyzed
the results of around ten experiments that he himself conducte4 on
several problem areas.

The simulated scientific community is facilitated by the use of
computer data-generating models. The student rehearses all of the major
roles of the scientist except the very time-consuming and expensive

'data collection step. (Even this step can be included in some problems
and in some sessions of the course, but the simulation does not depend
on its inclusion.)

At the University of Michigan we are beginning our fifth term with--
the development and use of the Experiment Simulation Supervisor, EXPER SIM.
EXPER SIri is a program written in Fortran by Robert Stout, a graduate

student teaching fellow who is also working on his Ph.D. in mathematical
psychology. It is implemented on the IBM 360 equipment of the Michigan
Terminal System. At present there are three models on the system which
are supervised by this program. Three others are in the process of
being placed onto the supervisor program. All data-generating models
have the following features as far as the undergraduate user is concerned.
The writer has written a brief problem description or scenario which is
designed to acquaint the student with the problem area. He has also
listed several variables related to that problem area which can take on
different values, (discrete or continuous). The student generates an
hypothesis within the area defined by the problem description and then
"designs an experiment" by specifying the number of experimental groups,
the values of the variables in each of the groups, and the size of each
of the groups. An independent variable in this context is defined as
one in which the values are different from group to group. A control
variablevariable is one in which the value is held constant across groups.
Choices of dependent variables have been limited in our first three models,
but in our later ones the student has certain decisions to make regarding
the choice of dependent variables. Variables which are ignored by the
student take on either constant or random default values. The computer
reacts to the student's design by generating numbers which can be plausibly
interpreted as raw data. The student then summarizes these results using
analytical tools that he is learning. He comes to conclusions about the
results of his experiment, makes inferences in terms of the hypothesis
he is testing, communicates his findings to the scientific community
(his classmates), and plans and carries out his next experiment. The
time required for such activity is very short because the long time-
consuming step of "real" data collection is omitted. Further, he can
thin': and work within problem are:.: that may be impossible for 'Aim to
deal with in the real world because of his lack of specific data collection
techniques or the lack of such resources for instructional purposes.

Sitting in the computer is a data generating model developed by a
graduate student.which is largely based on real world knowledge and -

reflects the research interests of the advanced student. We have attemptt'd

to make such models concur with what is known in the real world but this
is not really necessary. The student has the job of understanding the
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world as revealed by the data-generating model. He goes through the same
cognitive problem. - solving steps that a scientist must engage in in under-
standing his world. Whether or not the data-generating model concurs with
the real world is simply a matter of our preference but not necessary
for the simulated scientific community because the purpose is to teach
strategies for discovering rather than convey specific information
about: particular subject matter. In the behavioral sciences knowledge
about the "real world" is often incomplete. We have so far chosen to
have such models conform to at least one body of literature as closely
as possible, but given our purposes, that is really an arbitrary decision.
The models are probabilistic and therefore, the very same design inputs
do not generate the same raw data.

Let me emphasize here that it is the use of computer data-generating
models that makes a simulation of a scientific community a rich experience
and a feasible one for a one-term laboratory course. In traditional
courses, the experiments that students can conduct are limited to those that
do not take much time or require expensive instrumentation or access to
large subject pools because. the emphasis in.such courses is on teaching
students hew to collect data. Even when the intent is also to teach
hypothesis development and experimental design the data collection step
because of the time and resources required often dowinates the course.
We do not underestimate the value of learning hot,- '--. collect data. We
simply believe that it should be sequenced a a later point in the student's
undergraduate career when his research interests have more of a focus.
The traditional laboratory course often delays or restricts the student
from understanding the total scientific process because an inordinate
amount of time is spent on learning to train rats or getting equipment to
work. We believe such time and resources are better placed on the more
advanced student who clearly understands all of the steps of the scientific
process and who can place his struggles within the total framework.

If there uere more resources and time it is possible to conceive
of-a simulated scientific community that includes the data collection
step. All that the computer does is speed the generation of data in
response to a student's experimental design according to the specification
of the model. Indeed, if we extend resources and time far enough the
student leaves the formal classroom and enters the real scientific com-
munity as an apprentice and as a participant. Tr training the student
for that role, we believe the simulated scientific community is a better
introduction because of its emphasis on the total role of the scientist.
Further, many of our students will never engage in research in the real
scientific community. I argue that coping with the problems of synthe-
sizing information, planning research programs, anticipating outcomes,
and communicating results are important facets of an undergraduate liberal
arts education, more -so than inordinate time spent on technique of data
collection.

Now let us turn to the naturz of the computer data-generacot On
the one hand, I have tried to de-emphasize its role by asserting that it
is but a part of the total simulated scientific community; it is not the
simulation itself. This is, an important distinction.__Onthe other hand,

I have alluded to its power in conserving time and resources in creating
rich educational environments.

The type of data-generator models that are being placed on EXPER SIM
lie between two other kinds of data-generators that have often been used
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for instructional purposes. One kind of data generator is context free.
Examples of this kind are the table of random numbers, balls in urns, and
numbers generated by specified mathematical functions. These data generators,
although perhaps useful in teaching statistics or other analytical method-
ology are limited for use in behavioral science methodology. There are
probably those who will take exception, but I believe behavioral science
tends to be done in the context of a problem. The effect of context on
problem solving styles is large enough to question the validity of attempting
to teach scientific methodology in totally context-free environments. The
'EXPER SIM models can be based on algorithms that make use of mathematical
functions, but the behavioral scientist is relating observations of phenomena
to these functions. He is not merely exploring functions. Tying algorithm
to behavioral phenomena makes it possible to build more realistic problems
for student scientists to explore.

The other type of data-generator used for instructional purposes is
data banks. Here the numbers given the student in response to his experi-
mental design are not generated from an algorithm but are essentially
pulled from a file. They are "real" in the sense that somebody collected .

them. I don't really want to argue against the use of data banks as the
data generator in a simulated scientific community. They have some nice
properties. For example, it is conceivable that a student can leave the
simulated scientific community and enter the real community with discoveries
he has made in exploring a data bank. This is a transition that he is
less likely to be able to make in merely expldring data generated from a
model.

The role of student scientist is unaltered in a simulated scientific
community whether he is exploring a data bank or data generated from a
model.

The biggest disadvantages arise in the constraints placed on the
development of a variety of problems for students to explore. There
are many problem areas in the behavioral sciences in which data are
simply not stored in banks. The use of data banks as the data generator
for the simulation places unnecessary restrictions on the variety of
subject matter that can be explored by student scientists. Whereas random
number tables as data generators lack context, data banks are restricted
by context. Both can serve useful purposes in the structure of a simulated
scientific community, but the simulation will be limited if the data
generator is based on either alone.

The idea behind EXPER SIM is that a library of data-generating models
can be developed such that a student can select a problem area to explore
much as he would select a book from a shelf. These models can be associated
with a wide range of subject matter in the behavioral sciences. Further,
they can be built with varying degrees of complexity.

Perhaps most important, data-generating. models open up yet another
dirinsion that can be incorporated in the simulated scientific community.
That is, it is conceivable that student scientists can move ft.-,m exploring
models to modifying those they have explored and observing the consequences
to actually developing models on their own. We have not pushed our intro-
ductory students in this direction as yet because we do not have the software
that would enable our students to place their models on the computer without

knowing how to program. Since we have 250 students in the course taught by
graduate students who, by and large, do not program, the bottleneck between
model building and programming the model is too great given our resources.
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However, using the models as a student or as an instructor does not
require programming knowledge.

At present our graduate students develop the models and work with
a programmer who places the models onto the system. Our first three
models are relatively simple. They are concerned with (1) the etiology
of schizophrenia, developed by David Malin, (2) imprinting, by D. W. Rajecki,
(3) motivation in a routine task, by Susan Mueller. Additional models
that are more complex are currently being placed on the system. They
are concerned with the following: (1) the effect of drugs on learning and
memory by Howard Eichenbaum, (2) social facilitation by D. W. Rajecki,
and (3) Pavlovian conditioning by Richard Nussloch. The later, named
PAVCO, was developed at MacAlister College where Mr. Nussloch was an
undergraduate and the only graduate student mentioned above who programs.
It has been my intention to separate the role of model builder from the
programmer. In doing so, this opens up model building as a viable educa-
tional exercise for our graduate students that is not contingent upon
programming knowledge. As the interface between model builder and software
is improved, model building can be incorporated into the structure of the
course.

The cost of using computer data-generating models for instructional
purpose is miniscule compared to the cost of building and maintaining a
traditional instructional laboratory. At U. of M. students design and
analyze the results of around ten experiments at a cost of less than $10:00
per student. They learn to submit their jobs in both the batch and inter-
active modes, thereby being introduced to the computer in a relatively
painless way. A given job in batch process consists of about a dozen cards,
many of which cars be used for later experiments.

I would like to mention similar activities in other parts of the
country. Richard Johnson (Johnson, 1971) at Earlham College developed
the Datacali game which not only uses simulation technique to structure

the classroom and computer data-generating models, but a decision procedure
that awards points to students who have designed experiments that yield
statistically significant results. John Thurmond and Art Cromer (Cromer
and Thurmond, 1972) at University of Louisville have developed some very
rich models which they use in conjunction with real demonstration experi-
ments in a more advanced undergraduate experimental psychology laboratory
course. Alfred C. Raphelson (personal communication) at University of
Michigan's Flint Campus is using our motivation model in conjunction with
a data bank of motivation data in the laboratory section of his motivation
course. LaVerne Collett's (Collett, et al, 1971) FEHR City Practicum is
a very rich model of a hypothetical school system. The simulated scientific
community model is structured enough to give direction to a course and
yet flexible enough to be developed for a variety of different purposes
to conform to the objectives of instructors.

The important feature of stmulation is that learning acti,ities are
integrated into an identifiable role and are not merely arbitrary assignments.
Laboratory reports are not simply feedback devices to the instructor but
means of communication to other members of the class. Experiments are
not esoteric exercises but the result of problem-solving strategies designed
to reach a research goal. The instruction is individualized in,that each
student is responsible for his own designs, experimental results, and reports,
and yet the values of peer interaction are gained by the community structure
of the classroom.
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The computer is used as a powerful tool to facilitate the simulation.
We've only begun to tap its potential in designing rich educational
environments. Yet the simulation model for the structure of the classroom
keeps the computer function in proper perspective. The student gains
knowledge of the total scientific process by engaging in a wide range of
scientific activities that is madc possible because time and msources no
longer constrain such course design.
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SIMULATIONS IN INTRODUCTORY BEHAVIORAL SCIENCE COURSES

Greta Salem
Instructor, Department of Political Science

De Paul University

Arthur Chickering of Goddard College recently commented that "higher
education and society are mired in frustration and conflict. "1 This frustration
is especially evident among those who either must take or teach lower level
introductory social science courses. Many freshmen and sophomores take these
courses as much to fulfill requirements as to explore new areas of interest. Often
motivated only by the need to pass the final examination, the student finds the course
an unrewarding exercise. Meanwhile, the student's basically negative response
may adversely affect the instructor so that he tries to avoid such teaching assignments
and :,btains little professional satisfaction when he draws them. In the final
analysis, both students and teachers are unfulfilled.

Compounding this problem for the teacher is the recent arrival on the college
scene of large numbers of students from low income families. Many of these
youths enter college through either open enrollment plans or special programs
aimed at minority and other disadvantaged groups. Typically, these students
come from intellectual and cultural environments which differ radically from those
of the traditional college student.

It is clear that standard techniques suitable for teaching advanced students
already committed to specific disciplines are insufficient to enable the instructor
to teach the unmotivated or to stimulate those with limited experience in academic
environments. The traditional lect;.:re and discussion method cannot do the job
alone. The average college instructor is not a consistently exciting performer
on the podium and therefore relies on an already developed interest in the subject
matter to elicit attention and understanding. Discussions are most useful and
meaningful if students already have some feeling for abstract concepts and can
relate them to relevant experiences. For the most part, younger college students
have yet to develop this ability. Finally, most introductory courses require the
presentation of new definitions, concepts and theories, a complete understanding
of which includes an affective as well as a cognitive element which lectures and
discussions fail to provide.

1. Arthur Chickering, Education and Identity; Jossey-Bass Inc. , San Francisco
1969, p.79.
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College teachers wishing to cope with both the old frustrations and the new
challenges offered by an expanding and increasingly demanding student population
must develop new teaching techniques and approaches. For the past several
years the Behavioral Social Science Division of De Paul University has done much to
support and encourage those interested in innovative teaching.2 Several instructors
have been incorporating into their introductory courses a series gf well designed
games and simulations which appeal to affect as well as intellect. When students
participate in the development of these simulations, creating and researching the
roles they are to play, their involvement adds new meaning to information which
might otherwise be ignored or passively stored until exam time.

Affect plays a dual role in eliciting student interest. For one thing, the ability
to relate affectively as well as cognitively to an abstract concept adds depth to
a student's understanding and strengthens his interest in the subject matter.
Complete understanding of a concept such as power, for example, includes the ability to
both appreciate the feelings accompanying the possession or lack of power, and to
understand the kind of activity these feelings might engender. Mature adults can
emphathize by referring back to their own experiences. Young undergraduates
cannot. The teacher therefore must help students develop this ability by giving
them the opportunity to experience these feelings in simulated situations. The
situations are simulated, but the gut reactions are often very real.

Secondly, emotional involvement in a particular issue will arouse curiosity
and interest. This involvement can be elicited either by enabling the students
to role play or by dealing with issues which they already consider relevant
when they come to the course.

Some games and simulations used in these courses are commercially produced;
others are developed by students and teachers in the classroom. "Starpower",
a game in which "a low mobility three-tiered society is built through the distribution
of wealth in the form of chips" has been found particularily useful in introductory
political studies. Participants are given the opportunity to travel from one level
of society to another by acquiring increased wealth through judicious trades. The
distribution of chips, as well as the rules governing the trades, however, favor
the wealthy, thus making it difficult for any but a few to make the move upward.

2. The Dvision is a unit of De Paul College which administers the University's
interdisciplinary general education program. Faculty in the division represent

the Departments of Psychology, Economics, Geography, Political Science and Sociology.

3. Those providing the support and encouragement are Dr. Martin Lowery, Dean
of De Paul College and R. William R. Waters, Chairman of the Behavioral Social
Science Division. Instructors involved include Jane Ratcliffe, Gecraphy,
Albert Galowitch, Sociology, and Nancy Klein, Sociology.

4. R. Garry Shirts, "Starpower", Western Behavioral Sciences Institute, La Jolla, 1969.
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Once the society is established, the wealthy acquire the right to make the rules for
all three groups.

Although students are initially informed that the three individuals with the
highest scores will win the game, the fact that (1) members of each group wear
symbolic identification tags (squares, circles, and triangles), (2) that groups
periodically need to make unanimous decisions in allocating bonus points, and
(3) that the squares (top group) acquire the right to make the rules, focuses attention
on the group rather than on the individual. By the end of the game, most participants
are more concerned about group than individual benefits, as is illustrated by the
division of bonus points which are generally designed to protect the integrity of -the
group rather than to help individual members advance.

This course is designed to introduce students to basic political processes found
in all social systems and to develop an understanding of the concepts used to
analyze and explain these processes. The four core problems discussed in the
assigned text, 5 the creation of a common identity, the development of effective
instruments of power, the establishment of legitimate authority, and the distribution of
resources, are vividly illustrated during the course of this game.

A sense of identity is fostered by group interaction to solve common problems, and
by the joint reaction to shared pressures posed for the two lower groups by the
activity of the squares, and for the squares by the emerging resentment of the
other groups. Students find that their symbols become for them an integral part
of their identity, and the recognition of this fact enhances significantly their
understanding of the meaning of the term.

The fact that legitimacy is conferred on the powerholders by those who must obey the rules
is vividly illustrated for the square group which frequently finds their society
disintegrating in front of their eyes when members of the circle and triangles revolt
by refusing to continue the game. Students in power positions find that power means
more than having control of the resources most valued in a society. They find
that powerholders need to develop interpersonal skills, the ability to assess the
needs and probably reactions of those with less power, and the understanding that,
in the final analysis, their position is only secure as long as the resources they
control are considered valuable by the rest of society. Powerholders, furthermore,
experience that marvelous sense of competence that comes from being on top, and,
in addition, are frequently shocked to discover that they have not even noticed the
unhappiness of other members of the society.

Those without power also have valuable, if less comfortable, learning experiences.
They find that continual failure and the inability to acquire a fair share of the
valued resources frequently lead, on the one hand, to lack of confidence , a low

S. Charles F. Andrain, Political Life and Social Change:
Wadsworth Publisning Co., Belmont, 1970.

202



level of expectation, and a negtive self image, and, on the other, to an intense
feeling of frustration, hostility, and sense of betrayal. Students frequently
withdraw from the game, become lethargic, and develop what one participant
described as that"I don't care feeling."

The discussion at the conclusion of the game, during which its affective
impact on the members of the groups emerges, is of course the most valuable
part of the exercise. Students analyze their actions, motives and responses to the
structure of the games, the rules and the behavior .of others. The interaction of
all these variables becomes strikingly clear. Class participation in the discussion
reaches an all time high. And instructors find that , throughout the rest of the course,
they are able to illustrate vital points by referring back to this shared experience.

An introductory interdisciplinary problem solving course offered by the Division
illustrates the value of simulations created jointly by students and teachers. In this
case, the instructors present the problem to be solved and investigated, and the
students determine, create, and research the relevant roles. This course, which
focuses on a different social problem each quarter, is taught by sociologists, economists,
geographers, anthropologists, and political scientists.

Each instructor focuses on the facets of the problem most relevant to his
particular discipline. The roles students choose are in part determined by their
interests, and in part by the particular section of the course in which they are
enrolled. Thus in one quarter the problem analyzed was the proposal to build
a new expressway in Chicago. Political science students focused on the government
agencies and officials involved in this kind of project, whereas sociology and anthropology
students looked at the impact of this road on the various groups affected.

In addition to the research engaged in by the students individually, all sections
of the course met periodically to hear members of the community discuss
their views and analyses of the problems under investigation. In the course
analysing the expressway, students heard representatives of the planning agencies
working on the expressway, leaders of homeowners groups opposed to the road, and
others hoping to use that issue to get help in other areas of concern to them.

The individual research, the exposure to groups involved in the controversy, and
the examination of the relevant facets of each particular discipline, culminate at the
end of the course in a simulated attempt to solve the problem. The expressway
simulation involved a city council hearing, the negotiation and manipulation of
various interest groups, an appraisal of the project by a federal government
agency, and finally, the effective veto of the proposal by the failure of the governor
to ask for federal aid. This experience not only gave students valuable experience
in decision mz.king, but it also helped to illustrate vividly for them the many and
complex variables invo I.ied in a social problem. Furthermore, students found it
much easier to remember facts which they researched in order to solve a problem
rather than memorized in order to pass an-exam. The intricate relationship of
state, local and federal government in highway construction which usually makes
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for dull reading in the average textbook, became vividly clear to all the participants
looking for ways to either block or facilitate the building of the expressway.

In addition to the benefits discussed above, one should not underestimate thi.1 value

of one additional payoff. In the course of playing a game or creating a simulation,
students become transformed from a collection of individuals, many of whom do
not know each other, into a participatory problem solving group. Political theorists,
educators, sociologists and psychologists provide much theoretical support for the
notion that active participation in classroom projects is a valuable learning tool.

Certainly motivation is sustained when one, as Clark Abt so graphically puts it,
makes "classroom learning into a team sport. "6 Students of small group behavior
point out that such behavior will change most rapidly if the persons expected to
change can participate in deciding what changes shall take place.7 This would appear
to be true in a classroom where students participate in determining what needs to be
learned. Industrial studies have also indicated that workers groduce more effectively
if they participate in decision making relevant to their work. And political theorists
from Rousseau and J.S. Mill to Saul Alinsky,point to the educative' value of participation
in decision making.

Additional support for the contributions to be made by the kind of learning
situation provided by simulations and games comes from both

9
educators and learning

theorists. Piaget contends that intelligence is born of action. John Dewey suggests
that the initial stage of thinking is experience. Jacques Barzun states that "teaching
is not a process, it is developing an emotional situation. "10 And Gestalt field
theorists, pointing out that experience is most important in learning, define experience
as "an interactive event in which a person comes to see and feel the consequences
of a given course of action through acting and seeing what happens. "11

6. Clark C. Abt. Serious Games; The Viking Press, New York, 1970, p.25.

7. Carole Pateman, Participation and Democratic Theory; The University Press,
Cambridge, 1970, p.63.

8. Ibid., p. 52.

9. Abt, op. cit., p.5.

10. Jacques Barzun, Teacher in America; Little, Brown, and Co., 1945, p. 43.

11. Morris L. Bigge, Learning Theories for Teachers; Harper and Row, New York,
1964, p. 102.
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We are presently attempting to develop an instrument to measure the
intellectual benefits which we feel can be derived from a more active kind of learning
situation. At this point we can say student response indicates that both interest and
motivation are enhanced and sustained by well timed periodic use of simulations and
games. Those of us teaching social sicence at De Paul University hope to develop
in our students an understanding of the many and complex variables operating in
social and political systems. We hope to teach students to identify and define problems,
to operationalize concepts, and above all, to think. Psychologists Olton and
Crutchfield, in defining thinking, suggest that it involves the "generation of original
ideas, looking at a problem in a new and different way if one gets stuck, asking,
insightful questions, and seeing the implications of crucial facts and events. "12
In the final analysis, this is waht participation in a simulation enables the student to do.

12. Robert M. Olton and Richard S. Crutchfield, "Developing the Skills of
Productive Thinking", in Robert F. Biehler (ed.) Psychology Applied to Teaching;
Houghton Mifflin Co., Boston, 1972.
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UNDERSTANDING PLAYSCRIPTS THROUGH PRINCIPLES OF GAMES

David W. Addington
Bowling Green State University

A recent graduate student at Bowling Green State University de-
fined drama as "the celebration of Man's ability to understand him-
self."1 My purpose here is to discuss with you some recent develor-
ments in playscript interpretation which I believe may lead us to a
richer and deeper understanding of the drama.

Although it might seem axiomatic to suggest that in the theatre
every playscript is unique, most traditional methods for playscript
interpretation, being derivative of Aristotetian principles of
classification, tend to lay more stress on the similarities among
plays than on their more unique features.2 Most ask the reader/
director to classify scripts according to their genre (farce, comedy,
melodrama, or tragedy) or style (Neoclassicism, Romanticism, Realism,
or Absurdism). Further they suggest that plays be broken into parts:
exposition, complication, climax, and deneument for example.

Beyond their inability to describe the-More individualistic
features of playscripts, other weaknesses have also become rather
well known. It is apparent that many abstract category labels are
virtually impossible to define in any operational sense. Often
categories are not mutually exclusive or even independent. Finally
those systems seem to emphasize form to the neglect of content causing
the student's natural interest in what is going on in a play to be
suppressed by the need to teach him the basic elements of form. But
perhaps the most compelling weakness of all is that the process of
interpretation can begin only after an elaborate and often difficult
classificatory system has been committed to memory.

Before we get into the actual mechanics of playscript inter-
pretation, however, I think it would be helpful to trace briefly
the creative process of the theatre. Wheu that process is fully
understood the importance of playscript interpretation to the study
of the drama may be more apparent.

Somewhere in the vague reaches of a playwright's imaginative
observations of human behavior an idea emerges. Motivated by a
desire to communicate that idea, or simply by adesire to affect an
audience, the playwright abstracts that idea and those observations
into dialog, or a playscript. At this point the playwright's work
is finished even though the work of art is not. It is crucial to
understand that a playscript is not a finished work of art. It is
merely a sketch or outline, or better, a commanding form which pre-
scribes the parameters and tolerances for a play which will emerge
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ultimately as a work of art when it is staged for an audience.3 In
order to transform that playscript into a play it will be necessary
for other artists, under the guidance of a director, to reconvert
the dialog into abstracted forms of human behavior. Put simply, the
process involves compressing behavior into dialog, and then expanding
it back out into behavior again. But even when the play is finally
presented on the stage, the process is still incomplete. The theatrical
process reaches its end only in the affect of a play on an audience.
Samuel Seldon's perception of that idea was remarkably clear when he
defined a theatre as "a place where an effect is produced on an
audience."4

Actually we must be zareful to understand that a play usually
has many effects. In the first place it has a product effect: when
the curtain comes down we are left with a general or overall impress-
ion. It also has a process effect: the continuous changes we feel
as we witness the play in progress. More than that, however, the
play will have various effects on our senses, feelings, and cogni-
tions."

We can now state rather clearly that the playwright abstracts
human behavior in such a way as to have some specified effects on
an audience. Naturally the specificity of the effects as the play-
wright understands them or is able to articulate them will be subject
to a great deal of variation. It is likely that his motivations for
writing the play may be no clearer than any of the other motivations
which guide his day to day activities.

It should be clear from the foregoing that the theatrical process
involves some highly complex problems in human communication, not
the least of which is the problem faced by the director or stugsnt
as he reads a play and makes his first feeble attempts to understand
the effects the playwright set about to achieve. If it was difficult
for the playwright to understand his own intentions, how much more
difficult must it be for the outsider.

The problem is confounded when we recognize that plays are
usually studied exercises in deception. And what is worse, important
information is usually missing. We know what the characters say,
but we do not know how they say it or why. We understand the play-
wrignt's story but we don't know why he wrote it. Nothing is certain.
All that we understand about a play must be obtained through infer-
ence. Plays hold our interest and inspire our imaginations simply
because of their uncertainties, their deceptions, and their dramatic
ironies.

Hence the key to understanding the drama lies in our ability to
unmask deception and to assign probabilities to uncertainties. The
task of the playscript interpreter, then, is not unlike that of the
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detective; he must always maintain the posture that nothing is
certain and that the most important questions demand the most risky
inferences.

It is worth noting here that the work of the playscript inter-
preter tends to run counter to traditional norms in our social system.
Generally we are taught not to question motivations and to accept
behavior for its face value. But the good interpreter trusts no one,

and deliberately seeks to uncover motivation. In that respect his
work closely resembles that of the psychiatrist.

It would seem apparent, then, that the tools the psychiatrist
uses to uacover motivations should be equally useful for the play
analyst. Interest has been turned in that direction recently, and
as a direct result, transactional analysis is rapidly becoming a
popular tool of the theatre practitioner; particularly the director.
When we examine Eric Berne's definition of a game, the reasons for
its popularity in the theatre becomes obvious.

A GAME is an ongoing series of complementary ulterior
transactions progressing to a well-defined, predictable
outcome. Descriptively it is a recurring set of trans-
actions, often repetitious, superficially plausible, with
a concealed motivation; or, more coloquially, a series of
moves with a snare, or "gimmick." Games are clearly
differentiated from procedures, rituals, and pastimes by
two chief characteristics; (1) their ulterior quality
and (2) the payoff. (italics min

That definition, I would submit, may be used with equal appro-
priateness to describe the major features of a play. And to the
degree that transactional analysis, or any other psychoanalytic tool
is useful in uncovering "concealed motivations," so should it be
useful in "getting at" what we in the theatre call "sub-script." Since
the usefulness of transactional analysis is already apparent to many,
I will refrain from describing its applicability to playscript
interpretation.6

What I would like to do instead is to take the "game analogy"
several steps further in an attempt to suggest how the notion of the
"theatre as a game" may be used to lead us toward a richer understand-
ing of the structure of plays.

Although Berne's definition of a game is obviously descriptive
of plays, it is important to point out that games differ from plays
in two very fundamental features.

In the first place, the outcome of a game is more or less unknown
until the final play. Watching a play, on the other hand, is more
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like watching a replay of a game. Even though we may not know the
outcome, we do know we are absolutely powerless to affect it in any
way whatsoever. Although on the face of it this feature may not
appear salient, it is absolutely crucil if we are to differentiate
"life" from "fiction" or "art." Knowing we are powerless to affect
the outcome we are therefore relieved of any feelings of personal
responsibility and are, in effect, released to enjoy total vicarious
involvement. This feature affords us the safety and protection we
need to take those vicarious risks we would, under other circumstances,
surely avoid.

Secondly, games differ from plays in that the latter are selective
and the former are not. This differentiating feature, like the first,
is also useful in distinguishing life from art. Art may be said to
derive order out of chaos. It is generally selective; it is interested
only in those features of the environment that it considers relevant.
So, where it is likely for games to be onesided or dull, the same is
not as true for the theatre. Usually the playwright selects only the
most interesting moves or plays to be included in his playscript.

In other respects, however, the game analogy is remarkably
appropriate. The method begins with an attempt to understand the
fiction of the script and works toward an understanding of the more
functional features: the structure, stylistic elements, and inferences
regarding the playwright's intentions and probable effects.

Once the basic similarities and differences between games and
scripts have been established, interpretation may begin using simply
the general terminology ordinarily employed to describe games. For
obvious reasons analysis should not begin until after the playscript
has been read through at least once.

The student is told to begin by making easy and probable infer-
ences and then to work toward the more difficult and less probable.
Such features as the number of players, and their sex are usually re-
garded as fairly safe inferences, while at the same time they provide
only minimal information useful in determining probable effect or in-
tent.

Stressing the "nothing is certain" doctrine, the student is
encouraged to remain continually open to all possibilities, to assign
rough estimates of certainty to the more important statements he
makes about the play, and to supply evidence whenever major inferences
are made.

The following features should be thoroughly described in the
analysis: the number of players, the segments of play, a rough sketch
of the function of each player, the goals sought by each player, the
strategy used to achieve them, the player's ability to achieve them,
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the rules or limitations of play, the utility features of the game,
the outcome, the effects of the outcome on each player, a tactical
analysis of each move, and finally a segment by segment analysis
including each of the above features.

Since a playscript is selective and ordered we should expect
some natural connection among the features. Therefore all statements
should remain in flux; subject to change at any point in the analysis.
It should be understood further that there is no necessary order to
the features, and if required, the order may be reversed or changed,
new features may be added, and old ones dropped. All that is necessary
is that the analysis be deep and thorough.

The second and final stage of the interpretation focuses more
directly on the social and structural features of the game. The attempt
here is to ask questions which probe the relationships of the game
features, the overall complexion of the game, and the game's relation-
ship to its author and to social norms. The following are examples
of appropriate questions: How important were each of the features of
the game? Did the outcome depend more on strategy or chance? How
expert were the players? How important would society consider the
player's goals? How did the outcome affect us and our attitudes to-
ward the players? How complex was the game? Were the rules those of
normal social interaction? If not, how did they differ? -Did the game
provide support for standard social norms? What were the norms it did
support? What is important about this game? Why did the author choose
this game as a means for personal expression? Although those questions
are traditional-and are usually helpful, they hold no special claim
to our attention. Their purpose is simply to provide as much relevant
information as possible and to lead the interpreter naturally to
statements which ultimately describe those things we traditionally
label style, genre, and intent.

Together, the two interpretive steps should lead to a rich
internal analysis of most scripts. As suggested earlier an even deeper
probe may be made if the analysis is coupled with transactional
analysis. Add inasmuch as both of those methods are internal, it is
essential that information about the author and the play's historical,
social, and literary context be used as a further source of evidence.

To summarize, the game analogy offers several advantages. It

is simple and requires little formal instruction. It starts with the
fiction and leads naturally into a discussion of function, form, and
intent, and rather than emphasizing the "form and content" dichotomy,
it stresses their confluent relationship. Vague and troublesome
categories and misleading dichotomies are avoided without the loss of
any information which might be available through their inclusion. The
analogy affords the flexability which allows it to embrace a wide
variety of dramatic type. The analogy, particularly the second step
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in the process, should lead the director to the assignment of ob-
jectives to be sought and evaluated in the audience when the play is
presented. Finally and perhaps most important of all the analogy
does what very few traditional systems do; it focuses clearly and
directly on the tactics, strategies, and goals of the characters in
a clear attempt to dig into the ulterior or deceptive qualities of
the script. And that feature alone makes it an extremely powerful
tool.

FOOTNOTES

1
Seth Hawkins, "Rhetoric & Poetic," unpublished Ph.D. Comprehensive

Examination (Bowling Green State University, 1972).

2See any standard play directing text; also Aristotle, The Poetics.

3
Roger Gross, "The Director's Interplrotation of the Playscript,"

unpublished Ph.D. dissertation (University of Oregon, 1970).

4Samuel Seldon, Theatre Double Game (Chapel Hill: University of
North Carolina Press, 1969).

5
Eric Berne, Games People Play (New York: Grove Press, 1964).

6
Ibid.; see also Thomas Harris, I'm OK, You're OK (New York: Harper

and Row, 1967).
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COMMUNICATION IN THE PRISONER'S

Thomas M. Steinfatt
Queens College of CUNY

DILEMMA AND IN A CREATIVE ALTERNATIVE GAME

Gerald R. Miller
Michigan State University

Steinfatt (1972) used 50 trials of a PD game and a Creative

Alternative game to study several aspects of the game behavior of his

subjects. Experiment I used just the PD game to examine the effects

of communication on cooperative choices.

EXPERIMENT I

One problem encountered in studies of gaming behavior the effect of

communication alone versus its effects when combined with the experience

of several trials of the game being played. The first experiment attempted

to separate these two effects. A PD game with the following matrix (Figure 1)

C.

O

P
C. 0

1 ...

.

'Co

.2.
.. , 0

0

Figure 1. PD matrix for Experiment I

was used with eighteen pairs of subjects who were undergraduate students

enrolled in Speech courses at the University of Michigan. All subjects

were questioned for prior knowledge of PD games and game matricies in

general for this study and the studies reported below. Two subjects were

disgarded before play began due to familiarity with the game matricies.

Subjects were paired from different classes and were re-paired if they

knew each other.

Previous studies (Gallo, 1963; Gallo and McClintock, 1965) have
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discussed the difference between real reward and imaginary reward in game

studies. A major point of these studies, as mentioned above, is that when

a reward has no real value to a person it may be more interesting to in-

vent a new game of maximizing the difference between oneself and the

other player than.to play in order to maximize one's own reward. Thus

the cooperative-competitive measures used in studies of game behavior

employing imaginary rewards may not directly generalize to non-laboratory

settings unless those settings involve a strong motivation to maximize

the difference between persons, as well as to maximize one's own rewards.

Small amounts of money are occasionally used as real rewards, but there

is always the question as to how valuable small monetary rewards are to

a given person. Steinfatt used real rewards in his study but they were

not rewards of money. After scoring the midterm exams for three classes,

he subtracted 20 points on a 100 point scale from the score of each

student in the classes. The students had been informed during the first

half of the term that the midterm would be quite difficult and would be

graded very harshly. At a different time during the term, all classes

were also told that they would be expected to participate as subjects in

an experiment sometime during the term. The subject matter of the classes

did not relate to gaming. A few days after the exams were passed back

to the students they were told that they would have a chance to both

fulfill their requirement to serve as experimental subjects and to

gain a few points on the midterm exam. All midterms were essay exams and

all were handed back with only a single number on the front of the exam

which represented the actual score minus twenty points. Several students

were unable to participate in the experiment for scheduling reasons or

because they had previous experience with game experiments. On the last
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day of class all students were told of the deception on the midterm scores

and all were assured that the twenty points had been added back to each

of their scores no matter what their game performances had been.

Most students agreed to participate in the study. Subjects played

the game in a large classroom with the experimenter seated at one end and

an assistant at the other end. Three pairs were run at a time. The

assistant explained how to read a game matrix to the subjects and then

seated each pair side by side in front of a table but facing slightly

away from each other. The game matrix was in the middle of the table and

each subject had a pencil and a score sheet in'front of him. The assistant

seated himself facing the subject and about 15 feet away. The tables were

ten feet apart facing the assistant. Six pairs of subjects were randomly

assigned to each of three conditions: immediate communication (IC),

delayed communication (DC), or no communication (NC). Subjects in the

delayed communication and no communication conditions were instructed

not to talk with or look at the other player. After twelve trials)DC

subjects were instructed that they should now face the other player and

that they could talk freely about anything that they wished either during

or between the trials. Subjects in the NC condition were not allowed

to talk to or look at their partner for all 50 trials. After the 24th trial

DC subjects were told to face away from each other, as they were originally,

and not to talk or communicate in any way. The assistant was close enough

to each pair to enforce the no communication periods, but far enough away

that they could talk relatively privately if they kept their voices low.

Subjects in the immediate communication condition followed the same pro-

cedures except that they were allowed to talk for the first twelve trials

and instructed to remain silent after that.
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On every trial each player made a mark in ink on his move sheet

which he was not allowed to change once he had made it. When both players

in all pairs indicated to the assistant that they had made their choice, the

assistant signaled them to reveal their move to the other person. Six

pairs were all male, six all female, and six were male-female pairs, with

one pair from each category participating in each of six experimental

sessions, and two pairs from each category being assigned to each experi-

mental condition. Subjects were told before the beginning of play that

the experimenter was busy correcting papers at the far.end of the room

and that when they were finished with the gamejthe assistant would tally

the score for each subject and give him/her one poker chip for every 15

total points of his final score. Each pair was then to walk to the ex-

perimenter's end of the room together, where the experimenter would add

one point to each person's midterm grade for each poker chip the person

handed him. Then both subjects filled out a brief post-experiment

questionnaire before they were allowed to leave.

These features of the experimental procedure were intended to set

up a situation in which each subject would be motivated to do as well as

he could on every trial without regard for the gains or losses of the other,

but to include the possibility for side deals or kickbacks since each subject

could see from the setup of the exmikimental room that there would be ample

opportunity to exchange poker chips if they choose to do so in route

between assistant and experimenter. The probability of such an exchange waa

never mentioned or even hinted at by the assistant. In any PD game, there

is no real advantage to be gained by any deal for side payments since

by definition no outcome cell in a PD game may have a larger total payoff

than the cell involving cooperative choices from both players. thus, for

example, an agreement by player 0 to Choose ,cooperatively while player P
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defects, in exchange for a "cut" of the 6 points P would gain, would not

be a rational agreement since the total gain to both players would be 4

points compared with 8 points in the cell with both choosing cooperatively.

For this reason it was expected that few, if any, side payment deals would

be reached. The scores obtained from the move sheets when compared with

the point totals recorded by the experimenter provided an accurate check

on the existance of any side payments. None occurred in the PD game. The

closest any pair came to a side payment was when one subject dropped a

handful of chips, but gave a very firm "No, thank you" to the other player's

offer to help him .pick them up.

The results of Experiment I indicated no major sex differences in

the number of cooperative choices either across or within communication

conditions. This is in accord with Rapoports finding that sex differences

tend not to show up in runs of less than 100 trials. Data for the three

sex categories were combined for the analysis of the communication

conditions and are summarized in Table 1.

Communication IC

Condition
DC

NC

Trials

84% 88 83 81

31 70 64 56

37 29 26 35

84

55

32

84

63

30

1-12 13-24 25-36 37-50 Average Average for

for'all trials

trials 13-50

Note: All percentages are based on N=600.

Table 1. Percentage of cooperative responses over
trials by communication condition

Analysis of variance on the data ofoTable 1 treating the trials
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factor as corelated and the communication conditions as independent in-

dicates a significant trial X communication interaction (p4.01).and a

significant main effect for communication (p <.01). The main effect for trials falls

short of significance (p4410). In the no communication condition the

results are not substantially different from those found in low or imag-

inary reward studies of PD behavior. Since this study did not include an

imaginary reward NC condition, it is not possible to compare the results

to Gallo's (1963) finding that cooperation increased under conditions of

real reward. The initial decline in cooperation followed by a recovery>

found so often in PD studies, is evident in the NC condition. The first

twelve trials of the delayed communication condition are not substantially

different from the first twelve trials under no communication as would be

expected. During trials 13 to 24 in the DC group, cooperative responses

increased dramatically as communication was allowed. The high level (70%)

of cooperation achieved by the DC subjects began to drop after communication

was cut off on trial 25 and continued this decline in the later trials

though remaining substantially above the level of cooperation before

communication was allowed. The group allowed to communicate from the

beginning of the trials to the end of the 12th trial made 84% cooperative

responses on the trials when they were allowed to communicate, and then

increased their level of cooperation after communication was cut off.

Cooperation for the IC group dropped only slightly even toward the end of

the trials. DC subjects were apparently influenced by the effects of the

first 12 trials they played before communication was allowed since they

never reached the. level of cooperation of the IC group. Also level of

cooperation appears to be.more stable in the IC group than in the DC group

after communication is cut off. Thus, cooperation seems to be higher red
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more stable when the players do not experience a high percentage of non-

cooperative choices by the other person before they are allowed to

communicate with the other.

Since each subject knew the results of each of his opponent's choices,

the DC condition of this experiment is similar to the communication plus

knowledge condition of Bixenstine, Levitt, and Wilson (1966). They found

83.5% cooperative responses in the first twenty trials after delayed

communication was allowed for 15 minutes between the 20th and 21st trials

of a six-peison PD game. A level of cooperation of that magnitude was

achieved by Steinfatt only under immediate communication conditions. It

may be that the effect of the existence of the group increased the level

of cooperation in the Bixenstine et al,study.

EXPERIMENT II

Steinfatt conducted a second experiment using different subjects from

the same subject pool as used in Experiment I. Since there were no class

meetings of any of the classes between the time the first and last sets of

subjects were run over a two day period it is unlikely that any later

subjecte were exposed to the views of the game presented by earlier subjects.

Post experimental questionnaires to this effect substantiated the lack of

exposure of later subjects to earlier subjects outside of the experimental

situation.

The second experiment was concerned with an entirely different aspect

of the effect of communication on game behavior. The game used in Ex-

periment II was a Creative Alternative game devised particularly for this

experiment (see Figure 2).
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Figure 2. Steinfatt's Creative Alternative Game

The CA game is quite different from a PD game. First, it is not

semetric since the payoffs are not the same for P and for O. Secondly,

either player in the CA game can guarentee himself a payoff of 4 units by

making choice A for player 0 or choice C for player P. At first glance

it appears that P is in a better position than 0 since P could get 20

units of reward and 0 can get only 4 units maximum on any one trial. This

advantage becomes illusory on analysis since 0 has no reason to choose B.

If 0 chooses A he guarentees himself 4 units of reward while if he chooses

B he gets either nothing or loses 2 units. Thus 0 is going to choose A.

P may or may not see this before the first move. If P concentrates on

his own rewards and fails to analyze the game from 0's perspective before

the first trial then P may choose D for his first response hoping that 0

will choose B. 0 of course chooses A, and after no more than three trials

in a pretest involving ten pairs of subjects from other classes not in

the subject pool of Experiment I, all P subjects extinguished on the

D response. Imaginary rewards were used in the pretest. About half of

the P subjects made all C responses over the twenty-five trials of the

pretest. No P gave a D response beyond the fourth trial. Only two 0

subjects gave B as a response during the entire pretest. One stated that

he thought the game was silly and boring and wanted to break the monotony.
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The other was a female subject who stated she hadn't undestood the way

the matrix worked. She responded B only on the first trial. No communi-

cation was allowed during the pretest.

The CA game is a very boring, uninteresting game when played under

these conditions. Pretest subjects were growing quite restless after the

10th trial.. But supose a new element is added to the game. If subjects

are allowed to communicate perhaps one of them will see a creative

alternative co the constant AC response pattern. The third major difference

of the CA game from a PD game is that one of the cells contains a joint

total payoff which is greater than the sum of the payoffs for the obvious

choice (AC) cell. The existence of this cell, the BD cell in Figure 2, has

no bearing on the game behavior of the subjects when they cannot communi-

cate. Would it have an effect if they could communicate especially if

they were under high reward conditions such as playing for more points on

a midterm?

All conditions for Experiment II were identical with Experiment I

with the following exceptions: 1) Experiment II used a CA matrix and

2) subjects were paired by Dogmatism scores rather than by sex. All subjects

were from the pool used in Experiment I, drawn without replacement. All of

these subjects had taken a short-form Dogmatism test (Troldahl and Powell,

1965) before the midterm examination under unrelated circumstances. High

and Low Dogmatism was defined by a median split of the scores. Subjects

for Experiment II were paired by Dogmatism category into one of four

Dogmatism conditions: High P, High 0 (11HD); High P, Low 0 (HLD); Low P,

High 0 (LHD); and Low P, Low 0 (LLD). The three communication conditions

from Experiment I were also repeated creating a 4 Dogmatism conditions X 3

communication conditions design. Two pairs of subjects participated in each
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cell of the design for a total of 48 subjects.. Thusoeight pairs were run

in each communication condition and six pairs in each Dogmatism condition.

Forty trials of the CA game were run for all pairs. The principal dependent

measure used in Experiment II was the ab:dity to achieve at least three

consecutive BD responses. The assistant treated all negative scores as

zero scores when he handed out the poker chips, though he did not announce

in advance that this would be done.

The results of Experiment II are summarized in Table 2. In the no

communication condition no pair achieved three consecutive BD responses.

After the first few trials in the NC condition no pair responded in an

way except AC with one exc'ption. The 0 player in one HL pair began to

make an occasional B response after the 25th trial and on the 34th trial for

that pair they responded BD. For the six remaining trials they responded

AC.

Dogmatism condition

HH HL LH

Communication IC

Condition
DC

NC

LL

0 0 1 1

0 0 1 2

0 0 0 0

Note: N =2 pairs in each cell

Table 2. Number of pairs in each cell achie(ing
at least three consecutive BD responses.

Again, no pair achieved even one BD response before the onset of communi-

cation. In the delayed communication condition three of the eight pas

'began an unbroken pattern bf BD responses on the thirteenth through the

fifteenth trial which continued to the end of the trials. Communication

was allowed for the DC group only on trials 13-24 and none of the pairs

responded BD beofre communication was allowed. The five remaining DC pairs

made an occasional B or D response btt were characterized by a continuous
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pattern of AC responses. In the immediate cow'nunication condition two of

the eight groups established a continous BD response pattern within the

first five trials which continued on to the end of the 40 trials. The

remaining six pairs were similar to the five DC pairs with only an occasional

B or D response breaking up a continous AC pattern. In other words, all

pairs, with rare exceptions, tended to fall into a highly consistent re

sponse pattern. When communication was not allowed this pattern was

invariably one of AC responses. When communication was allowed, most pairs

continued with this same AC pattern, but a few either switched to (in the

DC condition) or began with (in the IC condition) an entirely new response

pattern which was just as consistant. This new pattern was a continuous

BD response replacing the AC response of the majority of the pairs. What

happens in these BD responding pairs, according to the post experimental

questionnaires, is that one player (in these five cases always the P

player) sees the 20 points just sitting there in front of him with no way

to obtain them, when he suddenly realizas that both he and the other could

make more on each trial by choosing the BD response. He suggests this

possibility to the other explaining a proposed split of the 20 reward units.

In some cases P's proposed a 10-10 split and in others they proposed a

9 for P, 11 for P split to result in a total gain of 9 reward units for each

player on each trial. Four of the five BD responding pairs agreed on a 9

for P, 11 for 0 split.

4

Three persons in the NC condition and five persons in both the IC

and the DC conditions said that they thought about ways of getting the 20

reward units, but could not achieve this goal either because they were not

allowed to communicate at that point in the trials or because they could not

convince the other to go along with their plan. A study of the type of
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persuasion strategy which is effective in this type of situation might be

interesting. What kinds of things can P do in this situation to increase

his perceived trust in 0's eyes to the point where 0 is willing to take a

chance that P will not try to deprive him of his midterm points?

To summarize the findings of Experiment II with respect to the

communication variable, communication is apparently a nece: ,ary but not a

sufficient condition for reaching a creative solution in a CA game. Once

reached, this solution is quite stable and does not disappear when communi-

cation is cut off. Low dogmatic subjects were much more likely to achieve

a creative solution than high dogmatic subjects given the limited sample

of this study. In no case in which a high dogmatic was in the P position

did a pair reach a creative solution. No HHD or HLD subjects reached a

creative solution while three of the four LLD pairs did so (see Table 2.)

The tentative zonclusion from these results is that. when a High Dogmatic

subject is in the P position, a creative solution is unlikely. Dogmatism

seems to be related to the achievement of a creative solution, but not as

strongly as the existence or nonexistence of communication. This finding

would tend to support Rutheford (1966). "If decision makers tend to possess

paranoid personality systems, with attendant belief rigidity and suspicion,

their ability to adopt creative and innovative perspectives may be curtailed.

The ability of their organizations to enter into trustful relationships with

other organizations may likewise be curtailed." (1966, p. 405).
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COMMUNICATION AND EXPERIENTIAL LEARNING:

A TRANSACTIONAL VIEW

Daniel E. Cost& It'
University of Iowa

School of Journalism

Over the years much has been said about the operational development of "parametered"
simulations. Recently, however, the dev-lopment of "parameter-free" simulations is being
talked about as a powerful technic for the design of learning environments (11,13). The
differences between these two types of simulations represent not only operational distinc-
tions but major shifts in conceptual thinking.

Most designers of "parametered" simulations make assumptions about the necessary
relationship between the parts and the whole of our socio-ideological environment. The term
philosophers give this level of organization and presentation of inquiry is "Interaction." On
the other hand, designers of "parameter-free" simulations assume that there is no necessary
relationship between the parts and the whole. "Transaction" is the level of inquiry which in-
cludes this assumption.

I will attempt to explain the shift in conceptual thinking by suggesting what form a

transactional approach to communication and experiential learning might take.

TRANSACTION

The term "transaction" has been given some unusual implications: first, that all things
in a situation people, objects, etc., enter the situation as active participants; second, that
people and objects owe their very existence in the situation to their active participation, and
do not appear as already existing entities that merely interact with each other without affect-
ing their own identity (3,7,9). Transaction was first used by Dewey and Bentley in their book,
Knowing and the Known. They suggest, "Observation of this general (transactional) type sees
man-in-action not as something radically set over against an environing world nor yet as
merely action 'in' a world but is action of and by the world in which the man belongs as an
integral constituent." It follows, then, that all of man's behavior "including his most ad-
vanced knowings" are treated as "activities not of himself alone nor even as primarily his but
as processes of the full situation of organism-environment" (5:271).

To further elaborate, Bentley states: "We do not, however, take the organism and en-
vironment as if we could know about them separately in advance of our special inquiry but
we take their interaction itself as subject matter of study. We name this transaction to differ-
entiate it from interaction. We inspect the thing-seen not as the operation of an organism
upon an environment nor of the environment on an organism but as itself an event" (1:285).

Each event a person takes into account is not independent of past transactions and
future expectancies. An event represents an arbitrary point along a continuum of life's
experiences. For the purpose of being able to reflect on them, the experiences are pulled out
of the process and given a beginning and an end. Each event represents a unique reflection.

As Whitehead states, "An event has contemporaries... This means that an event
mirrors within itself the modes of its contemporaries as a display of immediate achievement.
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An event has a past. This means that an event mirrors within itself the modes of its prede-
cessors as memories which are fused into its own content. An event has a future. This means
that an event mirrors within itself such aspects as the future throws back on to the present;
or, in other words, as the present has determined concerning the future...These conclusions
are essential for any form of realism for there is in the world for our cognizance memory of
the past, immediacy of realization and indication of things to come" (17:166).

Several implications are involved in the suggestion that an event does not have its own
existence and can only be observed through a person's active participation in it. If this is the
case, then each person must enter into the transaction from a slightly different perspective
since each person is a unique configuration of experiences, assumptions, and purposes. One,
then, observes and acts from a unique point of view. Participation is always an activity by
a unique participant from his unique position providing him with his unique world of ex-
perience.

EXPERIENCE

Experiential learning is the arrangement of a person's environment so that he comes
into direct contact with the phenomena to be understood. Thus, one aspect of a person's
world of experiences is how he experiences his participation in a transaction. A person has
the ability to communicate with himself or, in other words, he reflects on his purposes,
assumptions, and actions, and the consequences of actions. In addition, the ability to ab-
stract certain aspects of experiences gives a person the opportunity to provide inputs into
experiences of other people. This ability allows man to participate in communication with
others, yet the transaction is not limited by either space or time. However, Whitehead has
characterized one major difficulty with our ability to deal with abstractions which he has
called the "fallacy of misplaced concreteness" (10:576). That is, the aspects of our experi-
ence which are abstracted tend to be thought of as more "real" than the aspects of our ex-
perience which are not symbolized. For many people, then, "reality" is limited to only
those aspects of experience which are verbalized and/or written down.

Abstractions lead people to assume a communality of experience rather than assuming
that each person's experience is unique. Yet, we know that no two people have exactly the
same point of view because of the simple fact that they cannot occupy the same space at
the same time. Since perfect correspondence in meaning is impossible, we are left with the
notion that communication, one of the most basic life processes, operates on a whole set of
very complex assumptions about ourselves, others, and the world in which we live.

As Birdwhistell says, "An individual does not communicate; he engages in or becomes
part of communication. He may move, or make noises...but he does not communicate. In
a parallel fashion, he may see, he may hear, smell, taste, or feel but he does not originate
communication; he participates in it. Communication as a system, then, is not to be under-
stood on a simple model of action and reaction, however completely stated. As a system it
is to be comprehended on the transactional level" (2:104). Communication, then, is that
aspect of the total life process by which each one of us (Jeittes a unique world of experiences
and through which each of us strives to attain our purposes.
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EXTERNALILATION

One of the more fundamental assumptions a person makes is that what he takes into
account exists outside of himself and has characteristics beyond those he gives them. For the
most part, we treat people and objects as existing in their own right having traits, attributes,
and characteristics quite independent of our transactions with them. One essential aspect of
communication, then, is the assumed externality of certain aspects of experience. The world
as one experiences it is both the product of communication and the cause of it.

The question arises, however, as to what aspects of our experiences can usefully be ex-
ternalized. One of the major problems in therapy sessions is for the patient to learn which
aspects of his experiences he has been externalizing and which aspects he has been repressing.
It is usually crucial that a patient recognize as his own certain aspects of h's experience which
he formerly attributed to external events. Most contemporary psychoanalytic writers stress
the importance of the communication process in shaping the content of an individual's
experiences (4,12,16).

Most simulations are based on the notion that objects or people exist in their own right
as one takes them into account and all one has to do is derive the appropriate strategies from
the already-existing knowledge. Whitehead addressed himself to this assumption when he
said, "We must not slip into the fallacy of assuming that we are comparing a given world
with given perceptions of it. The physical world is in some general sense of the term a de-
duced concept. Our problem is, in fact, to fit the world to our perceptions and not our per-
ceptions to the world" (10:89).

In the simulation designer's attempt to relate his thinkingand observation on some
phenomenon to others, he must make statements about what others will experience if they
follow certain procedures. This is so because what a designer experiences are the variables of
his own creation and they do not exist independently of how he has named the problem
under investigation. So for other people, especially participants, to understand his work he
must externalize the procedures used, and only in this way can he convey the constructs of
his work. When the designer makes operational statements he is abstracting from his own
experience certain aspects which he believes are or can be shared With others.

Thayer states, "What is unavoidable, if we are to take what we know about communica-
tion seriously, is that a) Problems exist only in people; b) Problems exist only in the form
they are conceived of; c) The problem dealt with is the one named or identified (not the
'objective' conditions of concern); and d) Given that one can 'get into contact' with his en-
vironment only via his own take-into-account-abilities, the solutions (or potential solutions)
one has for problems generally determine the problems he 'sees' or identifies" (14:18).

The way the designer or the participant poses his problem determines what answers he
will seek; determines what aspects of the present state of knowledge will have a bearing on
the problem; determines which procedures he will follow or try to devise. Without some in-
dication of a person's purposes, one cannot evaluate the correspondence between his actions
and his problem-naming capabilities. For the significancesa person encounters in the course
of acting can be evaluated only in terms of what he intended to do. It should be clear by
now why we have great difficulty in predicting other's behavior. For simulation participants,
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like simulation designers, have purposes and it is no easy task to acquire a correspondence
between the purposes participants may actually be pursuing and the purposes designers at-
tribute to them.

The process of communication provides each person with the only world he knows. A
person's predictions of what will probably happen if he acts in a particular way transpire in
and through communication. His actions will be effective only insofar as the predictions
derived from his past correspond to what he actually experiences when he acts. The central
problem of communication is understanding the degree of correspondence between the sig-
nificant aspects of past experiences which one externalizes in one's problem-naming and
those significant aspects which one externalizes in one's present encounters.

ASSUMPTIONS

A person's experience comprises a total complex of significances. In both past and
present situations, certain significances have been found by a person to have a high prob-
ability of satisfying his purposes. Other aspects of a person's experience have proven not to
work, leading to the frustration of his purposes. This evaluating is accomplished through a
largely unconscious process and results in a set of assumptions which are brought to the
present situation.

Assumptions, as we have seen provide predictions of the probable significances a person
will encounter in the external world. And, only through participation can a person come to
gips with the problem of externality. By experiencing the consequences of participation one
is able to give meaning or ascribe significance to external situations. Communication, then,
provides both the framework on which action is based and the channel through which the
consequences of action are experienced.

We know, however, that the constancy of a person's assumptions vary from transaction
to transaction and that his assumptions are hardly ever in complete harmony with each
other. Those assumptions from a person's past experience that have worked probably be-
come key guidelines for thinking and acting in present situations. There will also be assump-
tions which are tied very closely with particular experiences, especially those experiences
which have had great significance for him. Thus, an assumption enters into the process with
a weight determined on a probability basis adjusted in terms of its previous importance and
its relationship to one's imriediate transaction. The relevancy of an assumption in any situa-
tion is always gauged in light of one's particular purposes.

CHANGE

The prediction on which a person's participation is based is tested by him experiencing
the consequences of his action. As a result assumptions are either bolstered, modified, or
completely rejected. The probability is changed in proportion to the unconscious weighting
given to that particular experience, resulting in modified assumptions, modified predictions,
and modified externalized significances. Toch and MacLean suggest that "Man, the
scientist, or just plain man is in a continuing process something like the following:

1. He senses inadequacies in certain of his assumptions. They don't seem to hold as
well as they did in the past. This is problem awareness.
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2. He tries to locate those aspects of phenomena except for which the functional ac-
tivities in question would not exist.

3. He chooses those aspects he feels are most crucial.

4. He works out some methods for changing those aspects and experimenting with the
changes.

5. He modifies his assumptions on the basis of empirical evidence" (15:75).
Change and, uncertainty, then, become the guiding rules of nature. Yet, part of a per-

son's sense of surety stems from situations in which his assumptions resulted in an adequate
fulfillment of his purposes. In this case, actions merely reinforce what he believes to be true.
Any transaction one takes part in has some degree of unpredictability for which past ex-
perience is a totally unreliable predictor.

What happens, however, when the significance of an experience is not as expected?
Inadequate assumption can result in a hitch or problem. As Ittelson states, "Every hitch is
either the result of a failure to achieve a particular goal, that is, of inadequate 'how-to-do'
predictions, or else the result of a failure to experience a hoped-for satisfaction resulting from
an incorrect 'what-for' prediction" (6:36). This lack of correspondence between external-
ized and encountered significances accounts for most of the change in man.

The primary function of communication, then, is neither revelation of the present nor
remembrance of the past; it is prediction of the future. As Kelley put it, "The most import-
ant thing in anyone's externality is other people...Since we build and are ourselves buiit by
other people, we can see how great is our stake in them. The psychological function is
developed with people, and the quality of the psychological self depends upon the quality of
the people out of which it is built" (8:251).

The future and all that it holds for us and those yet to come will be determined by the
assumptions we hold. Possibly, through the use of "parameter-free" simulations we can pro-
duce situations and experiences which will lead people to test their assumptions and modify
them when necessary.

The conceptual re..2arch reported herein was performed
pursuant to a grant with the Office of Education, U.S.
Department of Health, Education, and Welfare. Con.
tractors undertaking such projects under government
sponsorship are encouraged to express freely their pro-
fessional judgment in the conduct of the project. Points
of view or opinions stated do not, therefore, necessarily
represent official Office of Education position or policy.
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SIMULATING ESTABLISHED GROUP COMMUNICATION BEHAVIOR

Delmer M. Hilyard and Russell J. Kivatisky
Bowling Green State University

Simulation and gaming, at least considered as relatively un-
restricted terms, have been a pedagogical component, and a problem
of speech education for as long as the speech communication field
has had an academic identity. For example, intercollegiate deba4
is organized and functions within the field as a recognized game.'
However, the speech discipline has only recently begun to recognize
the complementarity of its interests with the interests of others as
exemplified by the National Gaming Council. Tucker's 1968 assessment
of the place of simulation and gaming in the speech curriculum repre-
sents one of the first intra-disciplinary statements of that mutual
interest.2

Group communication behavior, frequently referred to as discussion
or group problem-solving, is one area of speech communication in which
the reciprocal interests in simulation are becoming most eident. The
purpose of this paper is to examine the current use and the potential
of man-simulation methodologies for study and research of group com-
munication, particularly as the communication behavior of established
groups.

The term established group has been chosen to specify groups
according to social roles and positional relationships. This defini-
tion contrasts with the more common procedure in small group study of
classifying groups as naive (the members of the group have no history
of prior interaction with each other) or as experienced. Thus, a
college's freshman basketball team, as well as its varsity team, would
be an established group. In either case, the individuals have knowledge,
either experientially or vicariously based, about how their interactions
should proceed: that is, they presumably know a great deal about group
membership in that group, even though they do not know the specific
group members.

Small Group Research Problems and Simulation

Marvin Shaw, one of the most active researchers in the small group

--I-Millar, Dan P. Debate as Communication. In Otto Bauer (ed.)
Introduction to Speech Communication, Dubuque, Iowa: Kendall-Hunt,
1968, pp. 81-91.

2
Tucker, Raymond K. 'Computer Simulations and Simulation Games:

Their Place in the Speech Curriculum. The Speech Teacher, XVII
March, 1968, 128-133.
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field has recently listed seven criticisms of group dynamics research.

Among the seven critical characteristics he listed: (1) an over-

emphasis on laboratory research and a corresponding lack of emphasis

on research in natural settings; (2) an overemphasis on ad hoc groups,

with a corresponding lack of concern for traditioned groups; (3)

a restriction of research to intragroup procesRes; and (4) an over-

dependence on arbitrary statistical standards.'

Inasmuch as simulation is, by definition, a laboratory event, it

does not provide a definitive means of correcting the shortcomings

of small group research but it is an alternative procedure that can

contribute to the correction. In fact, if one accepts Abraham Kaplan's

open-minded perspective of behavioral science4 as an answering alter-

native to Shaw's criticism of overdependence on arbitrary statistical

standards, the reports of game developments and game refinements be-

come a feasible type of data for deriving inferences about "real-

world" inter-group processes.'

In a time of diminishing research funding opportunities it is

unlikely that laboratory research will be abandoned for more costly

field studies. Man simulations provide a partial means of bridging

the difference between the typical ad hoc group of the laboratory

(i. e., students assigned to highly restricted problems) and the

traditioned or established group of the field. Prior research, such

as Strodtheck's simulated jury sessions
6 and Gamson's coalition study,

7

provide evidence for the feasibility of the method.

Two other developments in the small group field concomitant

with the increasing recognition that rigorous but trivial laboratory

studies have limited utility, appear to be bringing man-simulatioe

into a more central position in small group research. One of these

is the increasing refinement and clarification of relationships be-

tween systems theory and group processes. Another development is

the increasing use of multivariate statistical models for analyses

3Shaw, Marvin E. Group Dynamics: The Psychology of Small Group

Behavior. New York: McGraw-Hill, 1071, p. 357.

4Kaplan, Abraham. The Conduct of Inquiry: Methodology for

Behavioral Science, San Francisco: Chandler, 104

5Inbar, Michael, and Stoll, Clarice N. Simulation and Gaming

in Social Science. New York: The Free Press, l972

6Strodtbeck, F.L., and Hook, L.H. The Social Dimensions of a

Twelve Man Jury Table. Sociometry, 103. 24, pp. 397-415.

7
Gamson, W.A. An Experimental Test of a Theory of Coalition

Formation. American Sociological Review, 1961, 26, pp. 5A5-573.
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of small group data. That is, small group systems theory, man-
simulations, and multivariate analysis are moving toward a promising
coalition that is likely to alter the current conception of what
constitutes a "proper" laboratory study.

For example, DiSalvo's dissertation research was based on
experimental conditions of subjects' role-playing groups of industrial
shop foremen under varied conditions of simulated organizational o
climate and with varied amounts of problem-relevant information.0
Although DiSalvo's operational procedures were still simple enough
to criticize the research as another "artificial" laboratory study,
it nonetheless represented a move toward more system complexity than
most limited-variable, ad hoc group studies of the past.

Instructional Problems and Simulation Methods

A series of small group studies which has had a visible inter-
actional relationship with teaching/learning practices in small
group communication is Wes' research development and use of Inter-
action Process Analysis. His methodology of providing a case study
or topic problem which is discussed until there is a group-recommended
solution continues to be the most used method for providing laboratory
learning experiences for students. The Bales' studies and the instruc-
tional applications are clear examples that the research problems,
cited above, and the problems of group communication education arise
from similar sources.

Two conditions in the small group instructional field may be
sufficient to suggest the problem. One is that group discussion
courses, despite the fact that such courses have consistently used
student participatory involvement as a procedure, have been the
recipients of their share of student criticisms of irrelevance. A
second condition is that the principal instructional stance has been
limited to a single-alternative, prescriptive model of "effective"
small group communication behavior. On the other hand, small group
research indicates rather clearly that group effectiveness is a multi-
alternative outcome, i. e., that one group's "tea" is another groups'
"poison" ,10

8DiSalvo, V.S. A Multivariate Analysis of Variance Investigation
of the Effects of Information Processing Ability, Amount of Task
Relevant Information, and Group Climate on Group Behavior. Unpublished
Doctoral Dissertation, Bowling Green State University, 1971.

o
Bales, R. F. Interaction Process Analysis: A Method for the

Study of Small Groups. Cambridge, Mass: Addison-Wesley, 1950.

10
Hackman, J. R. Toward Understanding the Role of Tasks in

Behavioral Research. Acta Psychologies, 19A9, 39, pp. 97-128.
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It seems obvious that at least part of the problem is centered
on the methodology: the instructor's (or the experimenter's) dis-
continuation of the group communication process IA the point in time
that the group agrees upon a decision. In most instances no attempt
has been made to allow the group process to continue through phases
of activating the solution-plan and receiving feedback from ensuing
environmental processes. It is these later processes, of course,
that provide information about the adequacies or inadequacies of pre-
decision task-oriented group communication behavior in "real-world"
established groups.

Parenthetically, a speculative consideration regarding the past
use of the "problem-solving discussion" methodology is that it may
have provided some of the impetus for sensitivity and encounter
group approaches which have appeared around the country in speech
communication courses. Bales himself, for example has publicized
his "self-analytic" group approach in which only the "problem" is
intra-group membership and the group interaction.11 Such approaches
seem to suggest that the only solution to irrelevancy is to throw
away task-related problems.

However, man simulations, in which there are task problems, are
being used as an alternative solution. Instead of isolating the
learning group from contingencies of a social environment, simula-
tions provide an environmental context (namely, other groups) which
requires intro- group communication processes to he extended beyond
the solution-agreement phase. Group decisions necessarily become
related to experienced actions and experienced consequences. Under
these conditions "effective" intra-group communication behavior gains
a reference check beyond group "togetherness" and/or beyond conform-
ity to a singular, prescriptive model for problem-solving behavior.

Jandt has devised a simulation which is intended to emphasize
relationships between communication and conflict.12 The simulation
is an attempt to structure a problem situation in which intense
social conflict is likely to occur. Based upon a real-life situation
described in the January 30, 1970 issue of Life the simulation re-
quires participants to Interact as members of a major chemical company
planning the construction of a new plant, highly skilled and profession-
al people who share a common varyation area, activist students attending
a state college, and elected government officials and Chamber of Com-
merce members. The participants must deal with the chemical. company's

11Bales, Robert F. Personalitz and Interpersonal Behavior. New
York: Harper, 1970.

12
Jandt, Fred E. Conflict Resolution Through Communication,

New York: Harper, in press.
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plans to constrict a chemical plant. on Resort, Tsland. According to
Jandt, the simulation has been used by a number of small group communi-
cation instructors and he has reported evaluational results based on
attitude and comprehension measures. The simulation appears to be a
viable method for studying problev-solvihg and ensuing feedback( phases

eof established group communication processes. Gamson's Simsoc' has
also been used with apparent satisfaction by speech communication
instructors at a number of institutions. Other learning activities
of a more restricted nature, such as the "Community Leader Exercise"
used by many in the communication field, are analogs of communication
processes operating unrestrictedly in real group environments.

In speech communication, as in other fields, involvement in sim-
ulation methodologies is promoting re-examination of purpose and of
theoretical perspective. For example, earlier perspectives implicitly
or explicitly defined interpersonal conflict as prescriptively un-
desirable. Work with simulation has helped to re-orient perspectives
to a recognition that conflict is a condition of interpersonal re-
lationships in problemso'ving. From this perspective conflict is
considered as a phase of interpersonal and/or prour communication
processes. As a process term conflict defines the phase, or phases,
in which alternatives of problem definition (goals) and solution
proposals (methods) occurs. Some behavioral responses to conflict
relationships (violence, apathetic acquiesence, etc.) are personally
or socially costly. but conflict processes may lead to positive be-
havioral outcomes. Simulations help to provide coping or observational
experiences that validate this viewpoint.14

As models, or dynamic representations of established group com-
munication, man simulations have as much potential, for transforming

laboratory learninr and laboratory research from triviality to sig-
nificance as any methodology emerging from the flux of today's be-
havioral sciences. They offer the speech communication field a needed
alternative for meeting its objectives.

13Camson, William A. Simsoc: A Participant's Manual and Related
;loadings. New York! The Free Press 1°A9.

14Hilyard, Delmer M. Models and Research Designs for the Study
of Conflict. In Fred E Jandt. (ed), Conflict Resolution Through
Communication, New York: Harper, in press.
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"THE USES OF SIMULATED PROFILES AND THE
PROF TECHNIQUE IN CAFTUR'NG THE POLICIES OF 'RATERS"

Vincent S. Di Salvo
Department of Speech Communication, University of Nebraska

Arthur P. Bochner
Department of Communication, Cleveland State University

INTRODUCTION

Since the first mceptualizations of a general purpose stored
program computer during the mid nineteen-forties, the computer field
has grown tremendously. Today the availability of high-speed computers
has made it feasible to utilize statistical computational and sim-
ulation techniques previously considered impractical. This tremendous
expansion of research capabilities has encouraged researchers in
education, industry, business and the government to consider studies
involving broad problems never before regarded as being possible.

The field of communications has also reflected this expansion over
the years regarding research rigor and computer utilization. Essentially,
the communication field has moved beyond the usual rule of "keeping
all the variables constant but one" and has begun investigating
the communication process by recognizing that communication is based
upon a complex model of human behavior involving systems and subsystems
of variables, all of which can affect the "communication process."
The communication field has gone to computerized content analysis,
computer simulations of small group behavior, audience analysis computer
simulations, multiple regression analysis, discriminant function analysis,
multivariate analysis of variance, etc. to help understand the
complexities of the "communication process." The purpose of this paper
is to present a general technique (called PROF) which will offer
communication researchers another potential methodology utilizing
computer simulations and computer data analysis which hopefully will
yield the answers necessary to help us understand the "communication
process" we so often talk about.

The PROF Technique

Although "man-the-communicator" can be viewed in many different
lights, his day-to-day activities are intimately related to the per-
spective that man is an information processing system. This notion is,
of course, not a new one to the field of communication theory.
Millerl talked about information processing in terms of Information I and
Information II and that man's decisions are the result of the interaction
of Information I and Information II. If we stop for a moment and
return to "man-the-communicator," we can see that a normal activity is one
of weighing alternatives in a situation before deciding on a specific
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course of action: to buy this car rather than that car, to accept this
speaker as being more credible than another speaker,to solve a problem
one way rather than another way. In each of the situations mentioned
above, we could probably list the information for and against each of the
alternatives. But what is man actually doing in each situation? Before
he decides on a course of action, he attempts to deal with the infor-
mation he has and attempts to formulate a subjective construct of that
information, so that he ultimately can make a decision. In essence then
our model of "man-the-communicator" attempts to structure the pieces
of information he has available so that he might make some sort of a
comparative assessement of the sitpation before committing himself to a
specific course of action. Miller4 indicates that research at this
level of information processing is essential for communication theory if
we are to develop an understanding of how people interpret information
differently. The PROF technique, we believe, will aid the communications
researcher in this area.

Research in the area of information processing and decision making
has for the most part been centered in industrial psychology and
military evaluation; as well as psychiatric and medical diagnosis.
Researchers, for the most part, have been interested in studying the

information processing strategies of individuals given different types
of decision making demands. Naylor and Wherry3 help to crystalize the
area for us when they state that whenever you ask someone to give judg-
ments, you are essentially asking for an expression of their "policy"
orttrategy." An individual's information processing policy reflects,
in a very real sense, the way in which that individual views the world
that he has been assigned to evaluate. For example, if one individual
responds or makes evaluations of one kind to a set of stimuli (pieces
of information) while a second individual responds or makes judgments
of a different kind to the same stimuli (identical pieces of information),
these two individuals possess different information processing policies.
As we mentioned earlier, Miller considers this task an important mission
of communication research.

A little over ten years ago, a new approach to the policy capture
problem was proposed by Bottenberg and Christal. 4 They labeled their
method the JAN technique which stood for Judgment Analysis. Basically
the method grouped information processing individuals in terms of the
homogeneity of their prediction equations which ip a modification of
a more general clustering model developed by Ward.? Naylor and Wherry6

offered a modification to the JAN technique which required that researchers
using the technique possess a large number of stimuli sets or profiles
to meet certain assumptions. Since this can be a problem when working
with "real" stimuli sets, Wherry, Naylor, Wherry and Fallis7 developed
a proggam to create simulated stimuli sets or profiles. Later Wherry and
Naylor in reviewing the JAN technique, suggested that the technique
is based upon defining the capturing of an individual's policy as the
extent to which one can predict the information processing actions of an
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individual from the human characteristics of the data being required to
evaluate. They go on to suggest that the JAN technique falls short of
actually capturing policies, rather the technique identifies those
policies that are similar and dissimilar. Given this limitation, the
PROF method was advanced by Wherry and Naylor. The PROF (Profile of Factors)
technique not only identifies the similarities and dissimilarities of
information processing policies but also defines the captured policy
by identifying the relative importance assigned to each factor array in
a given information processing policy. For instance, if we presented
100 individuals 200 stimuli sets or profiles with each profile having
the same seven stimuli but different value combinations and followed
the procedures and computations required In the PROF technique, we would
be able to identify which individuals had similar and dissimilar policies
as well as identifying the specific stimuli from the seven the individuals
were using in making their evaluations.

The PROF Procedure

The following is a step-by-step listing of the procedure used in the
PROF procedure:

(1) The first step is the development of the simulated profiles to
be used in the research project. In generating the necessary profiles
it is essential that the stimuli (the individual information items to be
processed) scores (represented on a one to nine scale) on each profile
appear to be meaningfully related so that they reflect a "real world"
relationship that will make sense to the individual who is processing the
information. To accomplish this a theoretical or hypothetical factor
analysis structure (consisting of theoretical factors, factor loadings,
communalities and uniqueness scores) is created by the research team
based on their review of the literature and pilot testing. This theoretical
program which will then establish, for each profile, those traits (infor-
mation items) that go together as well as the strength of their relation-
ship. Figure 1 below shows an abbreviated sample profile.

Figure 1

Abbreviated Simulated Speaker Profile
Poor Average Excellent

Trait 1 2 3 4 5 6 7 8 9
Intelligence . . . x .

Honesty . . . . x .

Trust . . . x
Expert . x . .

Qualifications . . . . x . .

Concern for
others .

. . x .

Reliable . . . x .

My overall
Evaluation is 1 2 3 4 5 6 7 8 9
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(2) Step two deals with the prollle rating procedure. Subjects
being tested are usually presented with a packet containing the profiles
(anywhere from 100 Lc) 250) with the Instructions to follow a basic sort -
resort procedure so that the profiles are sorted Into a forced stanine
scale distribution.

(3) Step three of the PROF procedure deals with the data analysis
aspects of the profiles and can be broken down into the following steps.

3.1 First, validity coefficients or correlations must be calculated
for each individual engaged in the project using each profile trait score
as a predictor and the global rating as criterion. In the above figure
we had seven traits or information items so we would have seven validity
coefficients for each individual in the project.

3.2 Once the validity coefficients (the correlations) have been
calculated for each individual, an inverse data analysis is performsd on
the data followed by a Q type (correlating persons) factor analysis in
which the raters are factor analyzed. This step allows the research team
to begin identifying those raters who rated the profiles in a similar and
dissimilar manner. Factor arrays can be identified from the Q factor analysis
by isolating raters with relatively pure loadings on a single factor and
then going back into the validity coefficients on the trait or information
items to determine which information items were important in the individual's
information processing and then using those items to identify the factor
that the individuals are correlated with.

3.3 A rater's information processing policy can then be "captured" by
identifying those factors which the individual used in making his global
rating on all of the profiles used in the project. The guidelines estab-
lished by Wherry and Naylor are as follows: (1) if a factor controlled
25% or more (factor loading of .50 or higher) of an individual's rating
behavior it was considered a major factor and represented with a capital
letter which represents a specific factor; (2) if a factor controlled
from 9% to 25% of the variance (factor loadings from .30 to .49) it was
considered a minor factor and represented with a small letter; (3) a
factor controlling less than 9h of the variance was considered as not
playing a significant role and was identified with a dot.

We will now briefly work through an illustration to help demonstrate
the procedure and the type of data the research team will be dealing with
When using the PROF technique. Returning to the profile mentioned earlier
let us say that we had 200 profiles possessing the same seven traits,
although each profile varied in terms of how the information (trait score
combinations) was arranged. We give these two hundred profiles to one
hundred individuals (fifty individuals are fourteen years old and fifty are
seventy-two years old) who then sort the profiles into three piles (poor,
average, good) and then, taking one of the piles at a time, resorting the
pile into three more piles so that in the end we have nine piles which
follow a stanine distribution. From this, the validity coefficients are
determined and then we inverse the data and perform the Q type factor
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analysis. For illustration purposes, let us say that our factor analysis
provided us with three factors and after returning to the validity
coefficients for individuals who had relatively pure loadings on a single
factor, we label the first factor array "speaker competence," and the
second factor array "speaker character," and the third factor array "speaker
intention." To "capture" the information processing policies of the one
hundred individuals involved in the project we now need to code the factor
arrays. We will designate them as follows: "speaker competence" will be
A, "speaker character" will be B, and "speaker intention" will be C. Given
our two populations within the one hundred fifty teenagers and fifty aged
people, we arrive at the following hypothetical array:

Strategy The Teenagers The Aged Total
Pattern
A . . 10 0 10
. B . 0 50 50
A B c 10 0 10

-,.. B c 10 0 10
A B . 10 0 10
. . C 10 0 10

(5)50 (1)50 (6)100

Remember that an "A" indicates that "speaker competence" controlled 25%
or more of an individual's behavior, while "a" indicates that the competence
factor was a minor dimension in the rating. From the table we can see that
there were six different information processing policies captured with the
PROF technique. The table indicates that seventy individuals used just one
factor in their evaluation of the information while twenty used two factors
and ten used three factors in their decision making. Also, the first group
utilized five different strategies while the other group used one. We can
also see from this table that the first group had little agreement regarding
the information and their decision making, while group two mad a great deal
of agreement. The fifty individual aged who were 72 all were using "speaker
character" to rate their profiles. No one used all three factors equally
in arriving at their decisions. Ten of the teenagers used all three factors,
but with A playing a dominating role and B and C playing secondary roles
-in their decision making.

Conclusion

This paper was designed to present to the communication field a
methodology that would offer interested rt.searchers a potential procedure
for investigating "man-the-communicator's" information processing policies.
The use of simulated profiles and the PROF technique appears to offer an
exciting and successful dimension to this type of research. On the basis
of the research conducted in other fields and our own research we are led
to believe that further implementation of the PROF technique in communication
research can make a significant contribution to our understanding the
"haws" and "whys" of human information processing.
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THE DIRECT SIMULATION OF EFFECTIVE LEARNING ENVIRONMENTS:
ENHANCING COMMUNICATION AMONG DIVERSE PEOPLE

Jerry L. Fletcher
Northwest Regional Educational Laboratory

Simulation games can be divided into two general classes: Those in

which the players are supposed to be the learners and those in which the

observers are the learners. This paper is with reference to the former

of these two classes, simulation games in which the players are supposed to

learn from playing the game. My frame of reference is largely that of

classroom simulations in schools.

As I have elaborated at some length in a previous paper,* I do not

think we know much about the effectiveness of simulation games as learning

devices when the players are supposed to do the learning. Most of the claims

for the learning value of playing simulation games afe extravagant, and for

many such games there is no logical mechanism that would enable players to

learn what the designers claim they would learn. The quality of the research

investigations of these claims for the learning value of simulation games

has been poor. The variables have been measured by different instruments in

every study. The simulation devices have been used usually with a single play

of the game, and usually there has not been careful attention to the actual

behavior of the person in the game. Classroom research in particular still

remains single-shot studies with different measures of different sets of

variables that have very little comparability or mutual consistency. There is

still no guarantee that findings on one game are at all generalizable to others.

I proposed in that previous paper an approach to doing research on

simulation games which would be programmatic, and which would provide the

* See: "The Effectiveness of Simulation Games as Learning Environments,"
Simulation & Games, Vol. II, 44, December, 1971.

243



possibility of data accumulation over a series of discrete studies to

provide answers to some of the major questions about simulation games.

Over the past year I believe there was the beginning of movement in the

direction of such programmatic research on games, particularly among the

Johns Hopkins group, but just at that point the USOE cut off this funding

on the grounds that they hadn't been doing it earlier!

It is a shame to report this. Simulations or simulation games provide

one of the best opportunities we have to use controlled variations of

complex social situations as part of a program of research to explore

important variables in those social situations. This is true because

simulation games provide by their very nature a closed system. Many of

the variables in the social situation of a simulation game are controlled

by the rules or the resources or the other parameters of the game. These

allow controlled variations. They insure that the same game will look

pretty much the same in each place where the rules are the same, and when

one rule or parameter is varied, that the differences in that situation

will be due to the changes in that rule or parameter.

This makes possible research into games as learning environments. There

is no more critical question in education than to find out what kind of

environment leads most effectively to learning by what kinds of people.

Research into learning conditions--in classrooms in particular but also

elsewhere--has been handicapped in the past by our inability to control

enough of the variables in the situation to attribute any changes in

learning outcomes to changes in the treatment. Games could be that much

needed intermediate situation--more complex than laboratory experiments,

yet controllable--that would provide a way to investigate learning environ-

ments.
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I still remain convinced that somewhere money will be found for careful

controlled variations studies into the critical variables that are simulated

in a select set of simulation games. But this has not happened, and con-

sequently, there has been little advance in our knowledge of effective

applications of simulation gaming techniques beyond the enthusiastic testi-

monials of every new set of people who try one.

Given my interest in games as learning environments, and in the absence

of money to pursue systematic research into them, I have recently become

intrigued by designing simulation games to simulate ideal learning environ-

ments directly, rather than simulating some other social or institutional

situation and hoping that in the process of playing the game the person will

also learn. This interest arose out of the problem of trying to design

ways to run conferences so that more communication takes place, more satis-

faction is apparent, and fewer of the dreary, boring panels, lectures, and

"reading of papers"--iuCh as this--take place at conferences. I would like

to explore in this paper, therefore, not a review of what we know about

effective application of simulation and gaming techniques; but to suggest

a new way of looking at what to simulate, as a way of designing simulation

games in which the players do learn more.

Most of the simulation games that presently exist have been designed

to simulate some complex social process which is asserted to operate in

the real world. The notion has been that putting people in the simulated

circumstances would enable them to gain insights into the nature of the more

complex real world--to learn about the real.situation. I would like to

suggest another approach. I suggest that we model directly learning

situations we have found valuable in our own lives. That is, start some
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situation that each of us in our own experience has found to be extremely

educational and simulate it as a way of recapturing and applying that

educational experience to other problems.

For example, one of the most valuable learning experiences that I have

participated in in the past three or four years has come from structured

interactions of diverse people around the problem of responding to an RFP

(a request for proposals) from the government. In such cases the RFP spells

out the nature of the problem to be addressed and some of the criteria which

an acceptable solution must meet. The task is to write the most creative

proposal to solve that problem within those criteria, and to make a

convincing case that the proposal could be carried out. In most cases this

involves getting together a small group of carefully selected people who, by

their collective experience, cover the range of inputs necessary to respond

to the RFP. Then, under the pressure of a deadline, brainstorming must be

done, ideas exchanged, concepts clarified, paragraphs written, edited and

rewritten, and a coherent proposal developed. Inevitably the most powerful

effects of writing such proposals are the residual effects on my. own

thinking, cau"si by the intense interaction with people of different back-

grounds. I often pick up new ways of thinking, new concepts and new approaches

to solving problems, and I am often forced to explain my own thinking in a

new way which adds to its power for me. There is this payoff, regardless

of whether the proposal is funded.

If the RFP structures an interaction much more powerful than its

ostensible purpose, why not simulate the RFP model? A problem could be

carefully defined, including a set of reasonable parameters under which that

problem had to be solved, and then carefully selected teams of individuals
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(possibly self-selected) representing a range of competencies would be

brought together (or get together) for two or three days of intensive inter-

action, with whatever support was necessary, to write a proposal in response

to that simulated RFP. Even if the proposals generated were not significant

breakthroughs in dealing with the problem, the impact intellectually on the

members of the working team would certainly be far greater than an equivalent

amount of time spent in any other form of interaction presently in use in

classrooms, or at conferences.

A second valuable learning experience in the real world is to be a member

of a proposal reading team which attempts to evaluate and rank proposals that

are submitted in response to an RFP. Again, the review panel is small and

usually made up of people who represent the range of competencies which need

to be represented to make a careful evaluation. This team starts by reading

the RFP, discussing among itself the criteria which must be met by proposals

and discussing ways to rate proposals on each of those criteria. They, then,

each independently read each of the proposals and attempt to rank them on the

criteria they have established. Finally, they meet to share their ratings

and rankings, to argue over them and to develop some mechanism for consoli-

dating their independent ratings to finally rank the submitted proposals.

I would suggest that this model could also be simulated. Commissioned

papers, or written assignments in classrooms, could serve as the grist, and

the participants would act as if they were responses to an RFP, collectively

evaluating and ranking them. Again, even if the topic of the papers were

trivial, the interaction among diverse people would be more valuable than

what we presently do in classrooms, or at conferences.

A third special learning circumstance is that of designing games. It

has long been recognized that designing a simulation of a problem is perhaps
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the most insightful learning experience one can have about the problem.

However, the task of designing a simulation or game is very difficult and

takes a great deal of time, even by those with a lot of experience in game

design. Commercial companies have usually taken on the order of two years

to produce a playable simulation game. Designing games from scratch is

beyond high school students. I once took a group of twelve of the brightest

students in a suburban high school and taught a nine-week course on the

design of simulation games. We were totally unsuccessful, both in

achieving completed designs and in having a valuable learning experience.

Semester long graduate courses are the only place I know where games have

been designed from scratch and the process was reportedly an exciting

educational experience.

How, then, might we broaden the range of people who could be involved

in a design experience which was educationally valuable? 1.1 would suggest

that we could try to produce simulation games that were about ninety percent

complete and/or which were designed so that making major modifications was

a relatively easy task.

I think it would be possible to design simulation games and imbed them

in a context where people first read about various hypotheses or theories

relevant to the subject matter simulated in the game, and then made manipu-

lations in the simulation game to test the hypotheses about which they had

read. By running the specially set up simulation games several times and

watching the outcomes, they could test the hypotheses. By the accompanylmg

deliberations among themselves in the process of deciding how to set the

last unset parameter, or how to manipulate the existing parameters to make

the simulation a true test of the theory, they would have a game design

experience that was a valuable learning experience.
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In conclusion, these, then, are three approaches I would take to

develop more effective use of simulation games techniques. I would simulate

learning circumstrnces that people have found in their personal experience

to have been educationally valuable. The three I sketched out here--the

response to a proposal, the judging of a proposal, and the completion of the

design of a basic game--are three I have found particularly valuable. Mine

are those rare instances where I have'managed to break through to communi-

cating with someone very different from myself.

As we all know, with the explosion in the amount of information available

in the world and the increasing specialization which must accompany this, a

critical need in the modern world is to increase communication between

specialists who previously have not communicated because they do not know

each other's field. Since no one can master all of every area that he

might need to know, we need to_improve our techniques for going to another

specialist and getting his head into our problems far enough that he can

relate, adapt and extend his special knowledge to our problems; and even

nen,. it with our own, which he may not fiuly understand, in ordPr to solve

some problem.

It is undoubtedly difficult to structure such interactions between

specialists so Zhat they are able to communicate, and past experience would

indicate that we have not been often successful. Alienation is a fact of

modern life. I suggest that simulation games of the type described above

would help greatly in increasing communication between people who previously

were unable to communicate, because they structure the environment in a

special way to enhance communication. The time people spend together would

be much more valuably spent than what we now do in conferences or in

classrooms even if the problems on which they worked were in themselves

trivial. How much more exciting if the problems were in fact, significant.

249



In Charge

Layman Allen
University of Michigan

Felton Armstrong
The Institute for the Study of
Health and Society

Alexander Bassin
Florida State University

Hank Becker
University of Utrecht

Ervin Bell
University of Colorado

Cora Coleman
Temple University

Linda and Craig Decker
The Johns Hopkins University

Keith Edwards
The Johns Hopkins University

Gail Fennessey
Academic Games Associates

Dania Bolton Fisk
University of Texas

Thomas Fletcher
The American University

Fred Gage
University of Pittsburg

Timothy Gamelin
Eckerd College

Caroline Gillin
U.S.O.E. Teacher Corp
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HEALTH GAME ONE

CRIMINAL JUSTICE
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U-DIG (Urban
Development
Investment Game)

GENETICO

TECHNOCRACY

URBAN SIMULATION

AND EDUCATIONAL

TELEVISION

SURVEY OF GANES

HOMEGROWN

PRESIDENTIAL
POLITICS

FANCY HILL

Self planning and delivery
exercise

Simulates the problems involved
with criminal justice work

Goal conflicts in a
Junior High classroom

Simulation game to test
existing and innovative
urban plans

Board game using Genetics
concepts

Interaction between science
and politics in designing the
future

Video taped documentary of the
use of the urban simulation

model, TRI-CITY
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of CLASSROOM, DEMOCRACY, DRUG

DEBATE, GENERATION CAP, GHETTO,
TAKE, TRADE AND DEVELOP,
and others

Evolutionary housing game

Simulation game in presidential
politics

Deals with the quality of life
in a company owned coal town

POLITICS IN A Members of an elite compete for
MODERNIZING SOCIETY a governmental office through

which status, wealth, coersive
potential are redistributed

QUESTIONEZE
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involvement for developing
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California State University
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Robert Morris College

A. J. Pennington
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Auburn University

Thomas Rundquist
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Boston University
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HORSE IS BOSS

HIGH SCHOOL GAME

THE NUTRITION GAME
THE CALORIE GAME
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institutions.

Abstract simulation of
urban public service

Game which simulates
changes in a developing
society

Community planning and
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Simulation of "fair" social
exchange of interpersonal
relationships

Shared decision making by
students and teacher of the
solutions to problematic
behaviors in the classroom

Simulation game for students
of drama

Community development
simulation game

Problem of locating a new
airport for a metropolitan
area

Drug education game

Illustrates effects of certain
social-structural variables
upon behavior of high school
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Principles of nutrition with
applications in everyday
eating behavior
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In Charge Title

Sivasailam Thiagarajan
Center for Innovations in
Teaching the Handicapped
Indiana University

Zdzislawa Anna Walaszek
The Johns Hopkins University

NAKED MONSTERS

THE ESTABLISHMENT

Mark Weiss PSYCHODRAMA
Columbia University-South Carolina

Marshall Whithed
Temple University

Benjamin Zablocki
California Institute of
Technology
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DICTATOR'S DILEMMA

Topic,
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special deck on the analysis
teaching and testing of
concepts

Collective decision-making
game in which the Establishment
tries to satisfy personal and
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Psychodrama as a realizing
agent in simulation games

Time shared computer-
assisted urban land use
simulation game

Game of collective decisions
focusing on problem )f
collectivity vs. self

orientation

Note. There was a :fleeting held Thursday evening, October 5, 1971, on
Information Dissemination in Simulation! & Games with Jim Mulder,
Utah State University in charge.
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Lubbock, Texas 79406
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Department of Criminology
Florida State University
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Environmental Protection Agency
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Fred Czarra
Howard County Public Schools
Clarksville, Maryland 21029

Jean P. Davis
Ronald C. Davis
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