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AN E¥YPERIMENTAL STUCY OF THE EFFICIENCY OF HUMAN
INFORMA TION PROCESSING

Bernt Larsson

This study is based on the Bayesian model for sirﬁple hypothesis

testing with fixed binomial sampling. Each of 60 subjects is analysed
with separate ANOVAs focusing on two efficiency'var'iables. Sample

size and critical value are also analysed. Subjécts show very different -
utilization of the independent variables diagnosticity, prior probability
and loss, both for their choices and theif Iefficiency of the choices.
Giving a part of the experiment as a group test generates similar
efficie.ncy results. Efficiency does not seem to be related to intelligence.

Final comment connects the experiment with the lens model.

T T T A R AN . et e
G R AT e A R S R A i L et g el e




CONTENTS

Introduction
D:ita. collection
The éxperimcnt
| The design
The dependent variables
The performance
The group tcsting
Results
Data processing
The choice between R, R

The experiment .

Eand E

B’ B

Group results on E and EB
Group recsults on k-c and n
Individual results on E and E‘B
Individual results on kc and n
Tne group testing
' The decision test and the experiment
Reliability
Other comparisons
. Intelligence and efficiehcy
Final comment
The lens model
Results
References

.Appendices

Appendix 1: Choices and expected losses of the statistical model.

Appendix 2: The distribution of subjects on faculty, sex and age.

Appendix 3: The intelligence tests.

Appendix 4: The lens model.

Appendix 5: Symbols used frequently.




INTRODUCT'ON

This study denls with behavioural decisions and has its theoret*cal

anchoring within Bayesian decision theory. (Sce e.g. DeGroot, 1970 .
and Pratt, Raiffa & Schlaifer, 1965.) Although it can sometimes be

meaningfully used by those preferring orthodox statistics, Bayes’s

theorem is a central point for Bayesians. It seems therefore natural that

a substantial proportion of Bayesiau rescarch is divectly concerned w1tlx
_this theorem, e.g. in the form of probability revision experiments,

Another substantial proportion is interested in choices of actions and

different expected utility theories. While Bayes’s theorem tells you how '
to produce new probabilities when new- information reaches you, theories - .
of expected utility tell you how to use them for decision making. One pro-
portion of Bayesian research, which takes both nomts into con51derat10n
has been labelled information seeking experiments.

Such experiments can involve scqucntzal sampling, fixed sampling or
both. Sequential sampling provides the experimenter with more information
about subjects than fixed sampling does, but it is as a rule more laborious
to perform. Also, if onc wants to conncct behaviour with statistical
theorics, these are morce complex for scquential sampling than !or their
fixed sampling equwalents or may cven be nonexistent. The most used .
sampling model, scqucnual or not, is the binomial one. Two others have
Been uscd with some frequency, viz. the multinomial and the normal
modcl. When these models are used in information secking experiments,
they almost always arc connccted with simple hypothesis tcsting, while .

- morc comlplex hypothesis testing and point cstimation are rarec.

Like other fixed sampling models for simple hypothesis testing, the
binomial model has threce determinants, They arc the diagnosticity of
data, thec prior probablhtlcs and the losses, where only the first onc is
dircctly related to the binomial modecl, while the other two arec provided by
Bayesian decision theory in order to comvlete it, Diagnosticity can and
has been measured in mary ways, both by statisticians and bchavioural
scientists, and is 2 measurc of how much onc observation cai discriminate
between the hypotheses. It is a function of the difference between the
~parameter values stated by the two hypotheses. The prior probabilitics
arc the probabilitics of the hypotheses, prior to sampling. Losscs comprisc

the '"economic" outcome of the choice of 2 hypothesis and the cost of

A EREPEANIAPIORL IO URIE IPUNTEN

sampling. Information sceking experiments do not often vary all three

dcterminants simultancously.
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The cxpcrimcnt of this report is mainly choscn to illustrate some new
..lcpcndcnt variables. It scems ther rcasonablc to sclect an experiment
which is common within a suitable kind of Baycsmn rescarch., Therefore
an information scckmg cxpcnmt_nt varying all thrce determinants, as
described in the last paragraph, was choscn. However, this study con-

centrates on the conscqucnccs of the SubJLCt s decisions and not on how

‘he chooses thern, which scems to be of over whalming interest in the

rcports issucd hitherto. It does not mean that choices are neglected here:

‘two choice variables and two conscquence variables will be used as

' dcpendcnt variables,

Althouﬂh Baycsian experiments seldom hinder you from sbov ing a
considerable mathematical machinery, I have not felt this to be neccssary,
or even desirable, so the mathematics arec kept at a minimum, This
goes also for data prcsentcd As an unusual feature this study presents
nardly any tables (some can be found in appendices) but instead presents
1mpon:.mt data directly in the text. This may irritate some rcadcers, but
it has two distinct advantages. It reduces the number of pages and you
can rcad continuously without interrupting yourseclf by looking at tables,.
which perhaps contain only some data of interest for you., _

The experiment has an "appendix": the group testing which compriscs
onc decision test and ten intelligencc tests. The purposc of this addition
is to sce whether mtclhl,cncc is rclated to cfficiency of decision making
and whether a group test for decision making can give information cquiva-
lent to that of the morc expensive experiment. Both thc experiment and
the tests arc discussed in the next section. Althou'rh ouc may arguc. about
how to present individual rcsulta,b perhaps because we arc not so used to
these é.s to group results, I hope that.nobody regards them as unimpor-
tant, I personally find them at lcast as important as group results and

therefore present several individual results. The final comment makes

‘usc of Brunswik’s lens inodel, which I think is a beautiful rescarch

paradigm, capablc of many applications.
The main questions of this study may thus be put in the following way:
1. How is the choice of the number of obsecrvations related to dia.gnos-
ticity, prior probability and loss?
2. How arc the hypothesces chosen?
3. How is the c¢fficicncy of the choices related to diagnosticity, prior

probability and loss?
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4. How is cfficicncy rclated to intelligence?

A e e A P e

5. How arc the cfficiency results of the experiment related to thosc of :

‘ . ]

the decision test? :

6. How much do the group results mirror the individual results?

]
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DATA COLLECTION

Data have been gathcrcd at two different sessionsg, labelled the experi-
ment and the g'roup testing. The cxperiment is factorially designed and

recfers, . in some degrece, to rcalistic decision situations. The group

. testing involves intclligence tests and a modificd third of the experiment,

given as a group test and referring to mérc hypothetical dedision situa -
tions. Thus, therc arc possibilitics for comparing individual bchaviour

in hypothcticzl and in less hypothetical decisicn situations and connecting
this behaviour with intelligence. Secveral dcpcndcnf variables will be

used and they also comprisc comparisons with optimal behaviour.

The dxpcrimcnt

The cxperiment uscs the statistical model for simple hypotheses testing

- with binomial sampling. Every situation can be described in the following -

way: There is an infinite sct H -with two kinds of clement, H, and H,.
Thesec clements are in turn infinite secis with elements x which arc cither

0 or 1 and constitute the observations., The experimenter draws randornly,

" with probabilities P (Hi)' an clement from H and from this element the

subjcct draws randonly n observations. The chservations arc indepen-

.dentl}y and iderntically distributed with P (xj = 1/.€.-Ii) =4 (p0< pl) so that

k = Ix is binomially distributed. In common statistical language Hi is
callcizd J'hypothcsis" and P (I-Ii) “prior probability', _

- The subject must make two decisions: a claice of nand a choicc of
H;. The latter could be guj.dcd by the outcome of the observations. A
wrong choice o_f Hi iraplics a monctary loss <5 while a correct choice
gives zero loss, and every obcervation must be naid with onc unit of
the c-scale. Thc,conunbﬁcs‘; definitiqn of nptimal choicec of Hi will give
an cxpected loss L = min (ciP (Z-Il_i/l-:,n)}. This so-called Bayes strategy
mecans that Hj is chosch if k z kB ard otherwise H, is chosen. The
Bayes value kg is calculated from the cquation coP(Hl/k,n) = ¢, P(H,/Xk, n).
Finally, the optimal choice of n is suzh that Ro = min (I, + n) is obtained.
This total expected loss thus 1refers to non-scqucnti%.l sampling and will

be of particular intecrést in this study.

A situation is fully characterized by the parameters py, Py, P(HO), o and
cy and if an cxperimenter uses the above mnodel there is often intercst to

include some of these paramecetcers 27 independent variables. The most

LA N S L e T ner g b
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frequent situations used in Bayesian experiments with the binomial model
have py + py =1, P(Hb) = 0.5 and cg = ¢y Less often the experimenter
~also varies the prior probability or lets o # cl,' and in some rare cascs
still greater variation of the parameters is constructed.

To get an idea of the model I have analysed 525 parameter combina-
tions on a computer. The combinations analysed have the following values:
Pot Py = 0.6 (¢.2) 1.4, d =Py - Pg = ¢.1(0.1) 0.3, P(Ho) = 0.2 (0. 1) 0.8
and (co,. C.l) = (150, 600), (200, 400), (30v, 300), (400, 200) and (600, 150).

Among other things, the computer calculated k n, (the optimal number

of observations) and Ro for cvery situation, So?nc of the results arc pre-
sented in Larsson (1970). As there are greater differences in n and Ro
between d values for constant Po t Py than vice versa, Py * Py = 1.0 vas
chosen because of greater simplicity, thus climinating 420 situations. All
thrce d values were included in the cxpcrifncnt though I was doubtful about
d = 0.1 as most of the R curves (2s functions of n) are here very flat around
Ro’ which implies poor discrimination in R cven fo_r rather great variation
in n. But 105 siiuations werc too many for an cxperiment and in the first
place I skipped 2ll combinations with P(I—Io) = 0.2 and 0.8 and (co, Cl) =
= (150, 600) and (600, 150) because these situations were considered
extreme, generating too many situations with ng = 0. As I inteaded to
repeat the experiment there were still too many situations left so, finally,
I also took away P(I—'io) = 0.4 and 0. 6.

This leaves you with an experiment where three independent.variables
(a, P(I—]o) a'nd. 'cb/ci), which have thrae levels cach, are fully crossed,
All irdependent variables arc within-subjects variables so that every
subject has the possibility of being compdrcd vzith the 27 situations, I
. think that this possibility often gencerates greater variation in behaviour
than the case with between-subjects variables but this is not the causc for
the special choice here. The main causec is rather th.at within-subjects
variables give casier comparisons with the group tests where cvery item
is naturally a within-subjects variable. Thus, specaking in the languange
‘of ANOVA, the design of the experiment is 3 ¢ 3 x 3 factorial, all factors
being fixed and with repecated measurement. The experiment is given three
times to cvery subject resulting in 81 trials per subject. To avoid order
effect the situations arc presented in different random sequences to every

subject, Appendix 1 shows n_, kB and Ro for the 27 different situations.
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A HO or H; was then chosen i accordance with P(I—Io) for the 81 trials
-and for cvery p valuc the appropriate number of biromizal sequences with
n =1 (1)200 was generated with the aid of a computer. The computer
was 2lso used to preparc an cextensive table for R values with all combi-
na.tions of n and critical k values l<C in the range n = 1(1)80 and kc = 0(1)n. , o J
This table will be used to determine values of certzin dependent variables
described later. (A small number of combinations with n> 80 also nceded
to be calculated when it was shown that some subjects made more than

80 obscrvations, )

The_dependent variables | | S
As in many other kinds of rescarch, the dependent variable in Baycesian
cxperiments can be classified as a choice variable or as a conscquence
variablc. For instance, when a person answers a2 rnultiple-choice item. ' ‘ o
‘the particular alternative chosen constitutes a choice variable, while

the cvaluation of the item as a corrcct or wrong answer defines a con- i |
scquence variable. Although comparisons between a subject’s behaviour

with the bechaviour of a2 model is far from wausual in Baycsian cxperi-

menfs, choice variables arc ncv‘crthclcss the commoncst kind of depen-

dent variables. We kave c. g. the number of obscrvations n, the pos- ' .
terior probability P(H,|k,;n)and the likelihood ratio P(k}Hy, n)/ P(klH,,
n). Concerning the conscquence variables v.s‘cdv, onc may mention the

‘ ' accuracy ratio and different kinds of scoring rules for probability asscss-
ments: see Slovic & Lichtenstein (1971) and Staél von Holstein (1970),

. respectively. A conscquence variable often refers to a model: it is a

: fuhction of two recsults oi a choice var_iablc, the subject’s result and the

5 » result according to the model. (This is not nccessary, the consequence
variable can be used to comparc two subjccts, a subject with a group,

ctc. ) '

This study will concentrate on conscquence variables but it also con-
tains two choice variables. Thesce arce kc and n. The subjecct decides to
make n obscrvations and sclects a critical valuce kc such that nc chooscs
H, if k- kc and H1 otherwise., According to the statistical medel, the
corrcsponding optii‘nal choices will be denoted I:B and n_. The consc-
quence variables have to do with losses, However, the actual loss it a

situation, which is n, H + n or 4 + n, will not be used. We will instead

NSRRI S

usc the ecxpected loss R which is a function of kc and n only (for a given

situation). Thec expectation is over samples: for fixed kc and n, R is the
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arithmetic mecan of the actual loss when sampling is repeated an infinite

number of times. Coupled with R we define the officiency E = Ro/R' which

is examined more closcly in Larsson (1970). Duc to the definition of Ro

the ronge of Eis 0S E§ 1. Along with R and E we shall also defince RB

and Ei. Ry (DB) is R (E) corrected for devintion of L from ! kp, that is
Rp (D,,) differs from R, (1) only to the extent which n is nonoptimal.

0= R(I:B no), E =

is a2 knewn lincar

Suraming up, we havc. R = R(xc,n,, Ry = R(kB,n), R
= Ro/R and Ep =R /RB° For a certain situation, kg
function of n, but ’( is not in general a known functicn of n, which mcans
that a construction of R (k , uo) cannot be done in ‘the samc way as for RB.
However, R and RB (= and EB) will be suificient, I hope, Lo give an idea
about the partial cifects of non-optimal !:C and n. Ali four conscquencea
_varmblcs (R. RB' E and E. ) will initially be analys cd, but only Eard E

B
will be used throughout as a rcsult of this analysis,

Thc experzmcnt was carried through by six'pcrsor-.s working at the Depart-
ment of Educationzal and Psychologn.al Rescarch, School of Education in’
Malmd. Every experimenter prov1dca ten subjects., The choice was re-
strlctcd to subjects who werc studying, or had studied on a univeristy
level, were not married to the cxperimenter and had no difficulties in
undecrstanding Swedish, The distribution of the sixty subjects as to faculty,
sex and age is shown in appendix 2. (The categorics arc those uscd later:
"Humanities!" include onc divinity otudcnt and two medical students while
"Natural sciences" includes four students of tcchnology.) The subjects
cannot be regarded as 2 random sample from a population containing
academic persoas, such as students in Sweden, nor was it intended to be.
Discussion of sample, population and so-called .ngmhc..ncc tests will be
taken up later in connection v:ith the presentation of the results.

After an introduction of the experimental conditions and training of the
cxperimenters, the experiment was performed during three weeks. The
cxpceriment was run individually and lasted about 150 minutes per subject.
The experimente: introduced the c:periment to the subject with the help
of written instructions and five training trials. The unit of the c-sczale,
which cquals the cost of one obscrvaﬁon, was fixed to 0.1 Swedish crowns.,
The hypothesces were visualized as two bags, A and B, containing an

enormous number of cards, which were cither marked with 0 or 1. The

4
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- proportions of cards marked with {1 for the two bags were given in

writing for cach problem. The subjcct was told that the experimenter
had randomly choscn onc bag out of many bags, where the proportion of.
A bags was a certain .number, given in writing to the s‘ubjéc!; for cach
problem. hen the lossces and the obscrvation cost were explained to
the subjoct and they were also given in writing. It was pointcd out that
many obsarvations made a loss in'iprobablc but gave a great obscrvation

cost, while few obscrvations gave hardly any observation cost but made

a loss quite probable: the subject should consider a balance betwecen

these two factors vwhen making observations, The possible outcomes oi

‘a certain number of obscrvations was cxplained. It was said that a great

nixmbcr of cards marked with 1 indicated that the experimenter had
choscn a B bag,' available to the subject for sampling. On the other hand,
2 small number of such cards pointcd to an A bag. The subjcct had téj
decide for a cut-offlpoint: which was the largest number of cards,
marked with 1, for which he prcférréd to gucss on A? It was also said
tha‘c; if Kerthought so, hec could make zcro observations and Just cho a'«*

2 hypothesis. When he had chosen n and k, the ox sperimenter told him

the outcome k from thc s*mulatc.d bmomml scqucncc.,. He then wrotc
down the hypothesis that he chose (as a confirmation) and an esti rnate of
the posterior probability (not uscd in this report). As we have no interest
in learning in this study, no fcedback was given to the subject whether ihie
had chosen the correct hypothesis or not. The subject was not paid per
hour but had 2 fixcd amount of moncy from which: Ee ‘u.d to pay his lossc.,.
The subject was told t‘nt he could keep the amount left when the experi-
ment was over, and he was also informed what this amount could be at
most. This was donc to motivate him, but the truth is that the amount
left was transformed so that he got somcthing between zero and cighty
Swedish crovwns, depending on hovs vsell he succeeded in relation to

other subjects., (The arithmetic mcan of this amount corresponded to

ten crowns per hour. )

The group testing

The group testing was held within a month after the subject had taken the:
cxperiment. It lasted about five hours nd comprised cleven tests. One
of the tests presents the 27 situations of the experiment in modified form.

The modifications arc the following: the situations are given in the same
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scqucnce to 2ll subjects, the outcome k is unknown to the subject, he is
paid per hour (and docs not pay any loss), and the instruction and the

test form arce thercfore somewhat changed. This test will in the following
be called the decision test and has the same dependent variables as those
described for the ciiperiment.

The other ten tests arce proposcd to measure some aspects of intelli-
gence. They arce sclected from a larger pool of tests given to students
doing their last term in the “gymnasium, {Studenis passing this school
form qualify themselves {or university studies at an age which is usually
19.) The results of this testing is reported in Holmquist (1967). I sclected
tests which scem to have a tolerable reliability,” which do not show any
bottom or ceiling cffect, and mcasure several aspects of intelligence,
From factor anzlyscs rceported in the above papecr the sclected tests scem
to mecasurc (for thesce students) verbal understanding, verbal fluency,
inductive rcasoning, spatial ability and pcerception, two tests for cach
factor. The intelligence tests arce listed in appendix 3 and will be more
closecly described when results are discussed.

Of the 60 subjects in the cxperiments only 56 completed the group
testing. Thrce persons were ill and one person icft the testing when the

last test was given.
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RESULTS

After some comments on the statistical treatment of da.ta, there is
first a discussion of the choice between differcnt dependent variables.
The results of the experiment which are the main points of this rcport,
arc then presented in four parts; the divisions arec group contra indivi-
dual results and conscquence contra choice variables. The results of
the group testing are partly uscd for a comparison between the decision

test and the experiment and partly for a comparison between decision

results and the results of the intclligence tests. The section concerning

the group testing also comprises discussions of reliability.

Data processing

The statistical trecatment of data is based on lincar models. Univariate
as wecll as multivariate analysis is used. The attack is wholly descrip-
tive, even if Tuse methous which by tradition involve inference. This
mcans that the reader cannot find onc single probability rcferring to a
significant result inthe text. Therc arc several rcasons for this. The
rnost important onc is that it is very difficult to describe a population
of persons to which my sample of subjects can refer. The sixty subjects
cannot besrcgarded as a2 random sample. Although it is not uncommon
in the behavioural sciences to make statistical infcerences based on non-
-random samples I prefer not to do so. However, I will not deny that
the results of such samples still contain some possibilitics of making
gcncralizatio‘ns. Such things can also be found in this report, at least
as hypothescs, but I{ind it mcaningless to present Mexact! significance
levels. The gencralizations arce, by the way, not confined to samples of
subjccts. Wc may also have samples of situations.and samples of ac-
tions, but statistical thcory is poorly cquipped for this kind of inference.
The sccond reason concerns the assumption of {multivariate) normal
distribution. A good many of the distributions of this study cannot be
regarded as normally distribut cd, some arec very different from this
bell-shaped "ideal'. The talk of robustaess, which Bradley (1968, 2. 3)
has named the myth of robustacss, is hardly applicable here, duc to
the severe deviations frormn normality, (Also, statisticians have very
diversc opinions on this matter. ) Non-paramctric statistics has not
attracted mec, because I miss cither suitable tests or suitable programs

for my purposecs.
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The third rcason has to do with the statistical trecatment of separate
individuals, where there will be trouble with the assumption of indepen-
dent obscrvations. Although the situations arc randomised for cach
subjcct it is not casy to decide whether obscrvations arc independent
or not between repetitions, which they should be if you want to usc
ANOVA for iitfcrential purposcs. (An intcresting question herce would
also be the problem of gencralization: to what behaviour population
could you infer from obscrvations of & single person?) As a fourth
rcason I can add that a gignificant result has in itself little importance
concerning ANOVA for the total group of subjects, because even a very
small cffect produces a significant F ratio duc to the large number of
obscrvations.

Thc clernents of the descriptive data presented arce arithmetic means,
standard deviations and product-moment corrclations. Group results
and individual rcsults of the experiment arc mainly based on ANOVA, the -
design of which has also been used when discussing standard devia-
tions and correlations. ANOVA of the group results is based on a
3 x 3 x3 x 3 x N factorial design for the total group and subgroups accor-
ding to scx, age and cducation. ANOVA of the individual results is

based on a 3 x 3 x 3 x 3 factorial design, with one ANOV A for cvery

.subject. The basic characteristics of the results here arc relevant means

and Hays’ MZ, which is explained later. The discussion of the individual
ANOVA results has also been supported by a method which identifies
outliers. ANOVA has not been used for kc' because this quality is de-
pendent on the choicc of n and is non-numecrical when n is zero. I have
instead analysed it concerning linear rclation to n, both for each situa-
tion and for cach subject.

No ANOVA has been performed for the decision test but the design is
uscd in a subjective way when cornparing it with the experiment. This
scction comprises the consequence variables only. Besides discussions
bascd on single rncans, standard deviations and corrclations some in- :
formation comes from cancnical corrclation analysis and factor analysis. \
However, ncither of thera is very convenient: the canonical analysis
contains too many variables in rclation to the number of subjects and #
onc cannot restrict the weight vectors by suitable hypotheses, the kind
of factor analysis available docs not give a dircct comparison between

the decision test and the experirnent. Thesc analyses are more convenient

-
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for thc comparison between the intelligence tests and the dccision
results, for which they constitute the main methods. A rather large
part of the scction concerning the group testing is devoted to discussion
of rcliability, both for single situations and for sum scorcs.

It must be undcerlined that this study contains certain information
losscs, which does not become more excusable because most studics in
the behavioural scicnces also suffer from the same “illness', It is
understnod in most applications of the usual product-moment corrcla-
tion that if two variables arc related then they are lincarly related. If
not, this correlation car be regarded as a lower bound of the total rela-
tion. The product moment corrclation is used in this study to discuss
certain (minor) results and is 2 basc fci reliability discussions, canoni-
cal corrclation analysis and factor analysis. What a substantial non-
linearity can irmply for the result of these analyses is not casy to say.
There are methods for checking nonlincarity and rny only defensc for
not having uscd them is the great amount of extra work they would have
involved. However, the main result of this stady is free from the above
accusations as ANOVA also handles nonlinearity. That ronlincarity is
not without importancc can be scen (rom the following example, which
reicrs to the statistical model for the dependent variable n. Here ANOVA
shows that the scven effects can predict n perfectly, But only using the
threc independent variables in an ordirary lincar multiple regression
analysis must have given (I have not done it) 2 meager result, since all

three variablee arc nonlincarly related to n,

The choice between R, RB, E and EB

If no result will guide the choice, I will prefer E and EB to R and RB,
becausce the former variables have absolute scales and involve compari-
sons with optimal behavicur. The casc can also arise that only one of
the variables will be chosen. The choice will first of all be based on
correlations between the variables, sccond on reliability and distribu-
tions. The statistics arc calculated from the whole group of subjects
and, as a rule, for cvery situation, which can mecan 108 distributions
as~wc have 27 differcnt situations rcplicated three times in the experi-
ment and given once as a group test.

The lincar corrclation between R and IE has -0.998<.r 7 -0, 761 witha
mean of -0. 923 »nd thc correlation between Ry and EB has -0.999<r &
-0. 896 with a mcan of -0.969. The latter corrclations arc, with two
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cexceptions out of 108, not smaller than the corresponding corrclations
between R and E (in absolute valuce). Owing to the high or extremely high
corrclations onc can choosc cither R or E and cither RB or EB. The

B has -0, 236 % r< 0, 965 with » mean of

0. 519 and the corrclation between E and E

corrclation between R and R

g varics so that -0, 1603 r £

0. 954 with mecan 0.544. From this it is clear that R (E) and RB (EB)

cannot be regarded as similar: both have to be used. For situations

with low corrclations the correction for deviation from the Bayes
strategy has far from the same cffect on all subjects. However. it is

or E and E, as thc correc-

B B
lation structurc is so similar for the two pairs of dependent variables.,

not obvious to mc whether to choose R and R

The four scts of the 27 different situations may be regarded as a

test with 27 items given four times., The squarc of a multiple corrcla-

. 2 . .
tion, R, has been calculated for every item in cvery sct, where the

item is rcgarded as a dependent variable and the other 26 items as in-
dcpendent variables. Thesc corrclations can be scen as crude estimates
of the item rcliabilitics (according to classical reliability theory). We

have 0, 442*;._R2:5 0.943 with a mcan of 0,777 for R and 0. 472 < R‘)‘g: 0. 924

with a mcan of 0. 724 for E. Wc¢ have further 0, 479+ RZ"’J 0. 988 with a
mean ¢i 0. 861 for Ry while Eg has 0.482% Rz;g_ 0. 980 with mecan 0, 849,
Likewise, the reliabilities of the suins of 27 iterns do not differ between
R and E (betwcen Ry and EB), but do differ between R and Ry (between
£ and EB) as above, Thus, recliability will hardly give any cues whether
to choose R and RB or E and EB' More will be said about reliability
later in another connection,

The distributions of R and RB arc almost all positively skewed,
while the distributions of E and Ep arc positively as well as negatively
skewed. If we e, g. define bimodality 2s a frequency of at least 10 for o
class which lics at least threc classes away from one or more classcs
with frequencics of at least 10, R has 2 such cascs, E 8 cases, RB
3 cascs and EB 16 cascs. Relative to the standard deviation the class

width is somewhat greater for R and RB than for E and E, but hardly

B
enough to produce the above differences in the number of bimodalitics.
If so, E and EB scem to involve morce cases where the subjects arc

better scparated in two groups.
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m & 1396 with mean 970, R

mecan 0.180 and E
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The arithmetic mean m has the following ranges and mecans: R: 613 &
B’ 490 < m <1314 with mcan 790. E: 0.513 <&
m<%. 0. 911 with mcan 0, 724 and EB: 0.718<{ m« 0. 971 with mcan 0, 849,
We have, of course, m (R)=>m (RB) orm (E) < ':.';(EB) for cvery
situation. For the standard deviation s, R has 131 <. s (\_764 with mean
351, Ry has 49< s %314 with mean 163, E has 0. 0854 s £ 0. 294 with
has 0. 0485 5 « 0,236 with mecan 0. 136, Herce the

B
corrcction for deviations from the Bayes strategy always gives a reduc-

- tion of s (R) with 1.0< s (R)/s (RB)<_ 11,1, but not so for s (E) where

0.8<s (E)/s (L’B) 3.8 with 14 ratios less than 1, 0. If anything, this
is an advantage for (E, EB) over (R, RB) becausce reduction of s can be
assumecd to generate fewer differences between subjects.,

Summing up, the analysis of the conscquence variables has tried to
answer two questions. Firstly, do we nced all four variables? According
to the correlations the answer is no: we neced cither R and RB or E and
En-

There are scarcely such results in the analysis undertaken. We can

Sccondly, arc there any results which point to (R, RB) or (E, EB)?

possibly take the fact that we have cases with s (EB) »>s (E). However,
the answer is in principle "no'" and for this rer son I choose (E, EB),
as mentioned first in this part. Thus, the dependent variables usced

later in this report will be kc’ n, & and EB'

The cxperiment

The trecatment of the data builds heavily en the factorial design, Each
of the dependent variables E, EB and n has its own ANOVA, partly for
the group of subjects and partly for cvery individual subject. We have
added an ANOVA on n for the results ecmanating from the statistical
modecl, but nect so for E and J;‘.B as all cffects will here be trivially zerc.,
The above variables have also been used when 2 multivariate procedure
for identification of outlicrs is performed., The fourth dependent
variable, kc, is analyscd for lincar rclations with n, both for cach of
the 27 situations and for cvery subject (and the statistical model).

Group recsults on E and EB

We have primarily analysed the group results with the help of ANOVA as
outlined by the experiment. This has beern made for the total group and
its division according to scx, age and cducation. Significance tests have

been avoided and, instcad, descriptive statistics of the different cffects
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in the f'orm of wZ arc prescented. This index shows the proportion of
the total sum of squarcs which the sum of squares of an cffect consti-
tutes, t.hat 15 W ffect Sscffcct/sstota
scc c.g. Hays-Winkler (1971, pp. 728-730). Thc ANOVA gives 31

cffects arising from five factors. Thesc arc D (different d-values),

1° For a2 closcr prcsentation

P (diffcrent prior probabilitics), C (different cost ratios CO/CI)' T
(different replications) and S ( different subjects). Only D, Pand C are
regarded as proper independent variables of the experiment. Eficcts
containing T but not S inform us about the stability of the group of sub-
jects over replications. Effects containing S but not T inform us about
individual differences on scveral averages. Effects containing both T
and S will not be discussed. Likcewise, w : 0,05 is considcered neg-
ligible and I think wz should be at lcast 0. 10 to be of any interest. Of
coursc, this is a wholly subjective statement, but onc has to determinc
a lower boundary and in an exploratory study this boundary could be seot
rather high.

For the total grcup the ANOVA of E shows only one substantial cffect
among the proper indcependent variables. This is the main cffect D for
which w? - 0.181. Ford =0.1, 0.2 and 0.3 we have the mcans 0. 812,
0.737 and 0.591, rcspectively. This result is attributed to different
degrces of robustness for diffcrent d values. R (l:c, n) is in general
steeper around Ro when d = 0. 3 than when d = 0.1 for both dimensions
ke and n, which often gencrates lesser cfficiency for d = 0. 3 than for
d=0.,1, given the samc valucs of kc - kB and n - n_. This result is
analogous tc those of many probability revision experiments, where it
is said that greater diagnosticity (d-valucs) producces greater conserva-
tism (diffcrence between, or other functions of, probability according
to Bayes”’s thcorem and estimated prebability). Only onc further cffect
is substantial, that of the main cffect of & where wZ = 0, 180. W¢ have
0.428 = m . 0. 893 with mean 0. 714, which I think is quite a gecod varia-
tion for an absolutce scale. Valucs of w 2 just above 0, 05 arc found for
the interactions SD, SP and SPC.

Compa?rcd with E, the ANOVA of Eq for the total group exhibits
raised w  values for S and SD and a lower value for D, other things
being c¢sscntially the same as for E. For D we get o = 0. 109 arising
from the mcans C, 904, 0. 365 and 0. 778. Comparing thcsc valucs with

the corresponding oncs for E, we find that the corrcction is most bene-
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ficicl for d = 0, 3, Further, the values of EB -Eand 1 - EB arc obout
the same for cvery d, mecaning that the incfficiency is cqually caused by
nonoptimal choice of n and kc. For S we now have mZ = 0. 270 with 0. 644
<& m £ 0.966 and mcan 0. 849. For SD 2 = 0. 162 which can be illu-
strated by thrce D profiles which are most diiferent among themseclves:
(0.947, 0.929, 0.929), (0.585, 0.754, 0.591) and (0. 945, 0.699, 0.449),
Thus, rclative to the total surn of squares we have a better differentiation »
of the subjects for E

SStot.:ll
containing Tilbutnot S arc far below the 0. 01 level, This is also truc for

p than for E. (Sstotal for Ep is about onc half of

for E.) No cther effects are over 0.05 and, especially, cffects

E so that the group does not change in behaviour frora replication to re-
plication. Or more cxact, their behaviour is such that the conscquence
of the behaviour is the same from replication to replication, |

W e may construct an average subject through calculating mcans over
the sixty individual subjects. The ANCVA of this average subjcct can be
deduced from the ANOVA of the tcotal group if all cffects containing S are
ignored. Doing this, we get values of mZ which are smal! for 2ll but two
cffects. For E and EB we have w 12) cqual to 0. 757 and 0. 671 and mIZDPC .
equal to 0. 129 and 0. 1956, respectively. Thus the cfficiency of the average
subject is very dependable on different d values.

No computer program was available which cculd incorporate sex, age
and/or cducation as extra factors in the above design, because the number
of cells became too large. I have therceforec made ANOVA as before,
onc for mcn, onc for women, etc., which is a little unsatisfactory as
c. g. all cffects involving scx cannot be directly evaluated. Anyhow, it

scems to me that the new ANOVASs tell appro:zimately the same story

as did the ANOVA:z of the total group. Thus, I will comment bricfly upon
the resulis,

~ . 2 2
Concerning scx, men have w2 = 0,136 and w =0, 206 and women
L) : (S

_ D
have NB = 0. 244 and wg = 0.149 for E, while for EB we have 0. 054,
0.270, 0.192 and 0.235, respcctively. For EB we further have wf. = |

2
0. 190 for men and ng = 0. 115 for women. Other cffects have w © not : ‘

greater than 0. 866 and often are much smaller. Relative to their own sex,
men arc less affected by different d values than women are and are morc
differcentiated in their means. However, the mean cfficiency is about the

samec for both scies, being 0. 725 {or men and 0. 701 for women, concer-

APe ey Lt aehi i T

B For both sesies EB - E
is greatest for d = 0.3 and ot least here we have a pronounced difference: i

ning E, aand 0, 873 ané 0, 820, rcspectively, for E
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while men have the same vaiue EB -Eand1{ - EB (2 small positive
differcnce), women’s incfficiency is more related to the choice of n than
g - E- (1 - EB) is -0,120,

The total group is divided into threce age groups, i.c¢. Al: at lcast 30

to the choicce of kc’ given n: E

yecars old, A2: between 25 - 29 (inclusive) and A3: at most 24 ycars
w2 =0.204, 0.206 and 0. 166 for A1, A2 and A3,
r espectively, and the corrcesponding vaiues for ng,' arc 0, 147, 0,163 and

0. 184, Threc other cffccts have 0, 080 « ma/-; 0. 090 for Al, but we havce

old. For & onc finds

= 0.152, 0.082 and 0.129, wg = 0.287, 0,262 and 0,233 and , 2 = 0. 166,

0. 127 and 0. 188. Again wc have the same picture: o

as a whole no differencc between the age groups. The casce of EP has 123

poces down and
D® g

and ng risc, when E is replaced by E, although in somewhat different

)
4 degrees for Al, A2 and A3, No total mcl?m diffcrcnces between the groups
arc discovered; E gives 0,662, 0. 700 and 0. 735 whilc Egn gives 0. 611,
0. 344 and 0,861, but the trend is that the younger subjects are a little
raore cfficient. Ags for §21c scies, EB -Eand i - En grows with increcasing
d valuecs and EB - I is in most cases slightly smaller than § - EB' There
arc two cxceptions: for d = 0, 2 the A2 group iz much morc aiffected by
p-E- (1 - EB) bc‘:ing 0.103.

For d = 0. 3 and Al the corresponding valuce is -Q. 095,

the choice of kc than by the choice of n, E

The total group has also been classificd as to type of academic study

with spccial regard to mathematics and statistics. The threec groups arc
IZ1: humanities, JE2: social sciences and E3: natural scicnces, the distri-
bution of which was given in appendix 2. One may assume that good know-
ledge of mathematics and statistics will produce better cfficiency than little
such knowledge. This hypothesis has been examined before, sce c.g.
I{ogan & Wallach (1964). Although there arc overlaps, it is rcasonable to
supposc that E{f has the least rrean knowledge, E3 the greatest mcan,-
while E2Z will take a middle position. For E, w  =0.244, 0.186 and
0.110 for Ef, I£2 and E3, respectively, We hav: further “‘g = 0,142,
0. 187 and 0.119. For Ey, u 5 = 0.218, 0,084 and 0. 074, ..é = 0.190,

4 0. 308 and 0. 107 and w Sp = 0.150, 0.150 and 9, 137. With the exception

‘ of E3 for factor S the same picturc rcappecars: w ’]'3 becomes smaller and

2 . .
w g and Wen becomes greater., However, there arce greater numerical

differences here than for the other classifications, For instance, El is
i much morc affected by different d values than 1£2 is and E2 has more

differcntiated individual mecans than E3 has, Othor cffents are smell,
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although E3 has some minor oncs, c.f. w IZDPC = 0. 0062 and 0. 090 for
respective E and EB. The total means arec for E 0. 713, 0.695 and 0,773

and 0,824, C, 526 and 0, 392 .for =

B Thus, the hypothesis about -mowledge of
mathematics and statistics is in line with the above mcans, but the
differences in these seem to be too small for a real confirmeation of

the hypothesis. Again we have increasing values of B, - E and 1 - EB
)

for increasing d valucs for all three groups, Fer d =0,.2 and 0, 3 E1 has

1 - EB > EB - E, while for the other groups the choice of kc and n

produce about the same inefficicncy. Notice that there is o certain

G

correspondence between sex and education: the eleven students of
natural sciences consist of ten men, while the sixteen studcents of

humanities have only four men. In fact Ei-and vzormen have many similar

rcesults on ANOVA and £3 and men have sorae corrcsponding results,

Group results on k_and n
-

The main results come from ANOVA on n and the lincar relation between

1

1

£ and n, both analyses for the total group only. The ANOVA shows only
onc substantial effect, that of S which has an of of 0.537 and this re-
fers to means between 0. 0 and 91, 0 with a total mean of 21.1. No

other cffects give wZ grecater than 0. 05, The sum of 2 for the proper
independent variables D, 2 and C is 0, 022 and the corresponding sum
for cffects containing T but not S is 0. 003. We can certainly say that,
relative to the variaticns between the svbjects, the choice of n is con-

stant over replications and scarcely dependent on the different situation
parameters.

Looking at the average subject, whose ANOVA contains the above

. . . 2 .
sums of squarcs, which do not contain S, we find threcw © of some size.

Thesc are mf) = €. 134, w2 =0.456 and mlz,c = 0.183, For D the moans

arc 23.2, 20.6 and 19.5 and for P we have 19, 1, 25.1 and 19.0, where

the first mcan of cach coffect corresponds to the lowest level, and so cn.

Concerning PC we have (21.9, 17. 8, 17.6), (25. 4. 24.7, 25.2) and
(17.0, 16.9, 23.0) for the simple C cffects of P(Ho) =0.3, 0.5 and 0. 7,

respectively. Comparing with the statistical maodel, the total means arc

almost the same: 20. 6 due to the model and 21, ! for the averasce subject.
gc subj

The model produces three wz above 0,100, i,ec. u.»lz:l =0.676, w IfDC =
2
0. 142 and w BPC = 0.155, Also, the sum of wz of cffects containing T

is zerc while the average subject gives 2 sum of 0, 123,
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The greatest difference between the model 2nd the average subject
comes from the choice of n for d = 0, 1, where the model has & mean |
of 7.4, This ariscs from the fact that for thc asymmetric situations,
when d =.0. i, the impact of the observations is so slow that it is optimal
to choosc a hypothesis without paying any obscrvations: R (l:B, n) *R
(kB, 0). That subjects disagree with the model in this way for similar
situations has been verified before, sce e.g. Larsson (1968) and
Snapper & Pcterson (1971). However, as most functions R arc flat
around Ro for d = 0.1 the incfficiency of this disagreement is in gencral
insignificant. As we shall sce later, the above "wrong!' choices of the
average subject are not valid for all individual subjects,

The model and the average subject both behave in the same way for
different prior probabilities, although the average subject has a greater
variance of th_c.rr_lcans. (Notice that for an effect i we have © 12(:1)/ m;2(b) =
{Ssi(a)/SSi(b)_x' LSSt(b)/SSt(af , where S, is the total sum of squarcs
and a and b denote two persons, etc. If we let a2 stand for the average
subjcct and b for the model we have the following relation for the main
effect P: 0. 458/0.014 = 660/150 - 10885/1441 . Thus the grcat ratio
between the Z'S is dependent cn a greater variance of the P means of
the average subject and his lesser total variance.)

The PC effeccts show about the same patterns; the exception is C for
P(Ho) = 0.5, wherce the average subject produces a horisontal profile
and the model a triangular one. The model, however, has a greater
variation than the average subject. Finally, the DPC cffect of the model
is crdinal, meaning that the different simple interactions of PC show
the same pattern but with different spreads c. g. the three profiles of
P (HO) = 0.3 arc all non-increasing for incrcasing C levels.

As the Bayces strategy implies that kB is a lincar function of n, it
has bcen natural to me to analyse kc as a lincar function of n: te what
extent and how can we express kc as A+ Bn? For the model all 27 situa-
tions give B = 0.5 with -3.84~A<3,84ford =0.1, -1.902 A £1.90 for
d=0.2and -1.24¢< A< 1,24 for d = 0. 3. Duc to symmetry we have the
same A valuc but with reversed sign when a situation with parameters
(q, CO’/CI' F (Ho)) is replaced by a sitflation with pararncters (d, cl/CO‘
1 - F(Hp)):

The lincar rclation between kc and r has been analysed for cach of the
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cvery situation. Cases with n cqual to zero have been deleted, as kC has
no numerical value for thesc casces. This means that the number of cascs
varics between 114 and 169, The lincar relation is clear: the corrclations
between kc and n is such that 0, 787< r £0. 995 with 2 mecan of 0, 950, IFor
the A and B values we have -0.566 <A £ 1,840 with a mcan of 0. 587 and
0.233< B<£ 0. 488 with 2 mcan of 0,402, It is thus obvious that pcrsons
tend to undercstimate kB' at lcast when n is great. In fact, there arc

situaticns where persons underestimate k, for all n >0, This bechaviour

is an important factor when cxplaining inc]?ﬁcicncy: nonoptimal choice

of grecat n valucs is combined with bad choice of l:c. Considered as a
group, these persons have a clear bias against the hypothesis with the
smaller p value, at lcast for great n, Why this is so is difficult to under-
stand. A tentative explanation is that most subjects overestimate the in-
formation of 2 1" in rclation to the information of a ""0", Another con- ‘
cerns the instruction given to the subjects: "I choosec H, if the number oi
oncs is less than or cqual to . " Pcrhaps we had got the opposite
bias if the instruction had been I choose H1 if the number of ones is
greater than . " The bias is rclated to the factors D and P, such that
the bias is greater for greater d values and smaller for greater P(HO)
values., (We have B cqual to 0. 440, 0. 407 and 0. 360 for D levels and
0.350, 0.412 and 0, 444 for P lcvels. ) The relation to P is quite “'rcaso-
nable", and similar to the statistical model, but the reclation to D is
harder to suggest cxplanations for. Anyhow, this relation also generates
incfficiency becausce of the lesser robustness to deviations from kB for

d = 0,3 than for d = 0, 1.

Let us again look at an average subject. You may imagine him in the
following way: Every subject chooses a n valuc and a kC valuc for every
situation and rcpctition, and the average over subjects and repetitions
constitutes the choice of the average subject for a certain situation. This
mecans an average n which is calculated from 180 cases. As some of the
kc values arc non-numecrical the average kc valuc is calculated from
A + Bn, wherc A and B is the average cstimated parameters discussed
above and n is here the average n value just mentioned. (Strictly speaking,
n is the nearcst integer to this average n and kc is then the grecatest
integer less than or cqual to A + Bn.) For most situations both £ and EB
arc greater for this average subject than for the average E values of
the subjects. This was expected since most cfficiency curves, as func-

tions of n or kc and n, arc concave. The differcnces are greater for
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d = 0.3 than for d = 0. 1, cspccially for EB’
morc pronounced for greater d valucs. Wd have 0. 481< E<L 0,991 with
a mecan of 0.780 and 0, 775 < EB <. 1,000 with 2 mcan of 0. 954. The in-

cfficicncy is almost always little dependent on the choise of n. Thus,

becanine the concavity is

this typc of group decision will in gencral improve on the choice of the

amount of information but not on how to usc it. However, cxceptions

from this '"rule" can be found for certain situations and therce arc also |
certain subjccts who arc morc cfficicnt than this average subject (or

proup decision).

Individual results on E and EB

—— — —— —— G G — —— — — —— —— — —— —

For cvery subject there is an ANOVA with factors D, P, C and T
(compare the group ANOVA), both {for E and EB. Effccts arc considered
nontrivial only if wz is grecater than 0,100, Therc is great variation
between subjects, showing from zcro to five substantial cffects in their
ANOVAs; about half of them show two cffects. The commoncest onc is . |
D, then comes DPC, just as for the average subject, constructed by
collapsc of the group ANOVA. Whilc there arc subjeccts with about the
samec pattern as this average subject, there arc also subjects with
totally diffcrent "styles", c.g. the onc with no substantial cffect. This
docs not mcan that he bchaves like 2 statistician: the average cfficiency
can be far from 1. 000 and/or his variation, concerning cfficiency and
therefore his choice of kC and n, from rcpctition to rcpetition may be
grcat. This is in fact the casc for the subject with zcro cffects.

It is almost impossible to go into dctails of every ANOVA. I have
instcad sclected some ways of descripticn to highlight individual diffe-
rences., Once of thesce ways concerns the identification of outliers, which
has becn performed by a multivariate technique basced on the Mahala-
nobis distancec. This has been done for cvery repetition, for E as well as
for Eq- The mcthod sclects the subjects (if any) who arc "too far away"
from the group centreid in the 27-dimensicnal space, which constitutes
the spacc wherc subjects are represented as points for our casc. (Sce
Dixon (1970), pp. 104-112.) The sclecticn, of ccursc, results in a more
homegenccus group, as concerns the remaining subjects. They arc alsc
better: the subjects deleted arc in gencral incfficient and this is valid
for E and EB. It is not always the samc subjeccts whe are seclected in the
six cascs, and those who arc may comec in different order from case to

case. {Lct rank order 1 denote that the subject is selected first, and so
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on). Ihave looked at the ANOVA results for the subjects who have the
five lowest average ranks, partly for E and partly for EB' We have six
subjects totally, four persons arc the same for both dependent variables.
One of them has means which correspond to the group means, but the
others are far below these levels.

It has been stated carlier that for most situations we have s(EB) =
s(E) and that Sstotal(EB) is about 50 per cent of Sstotal(E) for the group
ANOVA. The same reduction is, as a rule, also found for the indivi-
dual ANOVAs. There are subjects whose Sstotal(EB) is only 5 per cent

of 85 ;.1 (E),
from the Bayes strategy makes the cfficiency values high. On the other

depending on ceiling effects: the correction for deviations

hand there are subjects with' no reduction and three of those arc among
the above-mentioned outliers. One may expect that EB shows smaller
variance than E, since one of the causes for inefficiency has been re-
moved, and this is usually true. But if a subject almost always chooses
k. = kB or if his kc choice is very varied there need not be any reduc-
tion, on the contrary, therec can be an increase of Sstotal’ The three
outliers are of both types: one subject has 1 - EB and EB - E equal

to 0. 333 and 0. 051, while the others have (0.356, 0. 183) and (0. 335,

0. 237) and thus are inefficient when choosing n as well as kc. While

1 - Ep and EB

and 0.133, respectively), we find great variations among the subjects.

- E are of the same magnitude for the total group (0. 151

All four types are represented: good at both kc and n choice (example:
0. 067 and 0. 050), good at k_ and bad at n choice (example: 0.333 and
0.051), bad at k_ and good at n choice (example: 0. 086 and 0.279) and
bad at both choices (exarnple: 0. 335 and 0. 237). If we make median

splits for 1 - EB and EJ - E the cecll frequencies of the fourfold table

are 18, 12, 12 and 18 »ﬁiich means a smaller negative correlation than
I had expected with regard to the construction of the variables.

The six outliers are all but one worse than the average, as concerns
the choice of the number of observations. All of them show about the
same 2 profile: they have fewer substantial effects and these are

lower than average. We have, with results from all individual ANOVAs

N ..
P I T P

within parenthesis, for E the mean number of substantial effects equal

to 1.00 (2.17) with 0.102< w® £ 0.210 (0. 1005 o© < 0.755) and for E

2

B
£ 0.328 (0. 101

2 - .
T w %0 788). This implies that every outlier has small differences

the corresponding results are 1.17 (2.02) and 0. 101y

53
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between means and/or great variations over repetitions, The first cause
is more valid for E and the second one for EB (They have about average
S5 otal total for EB‘ ) They tend to act

like random number generators, when it concerns the choice of n:

for E but above the average SS

sometimes they hit the target and sometimes they are far from the opti- 1

mal number, i
The variation between subjects is not the same from situation to ;'

situation, For factor D the greatest differentiation is obtained for

d = 0,3 with standard deviations. (0. 169, 0,180, 0, 205) for E and (0. 109,

0.125, 0.190) for EB.b This is a reasonable result, as the robustness

of efficiency, as to choices of kC and n, is greater for d = 0.1 than for

d = 0. 3. Hence, a certain variation of choices causes greater varia-

tion for the greater d value. No more systematic effect can be dis-

covered for E buf for E there is another effect, which can be seen

for Pand C a.an which is very pronounced for PC. With increasing
P(Ho) values we have, for increasing co/c1 values, (0.169, 0.138z,
0.233). (0.170, 0,155, 0.175) and (0,223, 0,179, 0, 143), It is quite
evident that asymmetrical situations produce greater differences bet-
ween subjects than more symmetrical situations., As this is not the
case for EB' the fact mus‘t be caused by the choice of kc. The figures
0.233 and 0, 223 refer to the situations where HO. is both probable and
cheap (when wrongly chqsen) and where Ho is both improbable and
expensive, respectively. There are obviously more different opinions
as to how to choose kc when both determinants ''go in the same direc-
tion". Perhaps the smaller variations in the opposite situations are .
due to some general reasoning like “the two factors will balance each

other so I should choose k_ near n/2n?

. B’ We
also have an analysis of the linear relation between kC and n for every
subject, including the statistical model. We have again used the method
for detection of outlliers, as concerns the choice of n, Let us again
select the subjects with the five lowest average ranks. It is interesting
to notice that three of the outliers {romn E and EB reappear (the three

subjects which have no reduction of Sstotal(EB))‘ Some of the characte-
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ristics of the outliers for n are the following, with corresponding

results for all individual ANOVAs within parenthesis:-they make many -
observations, 29.9< m(n)< 91.90 (0.0< m(n) < 9i.0), they have the

five greatest Sstotal’ they hove an zwe::age?number of o 2.',2 0. 1200 of

1.4 (1. 3), but thesc are small, 0.106< y ~ < 0,251 (0.100% 4~ < 1,000),
Thus, the outliers make too many observations, have no pronoun:ed
strategies for the choize of 2 cnd liz belew the 2Cth percentile on both

E and Ep; in fact we find the woxs? uubject on caciu efficiency variable
among these outliers.

. The individual AMOVAs5 for n have togetiier about half as many
effects with o)z-} 0.:00 z.s the ANCGY7As for & and EB’ and they are
otherwise distributcd. Mosi commen effecis are D, P and PC. There
are no more subjects with distinct un'?' profiles here than for E and
fewer than for Eg- (7, 6 and 15, zecpectively, if we dgfine'a. di»stinct
profile as onc with zither 2 sum of the substantial ( w 3 0.100)
effects greater than 0. 750 oxr one which has a single effect greater
than 0, 600.) The strategies of information puréhase as illustrated by
the ® 2 profiles (or even the distinct ones) are quite different bet-
ween the'subjeéts. One subject is rnost sensitive to D (w 2 = 0, 525),
three others concentrate on P ( 2. 0.659, 0. 779 and 0. 794), another
2 20.901), while cne is totally absorbed by PC o 2 = 1, 000)

and the other subjects more or less have strategies which take into

oncon C (w

~consideration more than one effect. There are ten subjects with no
substantial effect at all and hence with no strategy, except a random
one. (Another two svhjecis always make the same number of observa-
tions, which implies thai theiz w z values are not defined. ) I may also
inform the reader that the staiistical model produces a strategy,' which
concentrates on D (w 2 N, 675).

The distribution_s of n are all resitively skewed. Surprisingly many
subjects have chosen n equzl to zero (between 2 and 24 per trial), but
at the same time.there arc almost always choices of at least 100 ob-
servations (betwecen 0 and & per trial). The standard deviations are
fherefore of the same rnagnitudes as those of the means. We have 11,5
< s £ 42.6 with an wverage s of 25.8. According to the factorial
design there is but one effect of s. For increasing D levels the means of
s are 30.9, 24,0 and 20, 7, which scems rcascnable, for the following

reason. If we could plot n as a function of d (average over P and C) for

A W,
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every subject and many d values, we probably would obtain curves
which werevunimodal and with n equal to zero when d is zero and one,
The position of the maximum n value and the average n of a curve are
different from subject to subject. FFrom this we will expect small s
values for very low and high d values. In our case we can expect still

smaller s values for d greatér than 0. 3 than the s value for d equal to

0. 3. If we had made d smaller than 0.1 we could expect that more and ‘

more subjects would ultimately realize the futility of making any obser-
vations. Although the curve generated from the statistical model has
its maximum n value when d is about 0. 2, only a few subjects have the

same type of a D profile. More than half of the subjects have profiles

~which vary less than five units of n. Another 15 subjects have profiles

where n decreases for increasing d values. _

The linear relation between kc and n has been analysed for each of
the subjects with at most 81 cases for a subject. When n is zero the
case has to be decleted as kc is non-numerical here. The number of
cases varies between 0 and 81, but only five subjects have less than
45 cases. The linear relation is more or lessb evident from subject to
subject: we have -0.022 £ r < 0,997 with a mean of 0, 820. There are
28 subjects with r greater than 0. 900 and only ten subjects with r less
than 0.700, and five of these values depend on sz(n) being zero or very
close to zero. For the A and B values (kc = A + Bn) we have -8.094 <
A £ 9.500 and -0.050< B < 0.866 with means of -0, 039 and 0, 426,

- respectively. We have, on the average, the same results here as for

the total group: the individual subjects are in general biased against
the hypothesis with the smaller p value. However, the differences
between subjects are great. We have a few subjects which are biased
against the other hypothesis, some subjects are not biased, while some

subjects are so biased against the hypothesis with the smallexr p value

that they always choose kc smaller than n/2. The standard deviation of

kc’ given a particular n value, also varies greatly between subjects:

0.2% s € 11,3, where s stands for the standard deviation of kc about
the regression line, Four of the above mentioned five outliers for n
have the four greatest s values and they are all biased againsf the
hypothesis with the smaller p value. Only one of them belongs to the

subjects with the five greatest values of E, - &, The latter subjects
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have rather grcat s values but three of them are not biased. Why this
is so, cannot be settled by the analysis here. Perhaps thesec three
subjects choose k_ far from kB for situations which avre not robust
for deviations from kB, but I do not know. It can be added that the
statistical model gives an r value of 0,921 with a standard deviation.
about the regression line of 0,9 ﬁnd that A =.0.500and B =0,500,

(A is different from zero, because k

B is an integer and this produces

a bias.)

The group testing

This part deals with comparisons between the experiment and the

decision group test and the intelligence tests. The presentations con-
cern group results only and for the experiment as well as for the deci-
sion test the dependent variables are limited to E and EB. The compari-
sons use means, standard deviations and correlations, The correla-
tions are further analysed by the use of canonical correlation analysis
and factor analysis, Discussions of reliability are also made,

As has been stated before, all 60 subjects did not take the tests,
The results of the decision test are based on 57 full records, while
the results of the intelligence tests comprisc only 56, since another
subject had to be deleted. Looking at the results of the experiments,
the greatest differences between thosc deleted and the total group arc ‘
found for E, as cencerns the decision test. (Mecans of 0. 623 and 0. 714,
respectively, ) If wé suppose no change of results from the experiment v
; to the decision test, the deletion will cause an increasn of the total
* : rean to 0, 719, which can be considered negligible. Still lesser
cfféct may be expected for standard deviations. E.g. the standard
deviation of the subjects'means of E will, under the above assumption,
not change morc than 0, 001, On the whole I do not think that this five
to seven per cent of non-response is anything to worry about: differ-
ences of results between the decision test and the experiment is hardly

due to differences between the 57 subjects and the 60 subjects.
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Reliability . | ;

We will begin with some viewpoints on reliability, Every situation can i
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- for the ANOVAs. The only populati.on left is difficult to discuss, because

. tion between an item and the other 26 items. If the number of sub-
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as for the decision test, therc are pbs sibilities for observing reliability

of an item and of the sum score of the 27 items. This can be donec in

several ways, both with regard to the definition of reliability and the

cstimation of recliability, We have, in principle, thrcc populations:

those of subjects, items and actions. No generalizations will be made as

to a population of subjccts, since the subjects of this study cannot be

regarded as a random sample. Nor will gencra.lizatidns be made as

to a population of items. The definition of this is in general very diffi-

cult, but we have the unusual possibility of defining the population _
unecquivocally according to factor D, P and C, However, the 27 situa- ‘
tions sclected are hardly any random sample from such a population.

As a consequence of this the above factors have been regarded as fixed

it is not obvious how to definc a random sample. So, strictly speaking,
théfc arc no generalizations for the recliability values, which is in !
accordance with what has already been stated about the study at large.
On the other hand, Ithink it is rcasonable to expect the same kind of
results, as have been found here, if you replicated the experiment,
cven if you chose some other levels of 1, P and C and, perhaps, also
with other, similar subjects. B
When we speak about reliability here, we refer to the classical
modecl, scc ec.g. Lord & Novick (1948, ch. 3). Let us start with the
item rcliabilifics. Two measurces arc usced: onc internal mecasurec
(witl*.ih a sct of 27 items) and onc mecasurc bascd on corrclations

between the sets, The internal index is the squarcd multiple corrcela-

jects is very great in relation to the nuwmber of items, the squared

multiple corrclation R2 is a lower limit - and perhaps a bad onc - of
the rdliability. However, when the number of items approaches the

number of subjects, R?' will approach 1, A common corrcction for this 3
bias is based on the unbiased estimatc of the residual variance, sce
c. g. Darlington (1968). I believe that the corrected values better re- ;
flect facts, becausc they scem less affected by the relation between the i )
number of items and the number of Subjccfs. (Notice that this corrcc-

tion nced not concern inference: the same bias is obtained whether we

EOE RIS

call our subjects a samplec or a population. According to Dempster
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(1969, p. 161) "theorectical understanding of this phenonicnon of
diminishing rcturns for variables introduced remains imperfect, ...".)
The following squared multiple corrclations arc obtained (with un-
corrccted values within parentheses), The decision test has 0,145
(0.542)<. RZ < 0,763 (0. 873) with a mcan of 0. 504 (0. 735) for T and
0. 033 (0. 482) =« R2 4. 0. 875 (0, 934) with a mean of 0,633 (0.804) for
Egp. The experiment has 0. 055 (0. 472) < R2§ 0. 862 (0, 924) with a
mecean of 0, 500 (0. 721) for E and for Ey we have 0,309 (0. 614) < R®
0. 962 (0. 980) with a mcan of 0, 756 (0. 864). Two recsults arn obvious:
the reliability of EB is better than that of E and the reliability of the
items of the decision test is equally good as for the experiment when

it concerns E but lower for Ej (on the average). In spite of the sraller

standard deviations of EB’ the rcliability is grecater here, becausc
there is only onc unreliable determinani: the choice of n. However,
this is not always so; in 11 cascs out of 108 wc have the reverse re-
lation. The average item reliability must be regarded as good.

The correclations between replications of the situations can be re-
garded as (modified) retest correlations. For the experiment the modi-
fication consists of the items being presented to the subjects in diffe-
rent random orders. The decision test is so different fronm the experi-
ment that I hesitate to call the corrclations betwecen this test and a
repetition of the experiment retest correlations, Yet I give them -
they may have interest as lower boundaries. The decision test has
-0.085< r 0,566 with a mcan of 0.267 for E and -0, 051 %, r < 0, 606
with a mecan of 0, 306 fox Ey. Thp corresponding valucs of the experi-
ment are Q. 255 £ r £ 0. 624 with a mean of 0. 509 and 0,178 » =
0. 902 withx a mean of 0, 620. ‘The é::pcrimcnt shows the saine average
(for E) here as the average of Rz, while the r mean of E, is smaller

than the R~ mecan, As was cxpected the correlations arce smaller for

the decision test. ‘
It can be added that the reliability values calculated from the group
ANOVAs on E and EB give average item reliabilities of 0. 372 and 0,528,

respectively. An interesting featurc is that the corresponding value for

N e a2 e

n is 0. 705, This can depend on two things. Since the reliability calcu-

T

SE

lated from the ANOVA is an intraclass corrclation, it is only equal to

the average corrclation between repetitions if all 81 variances are cqual.
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So different deviations from this may give the differ ence between 0, 705
and 0,528, cven if corrclations between repetitions are, on the average,
of the samec magpnitude for n and EB (E is not quite comparablc here,

as it is also dependent on the choice of kc). Tiic other causc is mere
credible to me, and that is that n i5 rnore rcliable than EB. Onc indi-
cation of this is the high corrclations between n and I-:C with an average
of 0. 950. According to the classical theory such a corrclation is a

lower boundary of the geometric mean of tiwe reliabilities of n and I:C

vhich, by the way, show that also kc has a high reliability. I thinl it
is rcasonable to expect higher recliability on a choice variable thaa on

a conscquence variable. The latter is a transformation of the former, ‘
which sometimes (not here) involves unreliability in itself, e¢. g. at '
subjective judgments - of different kinds. But even when the transfor-

rnation can be mathematically defined and the choice variable has a

retest correclation of i, the corresponding corrclation for the consc-
quence variable will only in special cases have the value 1.

The attentive recader has from the above alrcady anticipated that the
reliability of the sum scorc of the 27 items (situations) should be great
and so it is. Two different types 'of values arc used: the geacral relia-
: bility of a composite measurcment and onc of its special cases, the
S so-called Cronbach’s alpha cocfficient. I have used corrected RZ

3 values as item reliabilities for the {irst type of valuces. The presenta- !

tion is, for cach dependent variablc_and'type of value, in the following
: order: the decision test, the repetition i, 2 and 3 of the experiment. :
The gencral values arc 0. 929, 0.901, 0,940 and 0. 945 for E and for
Ep 0.963, 0.962, 0.979 and 0.978. The alpha cocfficicnts are 0. 885, :
0. 872, 0.904 and 0. 899 for £ and 0. 915, 0.914, 0. 938 and 0. 927 for

%i~. V/c sce the same picture for both types of values: EB has higher

:2n E and the decision test has almost as high reliability t

as the cx:perirnent. The alpha coefficients are simaller than the general

&
5
1\'

values. vhich is the norraal case, since the alpha coefficient is the
? ? &'

reneral value with average item variance of truc score cstimmated by

e R )

the average covariance between items. The latter value can never
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»ceced the former value and the alpha coefficient is therefore,
according to the classical reliability theory, a conservative measure

which can be quite uscless if the covariances are small. However,
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both types of values may be too high because of a violation of the assump-
tion that mecasurcement crrors of items arc lincarly independent. (I

think that this assumption is more realistic fcr the experiment then

for the decision test, as cvery subject has its own scquence of items, )

In the light of this fact,ithc alpha cocfficient :may be a more'reliable
rcliability measurce, since its conscrvatism may balance the above
violation. Anyhow, the recliability of I and EB is high., Finally, I can
mention that the group ANCVAs give reliability volues for sum scores

of &, E

be mentioned here that the distributions of the sum scores arc more

B and n of 0,941, 0,968 and 0. 984, rcspectively. It can also

repular than thce distributions of the single items. The distributions
of the sum scoxrces arc negatively skewed, but only slightly, with E
having somewhat lower mecans and higher standard deviations than

hosc of E..
t B
ther comparisons

Thec comparisons of the decision test and the experiment arc based on
macans, standard deviations and corrclations. For'E, the mcans of
the decision test and the three repetitions of the experiment are 0, 744,
0.695, 0.715 and 0.731, respectively. The corresponding valucs for
£y, become 0. 349, 0,847, 0,847 and 0. 852, Remembering that the
d;’cisidn test was given after the cxperiment, we discover a time.
trend for E, but not for EB. However, the differences arce small,

not greater than 0,050, The average standard deviations for IE arc

0. 165, 0,191, 0,184 é.nc_l 0.179, while EB shows 0.130, 0,143, 0, 142
and 0, 134, Again, we find time trends, Thus, E goes up with time
B The

r clationships between E and EB arc the same for the decision test

and the group becomes morce homogencous for both E and E

as for the cxperiment.. Concerning the corrclations, something was
already mentioned in conncction with reliability. The é.\fcragc correla-
tions between the decision test and the rcpctitioéls of the experiment
arc 0,228, 0.240 and 0. 333 for E and 0, 365, 0,294 and 0. 318 for EB.
The average corrclations between repetitions arc (0. 488, 0, 441,
. 598) and (0. 613, 0,575, 0.676) for © and E,, respectively.

Results in accordance with factors D, I* and C have alrcady been
discussed for the experiment, as far as mcans and standard devia-

tions are concerned. No ANOVA results have been produced for the
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decision test but the different means show the same pattern here as
for the experiment, with the possible exception of PC for the depen-
dent variable . The cquivalence is also valid for standard deviations,
again with the exception of PC. The decision test shows the same

kind of cffect for E, although not so pronounced as in the experiment.
For EB’ there is no PC cffect in the experiment, while the decision
test has an cffect opposite to that for E: the most asymmetric situa-
tions show the smallest standard deviations and the lecast asymmetric
situations show the greatest standard deviations. Why this is so, is
hard to say. As wec have no corresponding cffect for the standard de-
viations of n, it may show that the symmectric situations arc less ro-
bust to deviations from the optimal choicc of n, This is true for d =
0.2 and 0. 3, but not for d = 0.1, and beczuse the situations with d =

0.1 have less cffect on EB variation, due to robustness, it mat be
generally true,

The corrclations show no uniformity at all., There arc different

cffects for the decision test and the experiment as well as for £ and .

Eg and it will not be discussed. The avcragd correlation between the

experiment and the decision test is not very great but canonical corre-

lation analyscs (between the decision test and cach of the repcetitions)

show that the corrclations should not be regarded as uncssential. The :

first canonical correlations arc in tho ncighbourhood of 1. 000 with

; ‘normal deviates of the )(2 values of 6.9, 7.5 and 5.0 for E and 13, 4, ;
| k 14.1 and 12,2 for EB. However, the anzlyses show some numerical ;
instability duc to many variables in relation to the number of indivi-
duals, and this has also the cffect of raising the greatest canonical 3
correlations. Itherefore sce little reason to discuss thesce analyses ;
. in detail. (A somewhat more rcasonable analysis had becen to find the
corrclations with the restriction of cqual weight vectors, but no such
program was available. ) '

For both E and Eg, factor analyses have been performed for cach of
the scts of 27 situations. This kind of factor analysis gives a principal

axis solution and a varimax rotation, scc Dixon (1967). The communa-

lity estimates arc squared multiple correlations and only factors with-
eigenvalues csiceeding 1. 0 have been rotated. The analysis is not very
satisfying, but no program for dircct comparisons of structurcs was

available. The dependent variakle E gave 6 rotated factors for the deci-
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sion test and 5 factors for cach repetition. The variable EB gave 4
rotated factors for the decision test and 5,4 and 4 for the repetitions
of the experiment. The number of factors is reasonable for each ana-
lysis, explaining between 0. 829 and 0. 863 of the total common varian-
cc (estimated as the sum of the 27 squared multiple correlations). The
average 2bsolute deviation of cigenvalues of successive unrotated fac-
tors between the decision test and the repetitions tells us somecthing
cbout the structures. (The sum compriscs the five first unrotated
actors.) We get 0.37, 0,26 and 0. 40 for E, but 1,38, 0.86 and 0. 90
for EB’ thus indicating that the distributions of cigenvalues differ
more for Ep. Correcsponding valucs between repetitions arc 0, 44,
0.50 and 3. 18 for E and 0,60, 0. 52 and 0. 28 for Ep,also meaning
that the decision test differs more for ]EB. Similar results arc ob-
tained for factor loadings of the unrotated factors. The average num-
ber of loadings (for the first five factors), which differs more than

0. 30, when corresponding values of two factor analyses arc compared,
arc 5.9 and 7.1 for E and 10.1 and 6. 7 for Eq- The first {figure re-
fers to compafisons i)c;t\vccn the decision test and the experiment and
the sccond one refers to comparisons within the experiment. The
first factor shows better cquivalence than the others, which arc not
very similar. The factor analyses scem to show that the decision test
is different from the experiment for EB’ relative to the difference
within the cxperiment. No attempts have been made to Vinterpret® the

rotated factors.
Intclligence and efficiency

The intelligencce tests show sufficient discriminating ability and have
rcasonable reliability. (Scc appendix 3.) Comparcd to Holmquist’s
group, my subjccts are better when it concerns "factor" V, W and S
and worsc on '"factor' I’, where they also arc somewhat morce homo-
gencous. The differences arc probably duc to age differences and to
the fact that my uwniversity pcople arc a sclected group of students
lcaving the gymnasium. The reliability estimates shown by Holmciuist
(1967) are, onthe average, of the same magnitude as those which arc
presentcd in appendix 3 in the coluinn marked with ry. The cstimate
Ty is a special Cronbach’s alpha cocfficient with the assumption of

cqual item difficultics, implying that the total mean and variance arc
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sufficient for estimating the reliability. Since only the total number
of correcctly answered items was punched for cach subject and test,
this reliability estimate was the only accessible one. However, it is
known to be below the alpha coefficient to an extent which depends on
the variance of the itein difficulties, sec c.g. Horst (1966, p. 273).

I have therefore also made estimates on the assumption that the item
difficultics are rectangularly distributed, which I believe is more
rcasonable than the assumption of zero variance., The new cstimatces
arc shown in appendix 3 in the column marked with ro. We sce that
“factor" 5 has a somewhat higher average 1~c1iabi1ity, but almost all
cstimates r, arc rcasonably high for group comparisons..

Eight canonical corrclation analyses have been performed between
the ten intelligence tests and the 27 decision situations, For E as
well as for F‘B the four analyses comprisce the decision test and the
three repctitions of the cuzperiment. All analyses show the same re-

sult. Although the first cancnical corrclations are about 0, 900, their

. 2
correcsponding values are not grecater than those expected by

chance. This is in line with.the magnitudcs of the corrclations bet-
ween the intelligence tests and the decision situations. The 1, 030 corre-
lations for the analyses of E have -0.299<. r £ 0. 485 and those for

Eg have -0, 299 & r £0,483. The S and the I tests have somewhat
zigher corrclations than the other tests, but on the whole these
corrclation analyses cannot verify any substantial relations between
intelligence and cificiency.

Factor analyses have also been performed, of the same kind

a5

EE

was described before. When the intelligence tests are analysed alonc
we get two rotated factors “'explaining" 0. 941 of the total common
variance., The first onc is spatial and ‘inductive, the other onec being
verbal (V and W). Eight further factor analyses were performed, cach
comprising the intelligence tests and one efficiency variable, the last
onc being 2 sum of 27 cfficiency scores. (We have such a2 sum for

the decision test and the three repetitions, partly for E and partly

for Ep. ) The addition of the cfficiency variable does not change the
result of the intelligence variables very much. Thus there are always
two factors, which "explain® about 90 pPer cent of the total common

variance. The only difference concerns the repetitions, wherc the
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spatial -inductive factor becomes purcly spatial.

The communality cstimates for the cfficiency variable are low
with 0. 137 < R2 < 0. 340, wlnlc the corresponding values for the

verage R2 show 0 47 < R < 0. 444 for the cight analyscs. The only
intelligence test, where R2 is raiscd when the cificiency variable is
added as a tenth independent variable, is onc of the spatial test _
sbhowing an average increasc 0. 004 for the decision test and 0. 048 for ;:
the experiment. The average correlation between these variables arc !
0.177 and 0. 400, .respectively. As could be expected, the only sub-
stantial loading of the cfficiency variable is for the spatinl factor,

with loadings between 0, 242 and 0. 465. Thus the result of the canoni-

cal corrclation analyses reappears: the cificiency of decision making

is not very dependent on intelligence, with the possible exception of

spatial ability, and this is valid for both E and LB I do not cven know

if it is a purcly spatial test: somec of those who have used this test
assert that it is very {rustrating to the subjeci and also is an endurance

test. i
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spatial-inductive factor becomes purecly spatial.

The communality estimates for the cfficiency variable arc low
with 0,137 < RZ < 0.340, while the corrcsponding valucs for the
average RZ s;mw 6 417 <_§2 < 0. 444 for the cight analyscs. The only
inteclligence test, where R2 is raiscd when the cfficiency variable is
added as a tenth indcpcndcht variable, i‘.s onc of the spatial tnst,
shiowing an average increcasc 0. 004 for the decision test and 0. 048 for
the experiment. The average correlation between these variables are
0. 177 and 0. 400, rcspcctivcly. As could be cxpected, the only sub-
stantial loading of the cificiency variable is for the spatinl factor,
with loadings betvgen 0.242 and 0, 465. Thus the result of the canoni-
cal corrclatio: analyscs reappears: the éfﬁcicncy of decision 1n5.l<ing
iz not very depundent on intelligence, with the possible cxception of
spatial ability, ard this is valid for both £ and LB I do not cven know

if it is a purcly spatial test: somc of those who have used this test

assecrt that it is very {rustrating to the subject and also is an endurance

test.
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FINAL COMMENT

Only the experiment is discussed in this scction, althcugh some com-
ments arce also applicable to the decision test., The iteins of this test
have, on the average, similar values for reliabilities, mecans and
standard deviations as do the situations of the cxperiment. The corre-
lations between corresponding items and situations arce somewhat
lower than corrclations between situations from rcpetition to repeti-
tion., However, regarded as an instrument which gives an cfiiciency
sum scorc it is about as grood as onc repetition of the cxperiment -
and much checaper. The cificiency scems to be rather unrclated to
intclligence as that is defined here, with the possible cxception of

spatial ability.

The lens model

I thought that this study was a Daycesian study, but after rcading Slovic
& Lichtenstein (1971) I know better. The content of the study is, of
course, a Dayesian onc, but, according to their excellent paper, the
approach of the study is meainly a regression approach, Brunswik’s

lens model is more or less applicable to the treatment of data of this
A

renort (sce appendix ¢), The stiniulus dimensions or cues arc d,
(_-()/'c1 and P(I-IO), which by suitablc»dummy variable coding give risc
to seven cffects. The correlations between independent and dependent
variables, for a subject or o group of s‘ubjc'cts, called utilization co-
cfficients, arc squared here and denoted mz, which arce squarcd
multiple corrclations between the dependent varieble and the d_u.mmy

variables defining an cffect, Duc to orthogonality the squared consis-

)

. 2
is then cqual to the sum of the seven w 7. Low r_

-~

tency index r;
values arc said to show inconsistency. You could just as well call it
irrelevance, becausc low r_ values may mean that the subject uscs
other cues than those which the experimenter thinks he is presenting.
Both "cxplanations can be more or less correct simultancously, On
the criterion side the corresponding utilization cocfficients are called
ccological vealidites, and an index of the cnvironmental predictability
T, is the corréspondcnce of the consistency index, In this study the
squarcd validitics arc the different m?' values of the statistical model
and the sum of these valucs stands fo_i- the squarced index of the environ-
mental predictability. Neither the achievement index r, ror the

matching inde:z r__ is calculated as the lens model prescribes.

~sd
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The application of the total lens model is only meaningful for the

dcpendent variable n, Here r. is 1.0 so that thec lens model cquation

degenerates to ro=E T, which mcans that squared achicvement index

L5

5
. 2 ‘ .
has the sun of the subject’s seven @ © values a5 its upper hound. EB

could be regarded as an analoguc to r_, and a better one, because r_
L5 Lo

is not scnsitive to mecan differences of n and is an index for choice
variables here. The subject can very well rank n (for the 27 situa-
tions) in the samc way as the statistician does and still has low cffi-
ciency. Thc opposite may also be truc in certoin cascs: duc to small
variation of n and robustncss we can obtain love r, values and high LB
values. The dependent variables E and 'EB are themscelves used in
ANOVA, but the lens modecl is only half here, since the cfficicncy is
always 1.0 for the statistician the criterion side collapscs (it is al-
rcady compriscd‘by the dependent variablies). The fourth dependent
variable, i:c, cannot, ags far as I can sce, be used within the scope of
the lens model, partly becausce it depends on n and partly because it
is non-numecrical when 2 is zero.

When using the full lens model the statistician is regarded as the
criterion with r = 1.0. This is not nccessary, c.g. having the samc
statistician making scquential obscrvations will producc a r_value
less than 1. 0. The criterion can of course also be other things than
a statistical model. The most used alternative is 'trac! data - obscr-
vations from a foliow-up study - but it can just as well be constituted
by obscrvations with ancther responsc imethod or the result of another
subject or o group of subjects. And therc is nothing that prevents you
from having a2 sccond imodel on the subject side, thus using the lens
modcl o compare two models. Nor arc there any obstacles to gene-
ralizing the lens model to o multivariate model, although there will
bec problems, as for other multivariate imodels, of creating convonicnt

e

Th

(#)

statistical modcl is uscd in two ways in this study. For n, it is
uscd on the criterion side of the lens model (and something like that
for kc, too), whilc for E and EB the moclcl is used to cvaluate the

choice variables (to construct the conscquence variables). We can

say that n is cevaluated twice. First by using the lens model to comparc

thc utilization cocfficients with the ccological validitics (the choice

level), sccond by calculating EB and looking on its utilization cocffi-
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cients (the consequence level). The fact that the full lens model does

not worlk with LB or E (or the often used accuracy ratio) is not a geanc-
ral property for & consecquence variable, For ir:stanc.c, it will work
with RB and R. However, the {ull lens model will, for sorme cascs,
collapse when the critcrion side is occepicd by the same entity as

that which is uscd for the construction of the consequence variable.

Its values for this entity arc t‘hcn the same constant for all situations.
This will in general rot happen if onc uses diiferent entitics for the
two purposcs, ¢.g. if thie criterion side is represcated by o special
subject and the statistical model is only used to get E and ]I‘D

Results

‘The discussion here builds on the paper by Slovic & Lic htcn"tcm (1971).
This iz hardly ary restriction, siince this paper broadly reviews much
research in the Baycsian arca and other kind of rescarch using the
lens model. Alfhough the paper is alinost only concerned with proba-

bility (revision) experiments - and not with information-seccking ex-

periments, which this study is - some concepts and results can still

be applied and discussed here, at least in connection with the choice
variables kc and n,

One of the key concepts in Bavesian rescarch is that of conserva-

tism. fipparently this word means different things to different re-
~

scarchers. For the one who performs a probability revision ciperi-

ineat it macans that the subject makes too small a revision in compari-

son with the prc"c"'pi.101 of Bayes’s thecorem, and this can be measured
in several ways. Others have usced \/Tf—? 03 compaied the utiliza-

tion coefficients with the ccological validities. The crucial issuc is
whether you will define conservatisra as a measurc of distance or as

a measure of (cojvariance. Take factor D foxr the dependent variable

~e

1 a5 an cxample. The statistician has mceans 7. ¢, 29. 7 and 24, 8 for

increasing d values, while the corresponding micans for the total group
of subjects arc 23.2, 20.6 and 19,5, For the statisticion w; is 0,676
and for the average subject it is 0,134, The distance measure shows
that this subject is conscrvative for d = 0, 1 and radical otherwise,

The variance of the means of the subject i5 less than that of the sta-
tistician, so from this point of view the subject is conservative,
Comparing - values will also result in conservatisim here, As you

can sec no choice can tell the whole story and different indices can
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classify subjects differently. My choice is to define the degrcce of con-

~
7
&

ervatisim as  © (statistician)/,, 2 (subject), for o certain cffect. This
that conservatism is defined as a lack of relative variance, If
it, you may also say that conservatisit, for an cffect, means
gaosticity than the model prescribes. The abov tio should
only be of intcrest when m'2 (zubject) is sufficiently high. Although a
ratio of 10 indicates a considerable conservatisin, I Liesitate to find it
essential if we have e.g. 10 = 0, 020/0. 002,

In trying to cxplain conservatism onc has used the labels misper-
ception, misaggrcgation and rcsponsé bias, Misperception means
subjective transformation of the cuc values, misaggregation means
that the subject’s policy for using the cues in order to gencrate a value
of thec dependent variable is deviant from the model while rcsponsce
bias can involve such things as scnsibility to different responsc modes
and the range of the cuce values. It is not often that cxperiments are
designed to differeatiate between 'these explanations, and like any
otlicr information-sceking c:periments which I knovs of this study
cannct differentiate betwween the possible explanations. Of course,
this does not prevent you from discussing thens,

Although trivial, it is perhaps best to underline that conscrvatism
as well a5 its crplanations are relative concepts. Vhile a subject may
be conservative versus one model (or another subject) he may be
radical in comparison with another rnodel (or 2 third subject), and
while one model classifics your judgments as misperceptions, another
onc may call their misaggregetions, or both, Ithin!: that for cvery
consistent behaviour you can construct & model which, on the average,
describes this behaviour, This is not very interesting as it presumably
means one rmodel for caca subject. However, the iiodels and thercby
the subjects can be clustered according to certain propertics to obtain

more general imowledge. (Analogous vaays have been tried, which in

this case could have involved a data rnatriz: of order 601 7 wwith the
2

scven w - values as variables., Seme kind of method for latent struc-
turc analysis could then be used to cluster the subjects into subgroups

. 2 . . . .
of similar g profiles, ) Instcad of deing this very cx:tensive labour

RN R a At i

4

the researcher chooscs prior models ivith which he comparcs the sub-

RN
a

jective behaviour. Different camps of rescarcher have different such
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models and therefore can have different cizplanations of "deviant"
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behaviour, It may thus be wise not to say c.g. misagaregation but
raisaggregation in comparison with a2 Bayes strotepy.
The ccological validities for n are small for fecur cffects, very

high for D and noticeable for PC and DPPC. According to our ccfini-

tion, all subjects show conservatism for D and all but onc for DPC,

too, On the other hand, sceveral subjects show radicalism, especially
for * but we may also maention PC, This is aot inx line with Slovic &
Lichtenctein (1971), whe report that interaction ceffects have small
increments in predictive power, Here, 17 out of 60 subjects have
results such that 0, 100 € “‘fvc < 1.0C0. It is 2lso said that the mest
imposrtant cue wsually accouats for morc than 40 per cent of the pre-
dictable variance (max ( w‘:)/Zw 2) and I can somewhat :\.gfcc with
it. Twenty subjects show this result, sceven allocated on D, seven on
7, onc on C and five on FC, However, the statement that the three
most importent cues usually cover rmorc than 80 per cent cannot be
coafirmed. This is only valid for five subjecis and the statistician.
Thus, the majority cf the subjects is not focusing on a single cuc and
they have quite varying squared consistency indices, 0. 160 € 1'§ £
1.000 with a2 mean of 0. 596, with very different w 2 profiles.

he most remearikeable featurce about the choice of l-:c is the asymme-
try., Most subjects do not *like" HO’ at lecast for large n, and more
or less conscquently choosc kc less than kD’ the most e:treme choice
- being kc = 10 for n = 160, This implics that there is 2 tendency for
scveral subjects to choosc I:C niore etitreime than kB for situations
with 1:B<. n/2. This does not scem to be in line with the mainstrecam
of results cither. Slovic & Lichteastein (1971) say that subjects are
never as scnsitive to the cxperimental conditions as they ought to be
for the Bayesian rescarch they have sumymarized, However, the ex-
tent to whicih thiis staterent does not hold in this study is dependent
on the choice of a criterion, For insiance, there are 45 subjects with
B 0.5 (l-;C = A + Bn), but therc are only 20 subjects having sZ(I:C)/
sz(n) greater than the corresponding ratio for the model.

I have carlicr in this paper suggested that the asymmetry of kc

may be caused by an asymmetry of the apprchension of 0 and 1, This
gives rise to a misperception of the binomial frequency function, which
has been experimentally verificd beforc. I the outcome 1 has a greater

impact than the outcome 0 we will get B < 0.5, provided no misaggrega-

13

F R R T ol T 2 b b e AT




- 42 o

tions occur, that is, the subject uscs the Bayces strategy within his
subjective apprchension (misperception) of the binomial frequency
function. Another alternative for misperception: suppose that the
subject does ot quite trust the data. This can generate reliability
models like those in Shum & DuCharme (1671}, vhich perhaps can
bec used to “e:zplain® the asymmetry of I:C. I 2lso meationed cuarlier
(p. 22.) that the respense mode can have caused the bias,
The above c:amples of mispercention may also be used as o des-
criptive model for some subjects and perhaps also describe some ‘

subjects” choices of botl: kC and n. DBut, in comparison vith the

Baycsian inodel, subjects most lilzely also misaggrepate cues when
choosing kc and n, (Provided no misperception, this is ¢. g. reflec-
ted by the o 2 profile. ) The situations are comple:x and I think that
: ‘ the subjects simplify reality by crcating simple rules. Thesce can be
' followed raocrc or less rigorously. A few subjects have rules, which
I can sce have been followed all the way, e, g. "Incver make any ob-
servations't and “chardlcss of d, I make 10 observations when P(I—IO)
and co/ci, balance cach other (c. g. HO improbable but cheap) and.
malie no obscrvations in other cascs'., E:amples of rules which are
almost always followed arc "If CO/CI , 16 1.0 I will make 10 observa-
tions, otherwise I make 20 observations,' and "If P(I—Io) is 0. 3 I will
imalke 20 observations, otherwise I, make 10 observationst, Then
there may be more stochastic rules like vI always make between 10
and 40 obscrvations, but for every trial I just guess',
This scattered picturc can make you rather pessimistic about cver
finding any geacral vesults, It is quite clc.:\.r_thai‘ it is very dangerous
to present only group results. As the individual strategices vary con-

siderably you can get almaost arbitrarily varying group results by

D

changing the group composition. V7e¢ may also remeraber that group

results caa give peculiar results in comparison to the individuaal re-

‘s . 2 .
sults, duc to lack of commutability. For instance, w — for the average

subjcct derived from: the group ANOVA is not cqual to the average o
calculated {rom the individual AMOVAs, Not knowing such propertics
can generate more or less unrcasonable conclusions, It is casily

done, because I believe that most of us try te leok upon the world

VARt e bt e as
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' as simply as possible, perceive situations as symmetric, commuta-
3
. . . 4
tive, full of linecar relations and so on. 2
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One bold solution to this multitude of behaviour is to neglect it.

For instance, who carcs about conservatisrn or radicalism if the
cfficiency of the resulting decision is high? Although this is an e::-
treme opinion therce is a kernel of truth in’it. It is somewhat strange
that, while decision thicory itself preaches that it is the consccquences
which count, researchers on human decision maliag usually concen-
trate on choice variables. I think we can z2dd another dimension to the
discussion of deviant behaviour if we also consider its consequences
vhienn possible. Psychologists naturally have an interest in choice’
variables, but [rora an "econormic' viewpoint these will only be oi
importance for situations where they indicate non-optimal behaviour
of low efficiency.

The conscquence variables E and ED Lhave, on the average, higher
consistency than the choice wariable n. 1We obtain 0.291 =« ri < 0.979
with a mcan of 0. 718 for & and 0, 304 = rz = 1, 600 with a mecan of
0.773 for £

2
cvery subject. Ve also have r’:(EB) = {, 000 if rf(n) = 1,000 or when

S

D Although EB has a highe: rncan than E, it is not so for

the subject always malies the saime numiber of observations (in which
casc ri(n) is not defined). However, I do not know whether, for two
subjects i and j, ri(ni)< ri(nj) irnplics ri(EBi) < ri(EBj). Probably
not. As for n, the w profiles for & and "EB arc very different from
subject to subject, bui factor D has the largest average utilization
cocificients and only DPC f{or EB has also an a\‘rcra(;G uz above 0. 100,
Specaking about conscquences, Dis the rnost important cue for most
subjects, but its different levels are not of the same interest., It ig,
above all, d = G, 3 which tests the subjects, vwhile d = 0,1 has low
discriminating power (or high robustness). The latter situation is

analogous to dealing with intelligent persons: no matter how vou
8 g I y

teach them, sorae elernentary matcerial will they learn,

I do not knovr hrow cormunon situations, as those withd = 0.1 are,
but I believe that a great many situations can be described by crite-
rion functions vshich are flat around its optirnal point, On the other
hand, there arc delinitely situations where choices are crucial. My
proposal is that more eixperirents should be designed with the latter
ind of situations. This may not be casy, but it will add an importance

to the choice variables they often not have today.
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APPENDICES

Appendix !, ' Choices and expected losaes of the statistical model,

d 0.1! 0.2 0.3

P(H,) co/c1 0.5} t.0{ 20| 0.5} t,0 2.0} 0.5 ] 0 |20
n, 20 0 0 31 3 23 25 24 23

0.3 kg 9 | H, H, ‘s i 9 12 k] 10
R, | 1039 | 900 | 600 | 644 | 650 |594 | 407 | 414 | 395
n, .0 21| o 31 35 31 26 27 26

0.5 kg Hg 13 | H, 16 17 14 13 13 12
Ro 1000 | 1469 | 1000 | 665 | 693 | 665 | 419 | 43: 419
n, 0 0 20 23 34 31 23 24 25

0.7 kp 'HO Hy 10 13 té 15 | 12 12 12
R, 606 | 900 | 3039 | 594 | 650 | 644 | 395 | 414 | 407 -

When n, = 0 the hypothesis chesen is indicated for kn. The unit of Ro i3 one
Swedish 8re, which for this experiment constitutes one tenth of the cost of one
observation.,
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Appendix 2.

The distriburion of subjecis un faculiy, 3ox and age,
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Appendix 3. The intelligence tests,

Test m 8 ; Ty ; r, E
v, 29.6 | 6.+ | 0770 | 0,864 |
V, | 247 | 31 | 0585 | 0.825 |
W, | 338 . 8.2 0.885 | 0,918
W, 9,6 | 5.7 | 0,648 | 0.778
14 701§ 4,3 | 0.733 | 0,852
I, 16,3 5.1 | 0.746 | 0,844
S, 1 3.9 3.4 | 0,935 | 0,963
s, 24.0 | 6.2 | 0.767 | 0,856
P, 35.3 | 6.3 | 0.623 | 0,757
P, 224 | 8.0 | 0.88 | 0,935

The tests V’i and V& concern verbal understanding, one is a test on aynonymns
and the other contains items on verbal analogies. The next two tests, W, and
W‘, are tests on verbal fluency. The task of W, is to write as rmany words as
posaible, which begin with "s8" and end with "a'", while the task of W , concerns
wozrds which end with "al". The test I, and I_,' measure inductive reasoning and
the items of both tests are series of numbers for wkich a new number should
be adaed, S, and 3 2 are spatial tests, the itema of which are three-dimensio-
nal bodies unfolded in two dimensions and the task i3 to say something about
theiy three-dimensiona} forms.. The final testas, P1 and P 20 BTe suppoaed to :
measure the perceptual factor. One of them has to do with sorting and the ;
other concerns coding.

Regarding the columna of the above table, m standa for the arithmetic
mean, s is the standard deviation, r, is a specialized Cronbach’s alpha coef-
ficient (also known as Kuder-Richardson's formula 21) and r 2 is a special
eatimate of Cronbach’s alpha coefficient as it is discussed on page 35.
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The lens model (After Slovic & Lichtenstein, 1971),

Appendix 4.
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r. . Utilization coefficient for cue x,

is
e’ L‘cologzcal validity for cue x <.
rg Consistency index.
Tt Index of environmental predictability,
T, Achievement index.
r_: Matching index. '
c: Defined as r {

A~ ~ .
(¥o-¥ )yg-¥,): -

: A A . . .

Soth Ve and ¥, are linear regression functions of the cue values j

For ANOVA, r, is equal to the total correlation, L, is a betwecen- !

cells correlation and c¢ is a within-cells correlation, while r, and r_

arew between cells, as described in the Final comment.
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Appendix 5. Symbols uscd frequently.

A The intcrcept of kc = A + Bn,

B The regression cocfficient of !:C = A + Bna.

C Factor of cost ratios co/c1 with levels 0,5, 1.0 and 2. 0.

o The loss gencrated by a wrong choice ovf HO.

cy The loss generated by a wrong choice of Hl'

D - Factor of d valucs with levels 0,1, 0.2 and 0. 3,

d Diagnosticity of data, defined as d = Py-Pye

E The cfficiency of the choicces of kc and n, dcfined as E = R(I:B,

no)/R(kc, n) or, shorter, RO/R.
The cfficiency of the choice of n, defined as EB = R.(kB, no)/
R(kB, n) or, shorter, RO/RB.

Hy  The null hypothesis p = Po

Hy The alternative hypothesis p = Py
Iz The number of ones of n obscrvations,
kp The critical value of k according to the statistical model, It

chooscs HO ifk < kB and H1 otherwise. (The k valuc of the

Baycs strategy. )

kc The critical value of k choscen by a subject. He chooses I-I0 if
k £ k_ and H, otherwise,
m The arithmetic mecan.
n The number of observations (chosen by a subject),
n°2 The numbex of observations according to the statistical model.
) Hays” w 2, defined as Ssi/sstota] for an cffect i, It is a squarcd

multiple correlation between the dependent variable and the
dummy coded variables defining the cffect.
P Factor of prior probabilitics P(HO) with levels 0.3, 0.5 and 0, 7.
P(.) The probability of something. Especcially, P(Hj) is the prior-
' probability of H (before sampling) and P (I-Io‘k,. n) is the poste-

rior probability of HO (after sampling, when k and n arc known),

Po The probability that an obsecrvation will have the outcome 1
(according to HO)' |
Py The prlobability that an obscrvation will have the outcome 1
, (according to H,).
T The squared multiple correlation,
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R(kB, n) = RB The total cxpected loss of choosing n obscrvations

and using the critical value kB.
,n)=R The total cxpected loss of choosing n observations

and using the critical value k‘c.
-R(kB’ no) = Ro The total expected loss of choosing n, obscrvations
and using the critical value h.B ,:
T The product-rnoment corrclation. _
Factor of the subjects with 60 levels .
S Sum of squares.

The standard deviation. ‘ 4

) Iactor of replications with thrce levels.
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