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. 4 . .
The Computer and Information Science Research Center of The Ohio

- .

State University is an interdisciplinary research organization which

consists of the staff, graduate students, and faculty of many University

. . . . ]
departments and laﬁdratogies. This report is based on research accom--

piished in “hc Department of Computer and Infﬁrmatign Science).
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Via Anahei.r. Califonu.a, October, 197‘1 . . S

* 4 . ) : ’ A "'

i L . | N D . N 4 :
. z ’ VR N /_'\
. P ' * i . 4 ’.\
- » s N 8. \ ..
e -
- ‘- ’ '
-
‘ ! ) p N -
N . v ) )
v e ~ ARTIFICIAL INTELLIGENCE - A CASE FOR AGNOSTICISM L ‘\/ S~
h o ’ . o ’ .“ | .
T e . ' ‘ ’ . N - oL -
o ' : B. Chand‘r_asckaran.and Larry H. Reeker ' ’’
"‘. A . . I . . .
S, . . . . . . L4
. . . N, - - .
.’. ' ‘ . ga ' / . . . R
Charlie Brown: Stop calling me wishv-washy. "1 don't 1like'it. . | . %
Lucy ;i Oh, yeh? O.K. 'y tell me,>can machines think" - \‘.
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- €harlie Brown: Well, er, let me" see; on the one hand but ... .
Lucy = | : Wishy-washy! ‘
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A. preliminary/ ver ion of this paper: Ywas presented at a special o _ A
session on "The POssihilities and Limitationg of Artificial Intelli~ %f '
, gence", during the 1971 IEEE Systems; Man, and Cybemetice Conference :1
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Agnosticism, whether in the matter of existence of God or in the matter

of computer simulation of the mind1 has an aura of excessive caution - the

very opposite of bold stakipg out of ‘positions. The juxtaposition: - Is there

a God? Is the mind a machine? is interesting for another reason - a sort of

-

_ empirical se'mi-decida{%lity that they share. .The question about God could pre-

sumably-be answered i4{ the affirmative by any- given in;lividual to whom He

1

chose to provide sufficient evidence.z- Likew1se,. a person's doubts about ro-

bots would probably vanish if .his best friend, about whom no suspicion had

crossed his brow, tu_rned out to be a clever artifact. The point_ is that it
1s possible to conceive .of direct evidence in favor of the existence of God
and.man-machine equivalence, and difficult' to imagine such direct evidence
- which would compel belief in atheism ot in the, impossibility of m_achines ever:

being built to simulat® Man in all his complexity.

[N
.

The prospects for direct evidénce are not very good.in Lither‘case at

‘this time. In the matter of n;echanica_l simulation of the human mind the in- -
M [}

direct evidence that we presently have consists of: some computer programs

"which purport to show some of the performance characteristics of the'mindw.3

o
arguments attempting to show the implausibility of a machine ever being de-

signed fulfilling said purpodse, arguments setting forth the likelihood of
i‘

succeeding in the enterprise of robot- building, and a mass of ‘data on the

human mind itself. . . " _ ) . L .

- .

- Almost a11 of the published work ‘on the philosophical question of the

limitations of mechanical intelligence has argued in \iavor of one or the other

N

of the polafit_ies 'of possible positions: It is however possible to take a

- . 2, ‘ '

4

. position betw'een these two extremes, those of the True Believer and the . Infidel.

S




. . )

. L] l...—r’
While this agnostic position is not a strong position in the.sense of having

a good many logically compelling aréumenté in its favor (this seems to be a
‘feature of agno‘sticism in general), it g#ins’ its viability by virtue of the
b weaknesses in the pt;lar alternatives. We believe agnostiéism cop_cemin'g the

. possibility of artific.:‘Lal intelligence to be a position he-1d~by many compute.r /
, ’ .

H scientists. Yet there has been no attempt to present the position in the

literature. This we attempt to \remedy below.

4 ‘

¢, : * * *
[The computer room. a light in\'on'e corner, possibly about to fail, is causing
the computer to cast an intermittent long shadow in which characters are

. .

' stand'ing and talking about "intelligent machines.")

'True Believer: I see that they are holding another compu er chess tourna-
ment! Why, scoffers once claimed that machines wowl

~ ) . -

decent ‘game of chess, but we now have some remarkaply sophisticated )

programs. ~ - ‘ - T . N
AN

*
*

Infidel: I doubt that they'll soon be internationdl gr

d masters; but

' then, that's beside the point anyvay.

. - programs are being improved regularly. They pl excellent end "

. ! .- :
James and,standard openings, and their look-ahe d éap_abilities are... ..

. ) . | . “ o . /\- |
) Irffidel.j [interrup.ting]‘:- Excuse my intermt%ﬁ; but .-'you. still are .

N

migeing the point: even if they become gn(zmbn&isters, they are

o




only 8zupid machirves feing tcld what thep 8r'auZ” do ty some
e A . .
intelligent designer. People like you are always -talking as

if machines can think, whey you don't even know what is meant, .

ty "think."
'\ /s . / ‘
] . \0
Jrue. Believer: " As a matter of fact, it 18 not necessary to worry /‘.
4
N . .' arout the deﬁmtwn..of "think." Turing's test ! the "Imi-

tation Game, " i8 as-good an operational definition as you
\ - might nged. It is going to be mighty diffioult for anyone
-. _' to deny that a machine which passes Turing's test:, has
captur-ed ‘the‘ “essence of ‘thinking. |
- L
. I:fidel: Certainly any on.e .who thinks can ‘do more than play games,
be they chess or "imitation games." As ‘an exercise in pro-
gramming .fireworks; Turing's test may.be someth?:ng to work-
towards; but as for "eapturing .the essence of thinking, " I
'\ think it i8 presumptuous.. Unless somebody defines "think," ! )
I think_ it i8 unrealistic of you reople...

‘

True Believer: [interrupting]: . You ‘chaZ:Zenge a good operational
deﬁr;_itio_n i favor of some gmddl_e-heﬁded intuitibn! ‘[ Shouting,
| '. and beginr.zi'ng' to fl'uslf] It's people like you who jeéred_ 'at |
' the steamboaty Whyldo there a'iwafys have to be a bunck of Neandér. ..
- . . o . o :

- Agriostic [joining the fwo 'and'intérmpting]: Mo, no, f‘eZZ‘ou)s, let us

"not' come to. blows. I ccm understand the v:z,gw that the zmtatwn o '

' game does not embody every kind ,of acthty that -one mght caZZ ;

F




[

Ithinking. " T‘umng evaded that problem by say ﬂnfg "The

original question, 'ean machines think?' is to’Qﬁea:mngless

to deserve dzg‘pusswn.” St1,ll the umtatwn game 18 not a.
trivial test. If a machine were to pass-that test, it would
be'evidence .that it 18 possible to build into a machine con-
szdera.ble mastery over language use, a papabzlzty to make \
sophwtwa‘ted znferences and deductions, a certain cunmng, ete.,

~
- all evidences of intelligence if displayed by a humm.

L]
»

True Bel'iever:. Yee.'_ look at langnag‘e‘ behavior, for one area. Even
E'LIZA?,’S which i8 a very siméle pregram, must capture certain we
' aspects of human language since it can manage to”make some
people,angry when they work with it, just as thep would get
“angry, at a pez".:son who was ansu:)ering back imperinently.
Agnostic: - Hold it! I would prefer to say "just as they would get
.ang'ry at a candy machine which was nefusing to yield its candy_.”
For my point is well il’lu.str;ated lfy. machines which "use mtura‘l
. language, '’ and that point is that :E’LIZA 18 more clo'sely cmal- |
agous to a candy machine. than to a human { or even, quite pos-
8ibly, to a chzmpanzee) in its real knowledge of language.\I
_think one must 'mszst tha'ls what the machzne capturea’ i8 not
. some purely superfwzal aspect of.‘ some type of behamor taken S

. to be indieative of though£ But let us return t the wntatwn

game.- I have my -oum, reasons for conszdemng the zmtatwn game Ty

%

.a poor operatwnal defzmtwn. i

SHERSANEA S




- T sy e et R .o ! ; o
Trae Fellever ma InSidel [tczerngr): lmac'e that!

agncstic: While Turing's test provides us with a standard, or cri-
te;'ion,- For a thinking r:tachine, are ve any nearger to designing
inteltioent rmachines than we would be without the test? What
i8 needea; is more thal just'a crriter:ion f‘o‘r thinkirg; whot

those of us who are interested in building "intelligent" programs
e . :
are lacking is a knowledge of what speeific capabilities.we

r * should tutld in.

< éﬁ & v

True Belie¥r: What ygy seer to want is a recipe, something like a
.o v -
3 . generative Hefinition of thinking.
v w ° ) .
J . * .

(o
Infidel: Whgzt if t’nnkmg was Just not satisfactorily definable in this

[

)

sense, 1,_71 rinet Ze" There‘are some very urrportant mathematiecal
. . ' objects tﬁat have this pf»operty,: you know. Take for- instance, the
set of total recz;rsive functions. 'Such funetions are common
enough objects; yet if you try to give a recipe for produeing
. them, you can always find one that's not produced by that recipe.
' | . .

"Tme' Believer' What you.are saymg is very similar to the hopes some
of you were nurtu.mng a while ago about how Godel's theorem was
go'mg to resudpect what you like to caZZ "man 's dzgmty" from the
clutches of us mechamsts. Sure there are sztatzoﬁs to machmes,

[ . 3,

but as Putnam® and Benacerraf7 and possibly others have mdwated,

4

there is no evidence that'hwnansudo not po*ess szmlar

© limitations. Granted there ‘L no rempe to produce all of the




.

. °
total rec’ursiveAc:ions. But you haue. yet to eonvince me’ that _f

-

the attributes of "thought' form a productive set.

Agnostie: I agree that it is futile to look to-Gédel's theorem for

proof that the mind is not a machine.® Byt the point about

3

the diffiaulty in obtaining a recipe. 18 not 8o easily dismssed
< o The problem 18 an acute design problem. For example, as Godel himself

as poiuted out, very little is) known about the processes involved

- _ in't‘he human ability to come up with more and more precise
| distinetions as'em%died,for ins8tance, in stronger' and stronger
. set theoretic axioms of infinity In order to understand the
"mecha-nisms" invo lved /he says, a major advance in the‘ fomdations '
of mathematics is needed.’ Surely at this vstage it 18 unrea-
sonable to insist that "thinking" machines are "just. aro'und.
- the corner." One rrrigh.t as well elaim that the ultimate .
advance in the foundations of mathematics is imminent.

* ' * * N
. \ . k]

Is Mind a machine?' We exclude from consideration arguments.twhich -
. . .

" involve appeal to- religious convictions ar similar essentially revealed

- knowledge of the nat:ure of Man. Among the multiplicity‘of possible' posi~-
LI . . . ) . -
t:ions, t:he most int:erescing ate. ,'

’ L. . . v '

’ . R e -

noo- 'l. The mind is not a fomﬂ.il.SY.Stemrlo and although one might be B

" wable to" program some superficial aspects of behavior, the )

e S S really import:ant: and significant: aspects of intelligence ~ the -
: ones that st:amp us. "human" - cannot: be capt:ured in a forma‘l
. sy:st:em. ¢ . i
' / . o "“. [9
. ~ ’ 7. .
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programs.

[

The mind is not a formal system, but many of its activities
may be simulated by, say, the digital computer. Among these

* . l . - LI
activities proponents of this view might include varieties

of theorem p'roving, game-playing,. a limited but still exten-
¢ “

.o . . . L
sive use of natural language, and so on. But there is no clear .

~ ' g

characterization of those activities that are successfully
A\ .

mechanizable as .against those that are not.
A .

*:

The mind is a formal systém, and its otrganization can be
understood in sufficient detail in the not-too-distant future so

that macbines can be built whose ability to "think" equals if

_ not sui‘passes that’ of the human mind.

The mind is 7&},_17' gl system, but this fact says nothing‘ about

) /
(373

the prospects £01 building intelligent ‘machines. Knowledge of
the organization of the human mind of the quantity amd quality
necessary to build indisputably intelligené machines is just

not available, nor is it "just around the corner."

/\ .

The \l‘is\ting of these four positions is meant ‘to'illustrate that there

<

need not be .any close connection between one s beLief in the equivalence of

mtggl and machine and one 'd" belief in ‘the poss,ibility of writing. intelligent

The mind-machi:ne 'debat_:e Jhas been pursued' for some time' and we shall _
.no't :ecapitulate the details of the debate. However, in the rem#inder of this
sectibn, we" will make some commends that bear on this qLeetion. Positions -

J3 and 4 are more fully’ discussed later in the context of complexity. )




w1

N L4 . . . .
4 . . - . * ’ b 8 . . ‘ X L .
'y . L. A . ", ] a . N :’
Consider: An ambitious engineer, with drbitrarily large-resources, -
. ) v- LR - _ (Wl » . . ,

proposes to map out neuron by neuron the entire "circuit-diagram” of the brain, S
' . RN - . . : ' '
including possibly various analog aspects of this system. e then hopes to "+ . .
. R -~ . ) .‘..- .
\ . [

build a model to'the detailed'lspeci'ficat1ons of the circit~diagram.i Apart .

- : from the sheer complexity of the undertaking,""what can one say about ;his ven= Lt A
. Q .

ture? Suppose he does. eventuall),succeed in. his attempts and dlsplayg - w

before our very eyes a contraption which 1s such a detailed model. What would

be our response? Are we then forced to agree that it could simulate the per-. A,
P

formance of the brain? As long as the possibility remains that individual

neurons-can be accurately modeled in principle 4’?and that neuron ‘o neuron conr
fections can be traced in principle, then we have con(ceded that_the mind is -
* // .

. &«/ - . .

.
- s

a formal system.

Yet one can fonesee a few difficulties which might cOnc_eivably: give our’ I
engineer pause before he commits his resources to such an undertaMng. Remem=-

ber, he is not to be deterred by the complexity of the _']Ob nor by the: current,

_technological limitations in terms of available probes, etc. He must, however., '

. grant that 'it is at least possible that some of the computations i_n-the B*ain,

] r . . '
perhaps even some fundamentally important ones, occur at (say) the quantum '

‘mecharfical level. (Niels Bohr, among others, has speculated on’ this!' ) Our ;

7

-~ -

engineer is then forced to grant .that certain connections may in principle s

[ s [

be untraceable due to observational limitations - to attempt to observe them

.

might mean theiy destruction. He would theft have:r to accept'some limitations

’ 3 ) . . d .
4’ on h)renterprise that all his money cannot surmount. "&°* ° . :

. - s . . * .
. .

i : BN _ ' L4
- . . LI - . : / A
' One variant of the position' that mental\proc'esses rc‘an_not be mechanized .
is also worthy of commen/t{here. .The statement is often made that the oeﬁtff___erprise
. . : e < i ._‘\ - ’ . . o . S L )

-~

.8 N ]




of digital'. computer simulation of the mind is doomed since analog processes

are involved in the operation.of the brain, As a result it. is further main- '
. ’- - - ¢ \

some” type of wet engineering [chemical solutions and so on]~ may turn

tained

.

out to be in'evitablez Most recently, Dreyfusl2 has emphgsized this poi'nt

’ .

in his discussions’ of thelinadequancy of current approaches in a.rtificial
oo T intélligence and computer models in psychology.‘ Thds part-icular hur\dle on the,
way to mechanization of intelligence is, for our version of ag'nosticism, rather

T irrelevant. As we shall see. our agnostizcism springs not so much from consid-
s s ¢ _ .

erations of ina‘dequacy of hardware as from considerations of complexity. In

.'.- any case, it'appe_arsrather_'curious that a veteran critdc, of artificial.intel-

P % : o o

b . ligence such as Dreyfus should suggest ®hat the need for analog devices is
"% yhat 1ies in the way of mechanization: would he rate the prospects __for‘ machine
intelligence any higher if the designers were allowed free use of potentipmeters, -

A ) ‘ differential analyzers, sine wave gen.erators, and chemical solutions? - | T

L d

x° . * . *

"_ : ‘< True Believer: ALl this dtfcussion of minds and machines_doesn't interest ’

me a whole lot. I am interested in building intelligent artifacts.

e You must grant that fo.r; ‘a machine to pass Turing's test, it 18 not : -

necessary that its mtemal uwrkzngs be identical to the.'"thought
processes'j. In fact there i8 bound to be a methodologwal dif-
fepence between simulating‘ cognitiue processes and de*lgmlng in-

telligent machizes. ' | -

Agnostic: My belief is that the behavior which must be.built into the

) machine, even to get it to Ebay the imitation game, i8 8o essentially

complex that it makes little’ difference whether or not it is done -

"the. same way humaiis do it." Take the linguistic construct called
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. "compet'ence, "'wﬁich characterizes the abstract system compm:sing’
. . T SRS N ‘. .

-

the grammar of' a ‘language '/irrespective of pércep_tual or produc'tive ,

'constraznts of speech There i no good evidence that the speaker

has anything.like a Z’Lngmst's set-of competence rules in his head.
That 1is, whatever his "mental grwnma.r" zs, it resembles n 'content.

. the competence, but-ite form ig unknown In dealing with a machzne,

you would have us zgnore the "fnentaZ grarrmar”, and T unZZ assent to

' ¢

. that. But that hardly szmplzfzes things, for the competence ’Ltser

is5 so complex that Zinguists"‘can describe only the barest portion of

it today. w
. N r " “.ﬁ B - ’ [} -

' throughs in Zanguage processtng by. computer that the linguists will

:soWokzng to us for help. A lot of what Zznguzsts worry about
&'q ﬁ i8 .8tlly, from our poznt of vzew, and the current programs Just clon t

deal with it because it zsn't necessary.

3
’

A{nostzc. I take it that you are refermng to the "semantic information

’

processing" programs using-natural language which have been acelaimed

by people in artzfzc'bal 'Lntellzgence in the last few years. -But these .

programs are all so ca.refully tuned to a partwular narrow semantic
r f
envzronment that they lare generally at a total loss outside that

environment. And yet even within that environment, it 18 not diY¥ficult '
to find gramnaticai ‘constructions such programe cannot recognize.If lingu-
ists-have only dealt with a port;:on of th'tip of an i?eberg, people .

in artificval intelligence have only swept up a few .flakes of snow

- -

on that tip. T

'Y ‘e . 2 ' s

I3
¥
=
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. . [ . . . - .

you mainkain that most of what linguists are doing
¢ 7,
18 irrelebant to prograﬂm'ng machines to use language.

But of course S

I don't think

that posztwn beazﬁs .up un&er cZo::g examination. E'ven';for the ‘machine

to play the zmtatwn game, it mudt be able to answer questions and to

s C
converse in acceptable English (say)\t and maybe some foreign: Zcmgua'yes S

.oeszdet "and with a faw amount of mchness to its Za:nguage 1,f' it 18.to

fool anyane - cmy set scmpjt, as m ELIZA, bemg recogmzable to the o
clever mterlocutor. Thus it rnust have a bw,lt-m nguzstw grammar of

‘some qualtty and- extent. Buf producmg ut'terances will be the least of

e’ .
( . its linguistic problems. It must wpderstand anaphoric deletion and
\substithtio'n of pronouns for nowns, of "did so," or "did" for verbs, . (
’ -

- True .Believer

of "there" for locatives, of "that way" for some manner adverbwl»s, and T
so forth. It must know thgt when }Ee say, "Harry killed Jack"! that

Jack is no longer alive. It must unders tand préguppositions of : o

. . I . /)
] . . .

sentences: that gf I say "I don't blame Harrggfor killing Jack," I am

assuming. that Harry killed Jack. +It must understand implicative verbé -

" that "He forgot to shut the door" means the door wasn't shut. It must

realize that if I say "He promsed her to shovel the dmve‘, " I am not
¥

referring to her shoveling the drive, as I am when I say "He told her

to shovel the drive." These are only a small sample of. the problems

I . .
linguists are.working on; but I thi:l)( you see how complex the who

ﬂ thing gets. S ‘ . .

-

The programs "I was referring to are prel'bmnary attempts of
course. They show that there are heuristice which dan begm to han-

dle the problem. ' All that remains is to keep at it, adding more and *

more heuristics as the complexity of the emvironmment increases.

12, 5 -
,L\ " ' K LT
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. o~ . .
\J . : .
. . . -
. - .
. . . . .

Agnostte: I was hopmg that you wouldn't say that! '-Just because e,'ctremely.
" .

. eimplified Zanguage envzronments cdn be h Zed by heuristics. it doesn't
'foZZow that h.eumsmoa pzled upon heuristicp will. be able to handle _ |
éncreaszngly complex situations in a satwf ctory manner. The system RS

.- gets utterly zmposszble before Zong, and you have to start all over

'agam. Yau people' are fond of using a nuclear anaZogy to counter the

. .argwnent that people are unpredigtable while computer programs are ‘

deterministic. Beyond a certain level of complexity, 8o the c‘malog.y

goes, a program may become "eritical and start behaving unpredictably. _

But your analogy .cuts both ways. As the designer attempts to extend

the abilities of the machine to mcreasmgly larger domains, the pro-

L~ )
gram becomes mcreasmg‘ty large and complex until the deszgner i8
*  no longer able to understand its workings well enough to continue his
. i,
task, though he well knows\ he i8 not yet ready for Turing's test. At
thig point, the program must be scrapped and rewritten. But that, my
) friend, ig more easily said than done L3
~ * * *
s ' , -
Just how complex is the brain? How complex would an indisputably in-
-

telligent program have to be? The overall complexity _of the brain isl generally

conceded, no matter how complexity° is defined. On the other hand, there seems

to be no unanimity when one comes to sp;acific tasks. 'Can a machine translate

nat\{ral languages reliably, gracefully? lSdrely what is meant by this question

is not simply whether that part of the human mind which does the tra;xslation

is a formal "system..- What is also being ask:d is: can.we .decode the "program"

used by the mind for this purpose sufficiently well or come up with an equi;ra-r _,\
l . o

lent one ourselves and i'ncorporate it into a machine to do the translation..,--“ H g ’

For languageée translation, one might substitute any number of othér tasks

~
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vrequiring intel'ligence. l;essimists generally date their pessimism to the
) . . 'I . - Y

time when they Séalized jus;t how complex the program to do any pf these

thing's at the human level would have to be. The True Believer generally

\ -

has two responses:

e

1. The pesijimist has overestimated the complexi.ty required in a-pre-éram. '

2. Learning/ and adaptive capabilities, once mastered, will lead tpo

the golden land ;:f programs producing very', very complex behavior

of the desired kind. (We note in passing that i} is easy to

produce "éomplex behavior"; the problem is to pi'oduce complex

behavior that is "mind-like."]
. ,r .

v
-

N
’

Simon, in- his Sciences of the Artificia ,14 considers this problem 7

of complexity. He belieVes he can offer a means by which arbitrary com-
“

plexity can be built into a system. He illustrates his notion by the

'parable of the watchmakers.h Hora and Tempus. Tempuis so constructs his

watches that if he has one partly assembled and is interrupted it falls to’
pieces‘. and he has to start 511 over ag_ait.x. On the othér han::l,Hora makes
watches which are ‘as co‘mplex as those of Te}npus, but he works in-a
hierarchicai fa/s.ﬁr'{., He constructs stable‘subasse;nblies and’ qus these
t;gether t? form la%‘ger subassemblies and so on. When he_ is interrupted,

his already finished subassemblies do not collapse,and he starts pretty

4
much where he lefht off. The moral is that decompositioﬁ of complex
systems in a hieljarchical manner is the key to building very, very complex
systems. It is s;Lm'ple, SimonAsay's,_ Just write suitable hierarchical .
Programs) gnd any ‘comple;c ;)ob can_.be done’.‘ls- |
. o \ v X
‘ We believe that there is a problem he* witl} respect: to the quantitative J ; ’

oo RN
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. definition of complexity. The‘watches of Hora and. Tempus are by assertion

: £« i
equally complex. * Suppose'the' watch parts are kept in properly labeled con)taitfrs g

and a robot controlled by a program 1is to build the watch. The difference o

between the programs of Simon's watchmakers is in their sizes.- Tempus' program E

is evidently much larger than Hora's. Suppose now that we consider all the - .

possible programs that can be written for the robot which ;,esults in its building

. L identical watches and choose 5he one which is smallest in size - the number of

bits required to store the program is as good a way as any to measure the size.

- ! LI ) ¢

Thus the length in. bits of the shortest program is a machine-dependent but a LY

o
programmer-independent measure of complexity of g) watch We yill not get into i
Y details of the mathematics except to indicate that if. the robot is a suitable

\universal machine, then the machine-dependence need not be very critical.

X \ 1 4 '-_:‘
S S Now, ip terms of this more precise definition of complexity, Hora is not reducing an

o—— ¢

o inherently complex job to a simple job. He is 'mer)ely being efficient in matching
b ) .

his effort to the intrinsic complexity of the job. The revised moral is that

-’ a task is only as complex as the. simplest recipe available to accomplish it.16'_
L) .

v .(

P\

When they differ about the prospects for mechanization of a certain
; intellectual task, the True Believer and the Infidel have quite different

estimates of the intrinsic complexit'y' of the required program. Another way

to put it is that they differ not so much about the behavioral complexity, but

3
i
i
B

the generative complexity.17 When the True Believer‘offers tricks such as

hierarchies to reduce the difficulty, the Infidel replies that he has already

taken them into account. 3

- Simon expresses a version of the True Believer's viewpoint in another . ?

¢ séction of his book. He considers the trajectory plotted on a piece~ of paper




of an ant mak;lng his'way home on the beach. 1f the sutface of the beach is -

0

¢ _ flat and free of obstacles such as pebbles, then the trajectory is likely to -

e
Lo ’
A3 -

. and little hills and ridges, the trajectory is very complex. “The difference in
the complexities of the trajectories obviously has nothing to do with the "homing

mechanism of the ant' but rather reflects the differences in its environment -

.

differences between a smooths, pebble-free beach and a hilly beach strewn with ~

pebbles. ‘' Simon then prOposes a hypothesis about human cognitive. behavior: "Aw .

tr -

. . man, viewed as a behaving system, is quite simple -The apparent c.omplexity\

>

SR

of his behavior ‘over time is largely a reflection .of the complexity of the

-

" environment ‘in yhich he finds himself.':

ma I o @ At v 0o

Simon has performed a service in presenting the intellectual underpinnings
. ‘ L)

.
e m————r —

. of ‘the True Believer-ih such crystal-clear fashion. If we were to choose one
statement which serves to characterize 'the beliefs of the True Believer as against

i those of both ‘the Infidel and the Agnostic, that statement would embody the

, ‘ constent of Simon's assertion. The True Believer holds that man "as a behaving’

system”" cannot be so complex as to be practically beyond design. Given the

Tfue Believer's syllogism: "The mind is a machine; all machines can be designed;

.o e+ e

therefore we can design mind-like machines," the Agnostic takes exception to

the minor premiss as unproven, asserting the mind may be "simply" a machine,

but it is nqt a simple machine, o ) V_‘/ . K
. . g . . .
Simon proceeds to give some arguments to show why his simplicity hypo-

thesisﬁis a reasonable one. In fact, what those arguments show is that models

of a first approximation to some aspects of cognitive behavior are not very

complex - a fact which is bound to be true of first approximations to even the-

.. be-almost a straight line. On the other ‘hand, if the surface is full of pebble ——

*
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+most complex system.  The mere historic evidence of the profound difficulties
. . ' i . . .

’ : SR
faced by artificial intelligence researchers in writing programs to do non-

- o\ .

!:rivial proPlem—solx‘rin ;‘ask§ (and does ap-yf:de i)resently contend that after
two decades of work there ar:. significat;tly. intelligent programs in e;cist'e.nce?j
should alert us against the bland acceptance of the de'sc.:'ription f'quit:e simple."
No éra_nd jury wc;uld indict man's mind on charges of simplicity on the ‘basis

of the evidence presented by Simon. -

o SN N\

'~ Simén does, however, ‘make a valid point with the insp:fi:ed example of

- the ant's path: the behavioral complexity'ot' an organism or an artifact dis

at least partly due to the é'omplexiﬁy of the environment in which it finds it- _
self. For behavior of a giv_e.n degree of complexity: the internal complexity
required of the robot:-.inf-the-environment can be significén_tly less thgn t'_.hat
required of -thé autonompus . robot. 'How m;xch léss or what is left over after
the envi..ronmental effects on befiavior ar'e',aéco.unted for - is an open ,question'.
.' ' ) | . i . T ‘,’
The problem is not: 1is man a'x;nachine? but rather: how does one _de-
sign a man-like maching? Let us grant for a moﬁer;t\ that we can siowly, but
steadily, unravél the organization of the m_in'd/-:nd'.incorpdrate ea/ch discovery
into one program. .We do not currently possess a well de'fined proceduré for this
unraveling - heuristic pfogramming needs heuristics, l;ut we cio not know ‘how

to guarantee generation of the necessary heuristics, given a problem-solving

task. The process of disc,dvering heuristics for a task is long, painfyl, and

L AR D

-

often inconclysive. Thi.é applies even in the case where the programmer is him-

self an expert in a given task. Chess grandmasters have a very difficult’ time

converting their; 6bvious but "tacit" knowledge into heuristics for the chess
. - . ”

playing program. (Newell and Simon's "thinking out loud" protocols are some help,

“

..

17.

9 )
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. but not much, since they provide only the tiniest of windows into human infor- ,

matjon p-rocessing. ) As Bolanyi ‘has made us all aware, we know-»a..\lot more than
" R ) o - -_ \

>

‘ , 19 _ . :
- - . '."we can say. . . : R e, -~ .

We ask: just how com'p'le'x a precedure is -required in\ genetal to unra\iel
the.structure of a system? An answer to the question in thé specific context
of artificial intelligence is likely to be another clue enabling us to. te].l

' the. True Believer frou}. the Infidel. . Even if there i\s agreement-on the -internal

complexity of the mind, the question as to the complexify of the diagnostic . a

proi:edure required to ident_li_f}; its structure remains open. When the True
’ .

Believer says that. intelligent machines are "just around the gorner;' he is
simply voicing his estimatez..pf the compl'exity of the treq.uired. diagnostic. nro-
. J cedures. The I_nfidel-'s_ demurral is based, of course, on a very different es- '
| timate-of that complexity. L ' ' S =

~

Note that the situation remains e_s.sentially the same whichever way one ’ - !
. . ! ’ .' K - ’ ‘ . Y
chooses to approach the design of an intelligent artifact. It is often said

that intelligenc'evi's nothing more than searching in a. tree, or graph, of

\ possibilities for a path from initial node to goal node. - As is well knewn,
. i - " "

the combinatorial explosion precludes exhaustive search’ for any but very tri-
[

-vial problems, phe nee:la heuristics to contrel- the complexity of the search
. * ' .
', algotithm. The question*now becomes: 1Is theré a methodology which guarantees ..
| disce\{erln"g'the heuristics,‘and zf so,-what is the complexity-of_-this meth.od-
4 . olo‘gy? Again a chasm divides .' e True Qelievet and the Infidél in their

re\éponses to these questions. f

The 8vailable evidenfe 'is at best equivocal. The best one can say now

. - . %
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- '. ." some tha—t/.[ook programmable, and some whose prospects for mechanization

4
v : -

still open to gmestion. Gunderson20 lias given his estimates of pt'og-ram-re-

( . . g - - ' ¢
ceptive and program-re‘sistant features. 'But in g'ene'ral,‘ satisfactory charac-— J

S S . . -~

terizati,pn of programmable problems even within" a giveﬁ state of technology,

- v ‘f
*

. ' seems .to be very difficul,t. At least ‘part of -the reason for this, state of
. . A

. affairs is that estimates of’” complexity are involved,, these estimates, in the " i ' ’

..last analysis .are reliable only on an a gosteriori basis - i e., after.-a task BRI

I has been programmed. R ) o

0 : N

\

* ' * : * ' C T, 5
In evaluating the role that a part‘icular w0rld-view - a paradigm, in ' :

: .,,_ o .
l R ;

_the sense of Kuhn - has played in the" development of a science, it is worthe . *
while to consider not only its success in terms of its ptoﬁe'ssed ,aims. One o 4
must_'also ccnsider the state of the science when it was iil the throes of a
p;t'evious.paradi'gm. So it is with the artificial intelligence - cogniti:ve
. simulation.viex_vpoint in psychology. The uncompromising barrenness of ‘beha_vior-
ism was growing increasin_gly.obpressive when the new ambience of the computer

provided'a'*VOcabulary for talking about the internal', workings of information
processing systems, and a setting in which models Jf such systems could be

~ posthlated and tested with some facility.ZIInfomation processing models be- .
: .‘came, for a time, sources of new views and mew experimental ideas. The lan-
. . * :

- guages of artificial intelligence and coghitive p8ychology shared many metaphors.

There is no doubt that, in this sense at leagst, artificial intelligence has’
. \ . . - ‘ - . -

paid its way. <\ o

R RN
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Similarly, in linguistics the dismal lack of success of the’ various well

financed attempts at machine translation brought home a point to many observers:
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the maﬁy areas of grammar traditionally left to the intu1tions of the speaker.'
" qust be made explicit This necessity of discovering and describing the un-
derlying intuitions is. the keynote of today's transformational-generative
1inguistics; but the "Chomsky revolution" owed at least part of its impetus

to attempts to make machinés intelligent. .
. . ,", .. )
r ' . .\/
.Of course, computer programs must be explicit not only in the theories
that they embody. A“level of‘eiplicitness beyond the theory - a’'lgvel con-_
)
taining many ad hoc features - is needed in order to implement the theory

on a computer, and this forced explicitness often shifts attention from the

*

main elemehts of a. suggested theory Thus,the claim which has sometimes been

’

o’

' made that computer programs are the ideal psychological theories because of..
ﬁ

their explicitness, or that ‘the day is -near when "all psychological theories -

e

are in the form of programs." is fanciful indeed. Fanciful, but not surprising.
After all, one still hears it said that all worthwhile psychological theories

; _ It
must be in the form of stimulus-response models. We should all do our part

to avoid the imposition of new tyrannies. iy

Besides its effects on psychological and linguistic model-building,

~»

artificial intelligence can claim a number of other tangible achievements. The

success -of MATHLAB22 is an example. Man-machine interaction in DENDRAL

has achieved some very interesting results. Some pattern recognition programs
for specific c1ear1y defined tasks have done very well Papert' sza.work on
"teaching children thinkipg" has roots in artificial intelligence. Children
may bemefit greatly from techniques of "thinking about thinking which lie at

the heart of discovering heuristics in artificial intelligence.




————— e -

/
Quite clearly, artificial intelligence has ,produced its "spinoff" in

- -

the form of advances in several ‘areas of computer science. List -processing . -
" andq:—ring processing. languages, techniques for manipulating language and other

non-numerical data, and associative memories are a few examples that come to
-

mind. But the real issue remains:. Is artificial intelligence research a worth—

(3

while tool in the great ente-rprise of understanding human thought? . The Agnostic
N . R . . ) . . .
maintains that indeed it is,ahd all available tools must be put to use if that
enterprise is to.bear fruit.

’
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Throughout' the article, no specia'l care has been taicen to\maingain dis-

tinctions between

‘to be relevant for th_e burden of dur discussion.

"can machines think?",

article.

Bertrand Russell'wa-s once asked by'a womdn at g London dinner party, "Bertie,

o N

you are gétting on in years and soon going to _b‘e meeting yOur Maker.

will you say "to Him. when you meet.Him?"

L)

Simulation (CS) and Artificial Intelligence (AI),

-

~

.

«

r

.

" NOTES

1)

&

\

'the. mind" (or Mind) and

'the brain', not becduse 'we

'are reductionists, but because we do not believe the mind-brain distinction

We will take the Auestions,

e

-

) ically simulated? " to be very closely related for the p,urposes of this

What

"are brains machines’I", ‘and 'can the ming/be mechan-

Russell replied that he would’ say,

"Sir, why didn t y}au give us more evidence""

.1“..

"SU

b
.

3) One should perhaps be careful to note the dis'tinction %tween Cognitive

In the former, theories

about cognitive processes are postulated anx computer programs embodyi

theories are written to see how the simulation corresponds to reality.

the latter, computer programs are written which perform "intelligent"

—

[

“tasks without regard to correspondence between the structures of the pra-

gram and the mind. -

For our purposes, however, this distinction does not

seem to be very crucial, since the agnosticism that 'w,e plead applies to

the prospects of both CS and AI.

.~

In

the

P 4

For Athis'reason wé have felt free, with-

in the context'_of' this article, to use the notion of "mind"

what many would call "mindlike behavior."

to apply te




4)

5)

8)
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.' Machines, Alan Ross Anderson, ed., Prentice Hall l96lo |

. la:ngua'ge comunication betwepn mind and mac1(1:l|ne. .

ical Qomputation's.might be of this categ'ory in some ‘sense.

Turing, A. M., "Computing 7machinery and in‘tell"ggence," Mind vol. LIX,

. e

" 1950, - See . also, Gunderson, K., "The Imitation Game," Mind

— * . .
*Both these articles a‘re anthologized

236, vol.

n Minds anci

Tn

A N
Weizenbau‘ﬂ, J. ~"ELIZA - Mpqter program for the study of. natural -' "s- v R

.' LN Y n

LXXIIRN S., No. 260, 1964.

- . l -

L

Comm. ACM, Jenhary 196.6,

" p. 36-45. - . S - °. '- '
v . % . . ' L . 1'.» .
. - “ . S . : - ' .
) * L . . ’ e ’ ’ v ‘ .’ . N ) - * ) -4‘ .
Putnam-, H., 'Minds and machines" in Dimensio’ns i@the"ﬂiﬁd: A(Symposium, ° . . ¥
Sidney Hook ed. , New York University Press, l960. ' ' ) ~‘
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For i—x?a’nce, in.this' conference.

B . o
=

»

This may be an appropriate place to comment on another way in which the

presumed Gode]ian implication has been rebutted. It is said that Godel's v _"\

.theorim iB not applicable to the bnain because the brain is a finite sys-

N\
tem. We think that this response begs the cLuestion.

The computat ions that

go on in the brain (including qhantum-mechanical computations) ma)’be,.

but are not obviously, Turing computations.
P .
at issue. Do ‘there exist physical processes which are not Turing-com_ :

In fact that is the question

putable? We can only Speculate at this point, buit some ,interpretations

by Terry Fine of a recer}t papet! by Chaitin ("Information-theoretic limi-

[

tations, of formal systems" presented at- the @u:ant Institute symposium

on Computational Complexi.ty, -l97l) indicate that so‘me of the quantum-mechan-

~

The argument
- - .

.can be outlined as follows~ Chaitin has sh.own, on the basisnof a

. . »
- .
-
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o \ c'omputability-based probability theory, that the nth digit of a bina}'y

i : o random sequence can generated within time-bound f(n) where f is any

recursive function. On the ‘other hand, consider an experiment where elec- '

MRS i e bﬂonB“acce-l-era-eedwfrow-"a“cat:hode*a‘nd“d'.tﬁract:‘e‘d“on“pa's"si‘dg‘;th‘mii'gti“a"sh‘w ity

st:'rike a screen which is divided into two regions. Let the nth digit of
. : . 1.
¢ _ .
the binary sequence be generated on the basis of which of the two regions
" .the nth electron strikes. According tp quantum mechanical considerations,

-~

this sequence would h; an ideal Bernoulli sequence. Thus, the quantum °

mechanic_al ?tem produces the nth digit in a linear-bouinde_d time. These

‘are preliminary considerations,and it is possible that some way might' be

s found to resolve the paradox without calling into question the Turing-
.-'=-. “ . - f ) N

compui:ability of the quéntum—mech_anical computations. )

3
- - . IS :

4‘ )

9) In this conf?fnce, Professor Bena_cerraf,‘.called attention to these views

of -Gddel, who is also known to hdve some reservations regarding Turing's 2

argument that. menta]:“proceduresj_ cannot go beyond the mechanical. " We do

not wish tb repeat the su_b;tance of Gdel's positidbn, except to note that .

¢«. .to believe} as he does, that "this ﬁrocess, however, today is far from
being_ sufficiently understood to form a well-defined procedure" is quin-
. : ® o . .
tessentially agnostic. :

N 10) We use thé'é’tem "formal system' rather loosely to denote something capable

of exact specification, i.e., something i:hat;,. in principle, could be simu- *

lated by a Turing machine - or by a program on a digital computer.

-
.

N L ) o ’
' R 11) See Max Born, Natural Philosophy of Cause and Chance, Dover, 1964, p. 127,
Y . - . o
A where Bohr's insights into quantum-mechanical applications in physiology,

‘ ' * ’ | ‘
: ' ‘ o ‘ g B

O A
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psychology, and philosophy.in general are discussed. "The situation is simi-
~ . ! \ .

lar if you wish, for instance, to determine the physico - chemical ptrocesses

] . .
" in the brain connected ‘with a mental process: it cannot be done because

SR - .19 .de d by the physical investigation.'' . ... eem:
\ ' ~ '

See also N. Bohr, .Atomic Physics and. Human Knowledge, Wiley 1958 , p. 20.

! . or the record we note that this is the sort of argument that a True Believer :

.- - might call "quantum—mechanical mumbd- jumbo ‘' _(J: McCarthy,‘1971 ACM Turfing

lecture ),

R ¢ - . . .
PR e 12) Drey'fus, H., 'Alchemy and artificial intelligence," Rand Corporation paper

AL 3o, 196, : | ‘ T

13) ‘There have been attempts to write "eVolutionary" programs which start with
a rather .simple structure but become more complex by a process of ‘natural
selectjon" over randomly induced "mutations' on the programs. See, Fogeﬂ.{,\ .

et. al., Artificial Int_llige ce through Simulated Evolution, Wiley, 1966 .

Considering how lonMook Na\ture to come up v'rith the organization of the
human - brain, it is not surprising that these programs are distinguished

by a mtable lack of success in achieving capabilities for non-trivial

r

. problem solving, ‘.

. Y . . .
14) »h»:r Press, 1970. > . . .
. . . Y . . .

-

15) We should really be more precise than this. Simon's "parable--is actually

hd -

introduced ‘to show that complex systems, whether natural or artificial

’

._generally have stable sub-assemblies and the building mechanism should ex-

ploit'f-!:-lri)s fact. Throughout the chapter on the architecture of complexity,

~A

-
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-
there is a c(ear implicaEion' that this should also be the route to arti-
ficial intelligence. It naturallv raises the question of now the programm-

er is supposed to recognize tHe proper sub-assembl‘iee of a system, with

_only a behavioral descri_lz_tion of the system available to him., -

16)

17)

. -

The® s}s tem-design problem involved in formulating a theory of a natural
la.nguage (which is, for reasons stated by Agnostic, a part of the intellji-

4
gent-machine design problem) illustrates considerations of d@ sort
. .

mentioned. If one is to write a generative (s/y, context-sensitive)
. L
grammar of a language_without using transformations, it is necessary for

him to include rules for all possib.le variations of simple active declara-

_tive sentences and separate rules for all possible variations of pdssives,

.
L

variations of questions, negatives, etc. Alternatively, one can recognize )

that these "subsystems" are not independent arld generate only vaftations ) .
on an underlying form with transformations for active sentences, passives,

negatives, .etc., reducing the complexity of the system considenéi?ily.

L4

(The resulting eystem; we hasten to remark, is not simple!)

s
'S . . . i

- '
A bit of mathematics might help. What is of importance here is the

rate at which the hierarchical design increases the complexity. Let'a

system consist of n identical subsystem_s./Tet\ﬁ minimal length program

to ‘construct each of the subassembliles be b bits dach. A designer who is

nogiigware of the natnre of tne sul;assemblies will need at least nb bits

to "e:'q':'ress his program. On the other hand, the clever designer will get '
away with b + k bit$ where k ie' Some small number to provide for iooping,

etc. Im general, it is reasonable to expect that nb>b+k., If complenity ' %

e . e

is measured as the number of parts in the system, t\hen one is led to assert-
’ - v . .

ing that arbitrarily complex sys?@ms can be pro.duced by. al'gorithms Whose

' -S

. complexity is not very high The, same holds good if - . | ' . !

g '*
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complexity of behavior is the criterion. However, if generative

.complexity is the basis of comparison, i.e., if the ler'xgtt; of the minimal
. 'prpéram is defi;xed as ‘the éom;.)Ie:.c-ity of the system, then it is clear that

arbitrarily 'c;amplex systems are produced only by programs of correspond- :
TR, N ingl}'largecomplzxny i i e i i —— P

.

In theories of subrecursive hierarchies, for instance, if functions

fl""’fk of _complexity Cpoe™esCy respectively are combined in;o a
" simple function by means of an operation O, the resulting f'=0(f1,...,fk)

ifs defined to have complexity max {ci....,ck} + 1 (not ¢y + ... e 1)

which corresponds to our intuitions of complexity much better than does .

[

Simon's v:few.
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18) For more information on these protocols, see A. Newell and H. Simon, ,
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" Human Problem Solving, Prentice-Hall‘, 1971.
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19) ‘There is a'widespread impression that the existence of -tacit oknowledge,
of the sort that Polanyi talks about, implies the impossibility of

v

‘demonsi:rated by Professor D. McKay .in this conférence. Nevertheless, one

artificial intelligence. That it does not n'ecessarily do so has been

s

must be careful to distinguish between logical impossibility and the sorts -
N « N~ . , ’

of design difficulities which.we are discussing.

’

. : L.

20) Mentality and Machines, Doubleday Anchr, 1971.

,

- 21) . An aside: Lookirg for simple, general-laws in psychology does not

sl
saldiess

necessarily .commit oneself to believing in the actual (as opposed to in

s ot

. principle) mechanizability of those aspects of behdvior that come under

-

' 27.

»
. A
» .
» N .




said laws. Pavlovian conditional reflex is a simple model, but that doesl

not mean'that the entirety of (say) a dog's behavior which can in theory

L ] v
" be explained. by'.this model: can be actually mechanized any more than the
| .
‘,;.,@A i S BpLicity of Newton's laws implies anything about the simplicity of working . ...

out the dynamics of arbitrary physical systems.

22) W. A. Martin and R. J. Fat::zn, "The Macsyma System," in Proc. 2nd Symposium

on Symbolic and Algebraic ipulation, Association for Computing Machinery,

1971. ' y

. A B
. e .

23) B. Buchanan, G. Sutl;erland, and E. A. Feigenbaum, in Machine Intelligence,

3
B. Meltzer, jd., American Elsevier,- 1969. - . ,

A

24) . S. Papert, Téaching Children Thinking; 'Project MAC Technical .Report 247, -

Massachusetts Institute of Technology, October, 1971. %
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