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formational Languages' by Kenneth Wexler & Henry Hamburger
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Summary Report on the Workshop on Grammar
and Semantics of Natural Languages

The workshop on Grammar and Semantics of Natural Languages was held
at Stanford University under the general chairmanship of Professor Patrick
Suppes; Professors Jaakko Hintikka and Julius Moravesik collaborated in
the organization, and Dr. Elizabeth Gammon served as workshop coordinator.
The purpose of the workshop was to bring together authorities from seveiral
different disciplines, each of whom is working in the area of natural lan-
guage analysis. The bope was that through intensive and reasonably tech-
nical discussions of the issues involved in developing adequate grammars
and semantics of natural languages, the participants would exchange ideas ‘
not only within but across disciplines. The major disciplines represented
were linguistics, philosophy and psychology.

The workshop was held in two sessions; the first session met on
September 17-19, 1970, and consisted mainly of the presentation of papers.
The second session met approximately two months later on November 20-21.
The reason for the two sessions was tc allow the participants time to
reread the papers presented at the first session and to prepare comments
on them for discussion at the second session.

Nineteen people were invited to present papers and five others were
invited as participants. Both sessions were open to the Stanford community
in general, so most of the meetings were attended by forty or fifty people.
The following is a list of the invited participants, their affiliationms,
and the titles of the papers they presented.

¥ 4




Participants who presented papers

Miss Joan Bresnan
Department of Linguistics and
Foreign Languages

Massachusetts Institute of Technology

Dr. Chung-ying Cheng
Department of Philosophy
University of Hawaii

Mrs., Teresa M. W. Cheng
Department of Linguistics
University of Hawaii

Professor John M. Dolan
Department of Philosophy
The Rockefeller University

Professor Joyce Friedman
Department of Computer and
Communication Sciences

University of Michigan

Dr. Elizabeth Gammon
Instructional Services
Riverside County School System

Professor Henry Hamburger
School of Social Sciences
University of California at Irvine

Professor Jaakko Hintikka
Department of Philosophy
Stanford University

Professor David Kaplan

Department of Philosophy

University of California
at Los Angeles

Professor Donald Knuth
Department of Computer Science
Stanford University

"On Sentence Stress and Syntactic
Transformations”

"On the Problem of SubJject Structure
in Ianguage with Application to
Late Archaic Chinese"

"A Proposal Concerning Question-words"

"Translation, Rationality, and
Complexity"

"Computing and Case Grammar"

"A Syntactic Analysis of Some

First-Grade Readers"

"Identifiability of Transformational
Grammars" (with Wexler)

"Grammar and Iogic: Some Borderline
Problems"

"DTHAT"

"Examples of Formal Semantics"




(Participants who presented papers, continued)

Professor Richard Montague

Department of Philosophy

University of California
at Los Angelesa

Professor Julius Moravesik
Department of Philosophy
Stanford University

Miss Arlene Moskowitz

Department of Linguistics

University of California
at Berkeley

Professor Barbara Hall Partee
Department of Linguistics
University of California

at Los Angeles

Professor Gtanlay Peters
Department of Linguistics
The University of Texas at Austin

Dr. R. W. Ritchie

Vice Provost for Academic
Administration

University of Washington

Professor Patrick Suppes
Department of Philosophy
Stanrord University

Professor W. C. Watt

School of Social Sciences

University of California
at Irvine

Professcr Kenneth Wexler

School of Social Sciences

University of California
at Irvine

"The Proper Treatment of Quantifi-
cation in Ordinary English"

"The Problem of the Semantics of \
Mass Terms in English" ‘

"The Concept of Unit in Child
Grammar"

"Intensional Isomorphism and Deep
Structure"

"On Restricting the Base Component
of Transformational Grammars"
(with Ritchie)

"On Restricting the Base Component

of Transformational Grammars"
(with Peters)

"Semantics of Context-free Fragments
of Natural Languages"

"late Iexicalizations”

"On the Insufficiency of Surface
Data for the learning of Trans-
formational Languages"

(with Hamburger)




Special Observers

Professor Herbert H. Clark
Departmertc of Psychology
Stanford University

Professor Charles Ferguson
Chairman, Committee on Linguistics
Stanford University

Dr. Charles Fillmore

Center for Advanced Study in
the Behavioral Sciences

Stanford

Dr. wWilliam Kruskal

Center for Advanced Study in
the Behavioral Sciences

Stanford

Dr. Elizabeth C., Traugott
English Department
Stanford University

Those participants who needed motel reservations stayed at Rickeys

Hyatt House in Palo Alto. The meetings vere held on the Stanford campus,

those for the first session in the lecture room of Polya Hall and those

for the second in the seminar room of Ventura Hall. Four cars were rented

to be shared by the participants for local transportation.

The programs for the two sessions were as follows:

September Session

Thursday, September 17

Morning Session, 10:00 a.m, - 12:00 noon

Chung-ying Cheng

Elizabeth Gammon

Afternoon Session, 2:00 p.m. - 5:00 p.m.

John Dolan
David Kaplan
Jaakko Hintikka

Grammar and Logic:

On the Problem of Subject Structure in
Langusge with Application to Late Archaic
Chinese

A Syntactical Analysis of Some First-Grade
Readers

Translation, Rationality, and Complexity

{

Scme Borderline Problems



Friday, September 18

Morning Session, 9:00 a.m. = 12:00 noon

Teresa Cheng A Proposal Concerning Question=-words

Joan Bresnan On Sentence Stress and 3yntactic Transformations

Afternoon Session, 2:00 p.m. - 5:00 p.m.

Patrick Suppes Semantics of Context~Free Fragments of
Natural languuges

Richard Montague The Proper Treatment of Quantification in
Ordinary English

Julius Moravesik The Problem of the Semantics of Mass Terms
in English

Saturday, September 19

Morning Session, 9:00 a.m. ~ 12:00 noon

H. Hamburger - Identifiability of Transformational Grammars
K. Wexler

K. Wexler = On the Insufficiency of Surface Data for

H. Hamburger the Learning of Transformational languages
W. C. watt Late lexicalizations

Afternoon Session, 2:00 p.m. = 5:00 p.m.

Joyce Friedman Computing and Case Grammars
Barbara Hall Partee Intensional Isomorphism and Deep Structure
Arlene Moskowitz The Concept of Unit in Child Grammar
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November Session

Friday, November 20

10:00 a.m. - 12:30 p.m. Discussion led by D. Knuth, followed by
discussions of papers by P. Suppes and
E. Gammon

2:00 pm, - 5:00 p.m. Discussions of papers by J. Dolan,

J. Hintikka, D, Kaplan, R. Montague,
J. Moravesik, and B. Partee

Saturday, November 21

9:00 a.,m., - 12:00 noon Discussions of papers by C. Cheng, T. Cheng,
Hamburger-Wexler, and A, Moskowitz

2:00 p.m. - 5:00 p.m. Discussion led by S. Peters and R, Ritchie,
followed bty discussion of papers by J. Bresnan,
J. Friedman, and W, Watt

A summary of each of the papers presented is given below. The complete
papers as well as comments on them written by the other participants will
appear in a volume of the proceedings to be published by D. Reidel Publish-
ing Company.

Professor (" 2ng presented a discussion of the distinction between
subject and predicate, and then showed that based on this distinction
subject-predicate structures in Late Archaic Chinese can be systematically
illustrated and logically explained. He suggested such an explanation for
the subJject structure involving four levels of analysis; the levels con-
cern the presence or absence of ontic subject and 17gical subject in the
deep structure and the presence o absence of grammatical
subject and topic or comment in the surface structure. The application
of this analysis *o Late Archaic Chinese was illustrated with several
examples.

Dr, Gammon presented some probabilistic grammars for two filrst-grade

readers. §She explained the difficulties involved in writing such grammars

-




for a large and irregular corpus and showed how some of the difficulties
could be handled.

Professor Dolan discussed the problems of translation from the stand-
point of Quine's Word and Object.

Professor Kaplan discussed denoting phrases, especially the word

"thet" when used with a phyrical gesture such as pointing. He examined
the viewpoint that some »r all of the denoting phrases used in an utterance
should not be considered part of the content of what is said but should
rather be thought of as contextual factors which help interpret the actual
physical utterance as having a certain content.

Professor Hintikka discussed applications of modal logic which he
felt to be of mutual interest to linguists and logicians. In particular
he discussed the use of "possible worlds" to elucidate the semantics of
modality and pointed out same of the misccnceptions linguists have held
in using this approach.

Mrs. Teresa Cheng challenged the structuralist's assumption regarding
the completeness and autonomy of a sentence. She then discussed some
possible motives and constraints for transformational operations and
related this to a proposal concerning the central role played by ques-
tions in the semantics of natural language.

Miss Joan Bresnal. showed that if the Nuclear Stress Rule of English
is ordered within the transformational cycle after all of the syntactic
transformations, many apparent exceptions to some of Chomsky's and Halle's
assertions are predictable because the stress patterns of certain syn-
tactically complex constructions reflect those of the simple sentences
embedded within them in deep structurc. This preservation of basic stress
pattern through the syntactic derivation provides a new method of deter-
mining underlying grammatical representations and deciding questions of
syntax. Miss Bresnan discussed the consequences of this for linguistic
theory, in particular Chomsky's lexical versus transformational hypothesis.

Professor Suppes combined the viewpoints of model-theoretic semantics
and generative grammar and provided a formal definition for the semantics
of context-free languages, He then applied the results to same fragments
of natural langnuages, particularly to the corpus of speech of a young child.

10



Professor Montague presented in a rigorous way the syntax and semantics

of a particular fragment of a certain dialect of English. The fragment was
made as simple and restricted as possible while accommodating many of the
more puzzling casves of quantification and reference.

Professor Moravesik explored the semsntics and syntax of mass terms
and discussed the issue of how an adequate treatment could be incorporated
into a gereral theory of English. He provided a comparison and some
eriticismc of the proposals for the semantics of mass terms which mave
been given by Quine and by Parsons and then presented a proposal of his
own and chowed how it met the criticisms he raised.

Professors Hamburger and Wexler presented two joint papers. The
first extended a formal theory of language learning to transformational
components; learning procedures which are psyciiologically more suggestive
than those previously studied were shown to yleld positive results under
formelly specified conditions. The sccond paper discussed the ccncept of
identifiability in the limit with special referenne to transformational
languages on a given base. Counterexamples, that is, context-free grammars
for which the set of transformational languages is not identifiable, were
also exhibited.

Professor VWatt presented facts about certain English words (similar
to Postal's "Anaphoris Islands") which, on the whole, support the view
that those words are more naturally treated in a "Transformationalist'
grammar than in a "Lexicalist" one. The words appear to be the result
of late rather than early lexicaelization; that is, they appear to be
inserted near the surfuce instead of at a much deeper level corresponding
to the last stare of the generation of the base phrase-marker.

Professor’ Friedman described an application of a computer model
of transformational grammar based on Chomsky's Aspects to a grammar
based in part on more recent theories, in particular the lexicalist and
case theories. The computer system is one written at Stanford a few years
ago and described in the CACM, June 1959, and Friedman et al. (forthcoming).
"he grammar is the UCLA English Syntax Project gremmar, written primarily
by Stockwell, Schachter, and Partee and described in a two-volume unpub-

lished report.
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Professor Partee investigated the mutual relevance of some formal
semantical notions developed by Carnap and the nautural-language syntactic
theory developed by Chomsky and suggested some possible modifications of
each. The problem considered was the analysis of sentences whose main
verbs take as objects or complements sentences or propositions, and in
particular, the question of how closely the meaning of such a renten’:
is tied to the linguistic form of the embedded sentence.

Miss Arlene Moskowitz discussed an approach t.: the study of language
acquisition data in terms of units éppropriate to the child's dynamic
linguistic system. She described the application o' her ideas to both
phonology acquisition and syntax acquisition.

Professcr Knuth discussed the way in which meaning may be assigned
to a string in a context-free language by de:'ining attributes of the sym-
bols in a derivation tree for that string; the attributes can be defined
by functions associated with each production in the grammar. He then
examined the implications of this process whe: some of the attributes
are "synthesized,” that is, defined solely in terms of attributes of the
"descendants" of the corresponding nonterminal symbol, while other at-
tributes are "inherited," that is, defined in terms of attributes of the
"ancestors" of the nonterminal symbol.

Professorr Peters and Ritchie praesented a joint paper in which chey
investizated the effects of placing various restrictions on the base com-
ponent of a transformational grammar as defined by Chomsky. They showed
that by utilizing the so-called filter function of transformations the
descriptive power of transformational grammars can be preserved unreduced

even when their base components are subjected to drastic restrictions.

There was much animated discussion of the papers especially by the
philosophers and linguists. One of the most useful comments for reaching
across disciplines was a comparison Barbara Partee made of Montague's

scheme for syntactic and semantic analysis with one a linguist might male.

Overall, the workshop served its purpose of bringing about an exchange

of the most recent ideas concerning the syntax and semantics of natural

languages both within and across the disciplines of linguistics, philosophy

and psychology.
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and syatzctic transformuticns
Joan VW. Bresnan
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In the derivationof case III I have bracketed the examples to reflect

the phrase structure rule
S - coMp S,

where:SHMp is Q, the interrogative morpheme.

This rule is justified in

Bresnan (to appear). I have omitted the corresponding bracketing from the

preceding cases because it plays no role there.

(111d).

N
3

I shall derive (IITa) through
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All of the cases discussed involve the movement or deletion of verbal
objects rather than subjects. The reason is that since the NSR assigns
primary stress to the rightmost element, only cases in which the underlying
rightmost elenent has been affected by transformations can provide crucial
evidence. Thus both the ordering hypothesis advanced here and the previously
proposed ordering can account for the stress in
I asked whose children bit F%do,
the man whose children bit my d%g
a desire to %at
But only the new ordering hypothesis accounts for the stress in
I asked whose ch%ldren Fido bit,
the man whose chlldren my dog bit
f%od to eat
In the latter examples the underlying objects have diverged from their original
rightmost position, where they had caused the verbal stress to be lowered during
cyclic application of the NSR.
The ordering hypothesis expresses the fact that the stress patterns of
certain syntactically complex constructions reflect those of the simple sentences
embedded within them in deep structure. This preservation of basic stress

pattern through the syntactic

35
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( Compare cases which are truly sentential:
The administration is eager for there to be at
least some students in class on time.
The commander left directions for there to be a
soldier on duty at all times.

It wouldn't surprize me for there to be countless

revolutionaries among the secretaries.

Second, the for complementizer of a true sentential complement allows many
types of objects which the preposition for after hard does not:

Emmy was eager for that theorem on modules to

become known.

*It was tough for that theorem on modules to

(» become known.

It would surprise me for a book on Hittite to

please John.

*It would be tough for a book on Hittite to please

John.

Third, the complement of hard, tough, a bear, a breeze, and similar predicates

does not behave as a sentential constituent under S Movement: compare a true

sentential complement--

: It is surprising [for a women to act that way S]
[For a women to act that way g] is surprizing

--with the complement of hard or tough:

/
\

33




It is hard for a woman to act that way.

*For a woman to act that way is hard.

It's tough for students to gras, chis concept.

*For students to grasp this concept is tough.

It is a difficult syntactic problm~a to determine the correct analysis
of for constructions. The above ordering hypothesis provides new evidence
bearing on this problem for hard and the other adjectives of this construction
are subject to a transformation which affects the object of the complemenc to
produce such sentences as

This theorem was a breeze for Emmy to prove.
Given that transformations do not cycle on VP, the hypothesis advanced above
results in exactly the right stress contours for these sentences if the
complement is represented as PP ¢ VP.  To illustrate, suppose that the figure
9 shows a permissible deep structure for that theorem was tough to prove

ignoring details:

33
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As noted there is no cycla on VP, so not until S will any rules apply. At

that point the object of prove is shifted, yielding the derived structure

shown in figure 10.
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Less maintains a clear distinction between the ambiguous class (good; his

5 type 7) and the unambiguous class (hard; tough his type 8), but some speakers

E may class certain of the latter with the former, permitting sentences like9

(hard )
( )
For John to please Mary is (easy )
( )
(difficult )

The possibility of both VP and S complements for these adjectives accounts

for the following paradigm:

; (good )
i (Xa) *Such things are not ( ) for there
: (appropriate )
!
; to be children involved in.
(good )
(Xb) It is not ( ) for there to be
(appropriate )
§~ children involved in such things.
. (good )
(Xc) Such things are not ( ) for children
(appropriate )
to be involved in.
: (good )
: (Xd) It is not ( ) for children to be

The fact that (Xa) is ungrammatical is precisely what is predicted from

% the analysis given there. For good and appropriate may take both S and

(appropriate )
involded in such things.

VP complements. Object

45
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Shift can apply only 4o VP complements, as shown .in n.g,

and There Insertion can anply only +to § complenients, The
presence of there is (Xa) ana (Xb) forces the 'S interpretation!
of the complement in both (Ka) and (Xb) and nence the

object in (Xa) is ungraruae ulcul.lo

shifteg

I have discusseqd edjectives vihich, like tounq take
(PP) + vp comnlements

only
as well as adjcctives which, like £oogd,

tale both (PP) + VP amg g It should not be swrorising 4o

discover adjectives taklng (PP) + 8, ana indeed that is juss

vhat we woulg expect if vp is, v1tn 5, a possidle complenent

geherated in phrase structure: the phrase structure rules witil

gpecifiag

Specify VP ag an alternative choice herever S R

One adjective Vnich displays the Dosgibil ity PP + § is o
Por Mary to learn karate would be zoog for her,
It would be zoog Tor Hary for her to learn :a
In fazet, one woulq dredict that Object Shirs cannot anoly to
these example: since a2 full § followus Lor Iery,
Prediction is borae outs

*Harate would he gooq [for Nary pp) [for her 4o learng]

-

Karate would YLe oo !f or liar ~PP] [to leﬂrnVPJ

The unbra“"ﬁ*lcﬁlluj o *UVargte wonld bve

£00d_for lary For her 1o
learn is another erucial test in Tavor of the form Wation of

Object Sairs given here, . ‘
J 8
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To conclude, it is bacause toith the easv to »lease and

¥

L]
(0]
ctk
H
(]
[
o
-
)
o
C"

the passive construction have rightward primer

4 Ll

. I have ordered the HSR after all transformations on each

cycle. This ordering guarantees that on a given cycle

Object Shift or Passive ey apnly belfore the NTSR:
1
John was szen by ilary.

. .1
John was hard to see.

Ilote that the same avnlies to Foun Phrases: the vassivization

of nominals (Chromns¥y to appear) also precedes the iSR:

S
the enenmv's destructvion of the ecity

the citr's destrucition by vhe eneny

fNs. |
ann,

vestion Tormatio

S

[s1)

Relative Cleause Tormation imust andly alter the X8R has aoffecte

the simnle S's embeddad in inleriomsative and relative structares:
1 ‘ ‘
Ythat books hes Helen written?
1l
I vonder vhiat vools Xelen has wvritten.

1
Hera's a book Tor wvou 1o read.

This orcdering follows autonaticelly from the nrincinle

JECTPPTREE
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of the transformational eycle and the analysis of syntactic
structures given, in vhich there is a simple S embedded within

interrogatives as well as relatives (Bresnan to appear). That

Question Formation and Relative Clause Formation actually do

apply on the transformational cycle is showm in Appendixz II

by independent syntactic arguments.
Some Consequences

The ordering of the ISR proposed here has interesting
consequences for linguistic theory. The most immediate
consequence is, of course, the inadeéquacy of a basic assumption

of generative pnonology (Chomsky and Halle:l5):
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Instcad it apvears tiat the stress contours of English sentences

cre determined in a simple and regular v.y by their wnderlying
syntactic structures. rurther, becuuvse prosodic stress rules
1ike the ISR require prior assignment of word stress, the latter
must occur either on decep structure or in the lexicon.11 But if

vord stress is assigned prior to the syntactic traunsformations,

A o

then it follows automatically that UFZEETEHIED transformationally

21,12

attached aifixes are stress-neutra For exanmple, the primary

stress on the verb derive is unchanged by the aifix ing bdbut
shifts wnen gtion is affixed:

1 )
deriving

1l
derivaiion

This would Tollow if ing, but notv ation, were attached to gerive
by a syatectic trensformzbion. PBut this is exactly whai Chomsky
(to anpear) arsues on indenendent syantactic and senentic grounds:
his lexicalist hyvothesis states thait gerundive nominals like
Yuanda's deriving the z=nswer
--yhich are productive 2nd sentence--like—-are created by syniaciic
transToruation, wnhile derived norinzls like
YWenda's derivation of the answer
~~which are restricted and noun-lixe--ars created by lexical rules.
Beceuse tre ISR may ap»ly on the first syntactic cycle, and

becavse word-siress assismment precedes »rosodic sirass assinkment
O & & > ’

all lexical insertion must occur on or bvefore the first trans-
foriztioral cycle. I there is sowe level in derivations at which
all lexical inseriion converges, then deep structure, in the seanse

of Chorsky (1265) exists. Now ithe assignment of word stress

53 |
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prior to prosodic stress simply follows from the principle of
the phonological cycle (Chomsky and Halle 1968): in other words,
the stress oi the whole is a Tunction of the stress of the parts.

Therefore, it is a consesuence of the orderineg hwnothesis

L9

presented here tosethsr with the vrincinle of the nhonological

evele that the lexical hynothesis (Cl.omsky to apnear) is correct

and thet deevn structure exists., .

Tho..e grarmarians who accert the {transformational hynothesis

{sre Chomsky (%o appear) Tor references) must cither reject the

stress ordering hynothesis presented here or the principle of

the phonologicel cvecle. Let us see vhat is entailed in the

latter course. One concrete way of rejectirg She phonologiczal
R

cvcle is to cleim thai the ©52 assigns stress to nonterminal

O

symbole only and that vord stress occurs subsequenﬁ%ly.lB This }f
provosal implies that prosocdic siress does not depend in any vay
on lexical irformation, but only on syntactic confizurations.

Yet, as we havs seen, the ISR must 'knou' whether it is apolying

&)

to 2 »ronouvn or to a fully specified lexical noun dhrase in

order for the systenatic dirlerence vetween such pairs oi examnles
[ 4
as these 1o be eiplainad:
1
Helen deiests nisogyaists,

lelen éotests then,

lﬁ"\ B
The »arzble skhous (vhat suffering) rmen can create.

:

. 1
he parable shows what (suffering men) can crezte.

=)

(Because the orderinz hyvothesis entails that pronouns are in
deed siructure, it is interestinzy to observe that recendt worl:

has shovn indenendently that they are »resent in deen structure



.JicCawley pronoses tha

and not created tra nu;crme ionally: sce, for example,

Jackendoff (1969), Douzherty (1§69), and Bresnan (2970).)

The same is true of seni-pronouns like veovle, thincs:
1
1 like veople.

There are nany psople I like,’

Similarly, the derived siress contouvrs of sentences containing

anaphoric and nonanaphoric nown nhrases differ:

2 3 1
John krows 2 woran.
2 1 5

c.nn avoids the wornian.

Different siress contours are »nroduczd oty the IR a2s 2 function
of the dirfevcnce in stress bvetween ananhoric and nonsnanior:ic
lexical itexs. It is hard {o see how this devendency of stress
contour on the siress level of individual lexical itewms can be
xplained it the'phonolo cal cycle/is given up.
Another interesting conscguence of the ordering hypothesis
is this: Znglish is not a VS0 (Verb Subject Object) lensuage

in the sense of licCavley (1970). % ©he reason is just this

chk

¥nzlish has underlying VS0 word order

throughout the transiormational cycle and converts to SVO
second

(Subject Verb Object) only by a posicyclic verb-mmbjimmisdssrorstm

rule., In cCavley's system intransitive verbs would precede
their subjecis throuvghoutv the cycle, and thus get reduced stress

by the cyclic apnlic:ztion of the ISR, Instead of

2 l
Jesus went.

the incorrecct contour
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would result as the normal Unglish intonation. On the other

hand, if HcCawley's verb-sccond.rule were cyclic, his argunments

for uanderlying VS0 order in English wovld disanvear.

Ve see that the siress ordering hyvothesis provides a kind
of 'naturalness condition' on syntactic derivaﬁions: the forﬁal
properties of surface étructures cannot diverge too greatlv from
those of deen s*ructures without destroying the relation between
syntex and prosodic stress. In a sense, it is ﬁatural that a
close relation shovld exist between sound and synizctic

structure; after all, languages, unlike the counitless lozics and
'logical languages!

2 invented by philosophers, are smoken, I% is
not surprising that

systen, ezplicitly modelled 0:1 one

~

ind of novetio: ic logic, »roves to be an

| 2

nage

Q

vete eynteetic basis for a deseription of Znglish stress

—contours.,
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| : Having sketched these consequences for linguistic theory, I would finally
L like to consider three problems for further research.
The first problem concerns sentences like
’ This theory was believed by George to have
been thought by Paul to have been refuted
’ by Jim.
It is possible that such sentences derive from an underlying form close to
) [g George believed [g that Paul thought
{ ' [S that Jim refuted this theory g] g] s]
i
f by a sequence of operations indicated in Figure 13 note the derived stress
( - contours.

B
{
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Evidently, these syntactic processes can be repeated indefinitely:
This theory was expected by Dave to have
been believed by George to have been
thought by Paul to have been refuted by Jim.
This theory was said by Haj to have been
expected by Dave to have been believed by
George to have been thought by Paul to have

been refuted by Jim,

In such a way the derived subject this theory may receive stress indefinitely
weak compared to the verb. This result is clearly wrong. Therefore, if the
syntactic derivation of such sentences is correct, it appears tﬁat some
convention limiting iterated stress reduction is needed. Just this conclusion
is argued independently in Bierwisch (1968). Further research on the form and
scope of the stress reduction convention is necessary; if stress reduction is
limited, the observed variation can be effected by 'rhythm' rules, e.g. [2221] -
[2321].

A second problem may lie in the formulation of the Nuclear Stress Rule

itself. The problem is seen when there is more material than one Noun Phrase

to the right of the verb. Compare these examples:

1
Peter used a knife.

Whose kn%fe did Peter use? <




.....
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Peter sliced the salami with a kn}fe.

Whose krife did Peter slice the saldmi with?

The first pair, but not the second, is explicable from what I have proposed
so far. Here are further examples like the second pair:

Mary found a car on Thursday évening.

On what evening did Mary find a c%r?

Mary gave a book to Peter's ch%ldren.

Whose children did Mary give a b%ok to?

What book did Mary give Peter's ch%ldren?

Recall that the effect of the NSR is to lower stress on every element
to the left of the rightmost primary stress within the appropriate contexts.
The above examples suggest that perhaps all primary-stressed items to the
right of the verb--and not just the rightmost--should retain primary stress |

until the late application of a rhythm rule. This conjecture is illustrated

in Figure 14.
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The thircl'problem16

Ty
iz

e R T YR

is o account for the folloving contrast:

(A) The Jones made plans for d%nner.

1.
" (B) The Jones made cle@as for dinmer.

e

. 1
As it stands, plens for dinner is the predicted sbrc s contour;

ey

the problen lies with (B). Note that when a pronoun is used
for clans, the stress shifts rightward:
- 1
The Jones made their for dinner,

Further, nlans for dinner but not clams for dinner is a constituent:

Plans for dinner were nade by the Jones.

*CldZms for dinner were made by the Jones,

It aprears that the fornulauﬁoa of the ISR may have to take into
: ) account certain kinds of prepositional phrases,

Although the problem nosed by (3) is still unsolved, #

i

basic vprincinle that stress natterns are pressrved through

syntactic derivation still holds: comnare (A) and (B) with (C)

and (D):
F ' 2 . J',,_,
(C) The plans we mede for dinner didn't come off.
. 2 < s . . 1l .
(D) The clams we made Zor dinner didn't come oif.

Therefore,”as in the »recedinz cases, this problen concerns the

; proper formalation of the ISR rather than the ordering hynothesis:

once the vrinecinle for applying stress to (B) is found, the
ordering hyyothesis will nredici (D).

Hreim mm pv . e e s

3
¥
H
H
1
;
1
s




MRS TR e it

A L i 1y e

S, Ry w iy moavenar PR

{ | ampenaix 70T

1G]
y -
ul

amtrrps 2 Yo wemn L 4. easr e PRy
‘J LAY - N - P - 3
- A ashs i s o» - -— -t ‘o - e > LX) ~ ~r 3
-
Rl Tl me aa o
- NS "t e Ne sl rea .

N

-~ o - -
emm it A T bl R By pale N e en = 3 0T e
SIS T e D - VLT s (RO NI C1 e LY

¥ e A I I R o T
K ot - . - PR A R . —_—— e d SO
N . [, N
5 (
ten - ...'. -, — ez e, e s s e e em e - caa o, BT ) -~ _..:..__', Y o A
- Vil N o e - R L LI z..a- v o Svie MUl W AC -
b
v = mea )
{ Vel waal e
P . - - .
M) \ v 2z aoe R B cm e m el e
' - J Wials Sedl e S - - D e . -_——e P a Vo aa
rocilnahg PRt

'
: —m s e P P
" w.eiT D el eV aalh - -t
: —
B b S A AAmnay e~
5 N/ R VAT S eand

i

T

) . -

H AT A ST

i . S5SN8 3270 oI SY

f!k -t\ur
it - ot

p\/lw [,4«.-4.} e : At SRa su
WWﬁiuu\n¢L“ : .

-
T S
T i prononinal

L 0

19

Con

"t

e
[ ]
’ I" A s Ve L R e R 0 &g “mz, S Asers En dem e,
2 Vel WYL el SIS YLe LA vV s\
Y
i ) . - ‘- ‘ ,a‘ L} (3 ) - ’ Y -
s g ) mone et Elis e S “ g w3
c.eolwvhi.y Gl V- l=\2i RO VS 4] q-v.‘)u.‘;vu. dv e Sl )
3 1 :
4 oL
o . Lervvmv Aane A= Toicse 2. - 2 A Alma e e = Aaatarad :
SwleeS L van . . — DO T LS N Sre Lerr.vel .




from

(Y) Mary; is tough [PP for Johnj][S hej please heri] by two obligatory

deletions--Object Deletion, affecting heri, and Equi-NP Deletion, affecting

hgi. See Postal (1968a) on the latter transformation., Object Deletion will
be written almost exactly as Object Shift is stated is n.8:

[ NP Pred (PP)[V* NP]]-1 23 4 9
S1 2 3 4 s5vp

The PP in (Y) would account for (2); a new constraint that the subject
of the complement take the object of the preposition as antecedent will take
care of (1), since there cannot be an underlying subject and cannot replace

anaphoric pronouns; and (3) will follow from the pruning of the embedded S

after Equi-NP Deletion. This solution requires, of course, that Equi-NP

Deletion be cyclic (contra Postal 1968a) in order to derive Mary is believed

by everyone to be tough for John to please, Object Deletion must take place

before the cyclic passive rule; and Equi-NP Deletion must precede Object
Deletion so that § will prune to VP,

It is quite striking that this method of preserving a sentential
complement for adjectives like easy uses only the bare verbal skeleton of
the sentence: subject and object are obligatorily deleted pronouns, so that

the postulated underlying S has no trace in any surface form derived from

the proposed deep structure (Y).
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Appendix II

I have showvn that it is possible for the ISR %o be
ordered within the transformational cycle, but I have not actually
shoyn that it is necessary. For I have assuned vithout explicit
justification that Relative Clause Pormwation and Question Formation
are cyclic transformations. If these transfornations were not
cyclic one mignt think of ordering the ISR after the entire

tran3¢ormaulonal cyele but vefore the nostcyelic transformations,

taking the latiter to ineclude Relative Clause Fornziion and

17

Question Formation. There are two.kinds of evidence against

cr

this alternative, PFirst, all of ths stress evidence indicates

that the 1:SR does not drecade mowm wosicyclic tfaﬂS”O”ﬂauiO“S

for exannle, we do not have
] 2
*Away ran Fido.
but rather
2 1
Avay ran Fido.

The former would resvlt if the ISR precedsé the posicyelic

transfornation which »renoses ziiey. Dikewise, we do noit have
1 2 3
*Seldon does John sinz.

but rother

2 3 1
Seldom does Jonhn sinz.

s s I A 70 i L S i E e RS S s i
Yet the former would result if the ISR nreceded the nosteyclic

18 (See Zmonds (1970) on both

transfornation which Fronts seldonm.
of thesc transfornations, Dircctional Adverb Preposing and llesative

Adverb Prenosing.)
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Second, there is syntectic evidence that Relative
Clauvse Forpation and Qubstion Formation are indecd cyclic
transformations. Because of the consequences for linguistic,
theory of the éyclicity of the ISR, I will demonstrate here
that Questién Formation (QF) and Relatiﬁe Clavse Formation (RCF)
are cyclic transformations. The malter is of some intrinsic
interest as ~.-'rell.19 Fronm this demonstration and the facﬁ that
the KSR preccedes these transformations while following other
cyclic transformations, it can be concluded that the UISR is
indeed cyclic, apnlying after 21l the transformations annlying .
to0 each cycl.e.
ion, observe thal there is a transfornation
vhich perfoxrs operatvions like the following:

Mary has studied littlé and yel liary has accomplished

(=)
This tronsforiation, vhich I will refer to as Right Conjunct
Reduction, may be thought of as deleting material in the risht

. . 20
conjunct aich repeats that in the left.

The conjuncts.may e
Tfull sentences, as above, or noun vhrases: |

The trees in liorthern California and the trees in

Oregon are similar. --->

The trees in Northern Celifornia and (in) Oregon are similar,

The argurent I will zive consists in showing that there are

derivations in wnich Rizht Conjunct Reduetion may follovw an

application of QF and derivations in whieh it mey nrecede an

application of QF. To show the latter it will be necessary to

T




use a transformation which I shall cz2ll Postposing. This is

L]

an optionzl rule which postposes certz2in complements to noun

phrases, relsting pailrs 1like these:

The news from ltaly wes the same. -

naws vizs the same from Italy.

The results oa the virus werzs sarzllel, =

The results were varallel on the virus,

The storiss abcut rer are similar, -

The sterios ars simile2y abcut ner.
Suchn & traznsformztion 1s ne=232% Lo 2:0lzin certain
in the distrivuticn ¢f »repositionzl shrases. Tor
impossinility of

¥That was tha same frow It=zly.

-

3
| mad
)
o
cr

nzculizrities

Postoosinz oressrves structura (Sacnds 1970), so that if

' 67
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Aruitoxt provided by Eic

by é.structure oreserviny rile only into a pliace where the szme
node czn b2 gsnerzted by the base, Lthe transformation does not
2pply If the place is already filled): |

Some things gbout Francz are quite siuilar to those

ycu menticn about Enzlznd,

’w position, ths rule dozs not anply (i.=. since 2 ncde is movad

]
<
3
()]
[
3
3

b
©r
<
o
ct
(]
[¢+]
3
W

o]
€

rallel to ours on the pnhz

52 on
g

¥Thair rassults vere znarsllel on that virus . to curs on

1=ty

usziul fact zboubl Postposing may bz Inferred using
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the fact that it is structure prsszerving. We have szen

sentence

} : Thelr results on that virus are similar to our results

on the phag

gwl

cannot undsrgo rostposing, beca2use there 1s a2lrezdy a prepositional

phrase in immediate vost-orediczte rposition:

¥Thelr rasults z2re similar teo our results on the

'Y

on that viruvs,

If 1t were In go2neral vossible for Postposinz to follow
] ) - - & =0

these unzrama=ztical sbtrinzs would result:

that the

S
©
Q

Now supnose that the nost-prediczts »hrase is removed by QF:

P,

tn

¥T0 whese rasults are thair results on that virus similer

va

on that virus?

2 2ars fhelir results simi.zr

The coucluslon is that Postposiag precedes P on any cycle.

‘ Conjunct Reduction pracades Postnesing on any cycle. Coasider

b=

A final fzact nez2ded for ths eunsulag 2rzument is thst 2ight
O (¥}

7

Uy
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T e e - T -

the follouwing d:riv:ztions, in which Right Conjunct Reducticn
precedes Postousing: |
The facts about hiir ard the facts about her were
virtually identicél, but he got the Jjcb, -
The facts about him and (avout) her were virtually
1dentlcall out he got the Job, -
The facts were virtually identical zbout him and
(2ocut) her, but he got the job.

The wines frcim ths escstern raglons of Frence and the

wines frem the western reglilons cf Seraany zra gults sinilzr, -

!

P . -~ <& ) . u -~ : s - s ) b o~ [N
Tne winss {rcom the sastern rsgions of Frauce znd (frcm) the

——_.___Mestern reglens ¢f Garazgny are gults sinilar, -

The wines =2rs quitse siailar frcam the sastsrn rsglions of
France =nd (from) the waetzra rezions of Germang
For Postnosing te precads RWzht Ceajunct 3educhicn in such cases,
L 4

thsre would have tc bs a stes like this in the derivation:
Thz facts 2bout him zad the facts about her wers.
virtualTyiiientical, hut s got the Jjodb, -
*¥The fzects and'the facts were virtuslly identical about

him and (about) her, out he zot the jco.

As shcun, Postnosing would




L)

out trnis operition is

phrases trem thelr coajeined subjsctsg

in general imnossible

' : The rumnors abcoubt Ade 1e and ths gossip concsrning Jean
¥The rumors and the gossin were similar about Adele
Therefore, takinz the second and third facts togethar, we have .

this ordzring cn say cycle: o ' ' ﬁ
. |
|

Right Conjunct Rz=duction
o]

8,
Q
w
(]
'S
O
]
batv
n

i Quastior Farmztion (&F) 1
- |
—But-note thzt there are two situations that mey ariss ia dzen L !
structurs, Thers mzy b2 & sinzle intsrrogstive S contalining
conjcinad nodss smozldied within 1t, or thare may o2 tuwo 1

follow &, i7 Q?'were cyclic, 2nd tals is Jjust what haopens, |

To procads with the arzunzat, not2 that 2AWznt Conjunct 3eductio

must apnly after OF in this derivation:

zhts fBu'll see in mf country
'11 see in your ccuntry. =

Ei{fc | T '

-~
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o

(b) I wonier what strange sights yku'll see in mf'ccuntry

' and.}'ll see 1n'ydﬁr ccuatry.

QF has already applied to (a). ‘If Biggt Coajunct Reduction
only.preceﬂed‘Q§ in derivations, (b)'wouldlnot bz generable,
For to apply.prior to QF, Fight Coajunct Resducticn would heve to
delete the matzrial bztween tﬁe verb and prepositional phrase
wwhich hzas not yet been frontei.by SF: but this overation is ;n
general im»nossible, vrodueing vngramzaticel strings:

¥You'll hit some grest spots In my country and I'll

hit in vour countey.

e bad PR | gn)
¢ rezpentsd meziarial szt the

excreme of the conjunct, Thals esta®lishzs that Zizrt Conjuact
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(ﬁ)ﬂe 5214 thzt scme things 29out Francs 2ad somz things
abcut Italy were similar,
(z) 'zt things 214 he say were silmilar about France znd

(2bout) Itoly?
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to bz a transformation,.

show Postposing

For examnle,

this

. )
sentence certainly has no rszding like (y)s:

#He sald thzt they are

sy

Therefore, (z) must have an

derivaticn, Now we already

so 1t must preceds QF in the
H -

Reducticn nmust in turn precade Postno

for otherwise Pestposing would have to dets

(@]

-

phrases from ccnjoined

to be imprss

But this m=ens
the derivation cf (4)
He sz1d that what thlngs abcut

about Itzly wers sinilar? -

He sz21d thzt whzt thinzs 2hout
-

were s3inilzr? -
| He

thet what wore similar

73

sald thinzs

Q - (2bout) Itzxly? -

similar about France an
onlication of
knolr that Postnosing can
derivation of (z).

sing in the derivation of

)

subjacts, aan cnsratinn which

that Zizht Conjunct 3Jeduction n

abaiut

1 (abcut) Italy,

Péstposing In its

not follow

Righf Cenjunct
(z),
~Ch prencsliticnal

nas bez2n shicwn
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What things did hs say were sluilar about Franczs and

(about) Itaiy?

e see that both sentznce (z) and the sentence

w

What thi}xgs abcut Fraace aand @oout) italy 311d he say

were similar?

derivad by 2polying Right Conjunct Izduction z#nd then QF;
the cnly difference is that in‘(z) the o§tional Pestocsing rule

intervanes after Right Conjunct Feducticn and belfere P, 2 used
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Postoosing merely as a means
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3zht Cenjuact Reduction nust preceds
must follow ¥, I conclujds cthot Dotx are cyelic traansforzcticoas,

Let us turn now tc 2=2istive llzuse Formation (32F). we see

' o

Thz thiangs that he szid were qulte similar about France

and (abcut) Italy re thease,
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Aruitoxt provided by Eic:

may follow 3CR--

. There arz nmany straﬁge slgnts that y}u'll see In mf,
. \
country and (that) I'11 see in yoﬁr counktry,

- RCF 1s nct only uyclie, 1t is NP-cyclic. That is, its

domaln of applicztion is N2 rath=r than 3, Just as I have assumad

in the stress dsrivations., This formulation is syntactically

necassary to derive X 'doubly relz=tives', such 2s

he men she has met that she likes 2rz 211 artists.

=3

The only solution I've found th-t satisfics me is this,
Ezch ex2mols coninins twe ralatives but 2aly one hezd, For the

that shcun ia Figurs 15, (I :52%e no stend hers on whether

must te NPwcyclic to producs ths coufizuraiicn in Figurs 15.)
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first 2pplying 327 to N 1 end then NP. Othrariilss the sentzance
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Notes

This 1s the preliminary formulation given by Chomsky
and Halle (1968:17), though later they collapse the NSR
with another rule. If the proposal of this paper is
correct, the NSR shoﬁld remain as first formulated. The
statement of the rule in Chomsky and Halle (1968) omits the
condition on Z which guarantees that only the rightmost

s
primary-stressed vowel received l-stress by the NSR.

2 Tnis rule is tenbatively stated in Cncmsky and Halle
(1968:115—117) as é vword-stress rule; they note that it
could be generalized to such cases as I am considering
here. I an assuming that the HSR mzy apply to any phrase
node, including VP, in isolation.

3 ﬁnder the latter reading the sentence is generlc, and
may be paraphrased (approximately) as

A [=any] man I.like'{ﬁgﬁgé%believe...

Some examples of the general types I have been discussing
are given in Bolinger (1963) as counterexamples to the
observations in Newman (1946). As I have shown, these are
only apparent counterexamples to the theory of generative
phonology. A véry fevw of Bolinger's exanmples- mostly

idiomatic, e.g. money to bilrn--remain unexplained.
] )

This 1s not an exhaustive altcrnative in that, if VP
and S are both available as undcriying complements, one

vould expect a full range of possible subcategorizations
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for Adjectives: VP, S, PP 4 VP, PP + S, etc. These

. possibllities are coﬁpactly expressed in the rule

VP 5 ... (PP) ({‘S’P} ).

In fact, as will become clear, all of these possibilities

~are realized with various adjectives. But there do exist

predicates which clearly resist S complements, including
PP 4+ S complements:
| *For John to accept this view would be tough (for him).
#It would be tough for John for him to accept this view.
#For us to solve that problenm was a bear (for us).
*It was a bear for us for us to solve that problem.
cf. 'That problem was a bear for us to solve.
In Appendix £hh I the possiﬁility of 'preserving' an S analysis

for tough, a bear, and other predicates by deriving their

PP 4 VP complements from PP + S 1s discussed.
‘ Note that it is immaterial here vhether the complement
is conceived as originating in subject position or at the
‘rightmo§t position in VP. See Emonds (1970) for a general
argument in favor of the latﬁer view.
> There Insertion places the expletive there 1is subject
position before certaln indefinites:
There will be a son of the nobility present.
There Insertion.is cyclic, since 1t may both follow and
precedé Passive in a derivation. It follows Passive in this

derivation:
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Vhile you watch, a pig will be roasted. -»

While you watch, ther9 will‘be a plg roasth.
(fhe latter sentence must be carefully distinguished from} |

*Wnile you watch, there will be a roasted pig.

"While you watch, there will be a pig that is rowusted.
In these examples, Passive has not applied to the main
sentence. ):
Qgggg Insertion precedes Passive in this derivation:

2 proved that mercury was in the bottle. -

/\ proved that there was mercury in the bottle. -

Therc was proved to be mercury in the bottle.
6 The problen lies in determining the correct criteria
to distinzuish among the many possible analyses. The S
Movenent criterion is probably the best type for determining
simple sentenceﬁood.
7 The connection between this type of construction and
the ordering hypothesis advanced here was brought to my
attention by Joan ifaling.

8 Obgdect Shift may be (tentatively) stated as follows:

[s 2 Prea (pP) [p V¥ (P) NP ])
g ' |

- vhere V¥ represents an'arbitrarily long string of Verbs.

This formaulation would permit derivation of

John is easy for Bill to please.

John is hard for Bill to even try to pleasec.

John is hard for Bill to even begin to try to please.
but not |

¥*You arec tough for me to bellceve that Harry hates.
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*Harriet is tough for me to stop Bill's

looking at. (Postal 1968:109)
Postal (1968:102) states that Object Shift (his 'Tough Movement') transports
an NP into subject position only from an 'immediately lower clause'. This
statement leads him to both awkward complications of the rule and ad hoc
theoretical elaborations. While Postal's version states that Object Shift
may not occur across more than one S-bracket, the version of the rule given

here states, in effect, that Object Shift may not occur across any S-brackets.

There is therefore an empirical difference between these two versions, and

the crucial evidence is presented in paradigm (X) of this paper. The evidence
there, as the reader will note, crucially favors an 'intrasentence' version

of the rule over any 'cross-sentence' version; that is, any version like
Postal's will incorrectly predict that (Xa) is a grammatical sentence.

9 One such speaker is Postal (1968:25) who writes:




one must observe that the whole
construction involves a subtle structural
ambiguity of a not understood type. A
string like:
3.(8) It was difficult for Tony to rob
the store
has two different Surface Structures:
3.(9) a it was difficult for Tony
(to rob the store)
b it was difficult (for Tony to
rob the store)
The difference in meaning is real though
subtle. The first seems to associate the
difficulty directly with Tony personally.
The second allows for a more generic
attribution of difficulty. The difference

shows up clearly in two variant pronunciations.
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10
The sentence John was good to leave is itself ambiguous: John may

be understood as the one leaving (It was good of John co leave) or :he

one left (It was good to leave John). Corresponding to these readings

is a differnce in stress:

J%hn was g%od to 1e£ve (John is subject of leave)
Jéhn was ggod to 1e;ve (John is object of leave)
The former is probably transformationally derived from

Tt was g%od of J%hn to 1e£ve.

Of Jo' . is probably a PP complement to good: the stress on good of J%hn

in ir>lation suggests that it is the Compound Rule which is applying.

The Compound Rule (Chomr-ky zrd Halle 1968:17) results in the characteristics
initial stress of English compounds: blaékb%gg is produced by the Compound
Rule while blgck b%rd is produced by the IiSR. Thus we would have a derivation

like that in Figure # 16.
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Notice that to avoid the derivation of *Mary was good of John

to leave by Object Shift from It was good of John to lcave Mary,

elther the prepositional phrase for NP must be distinguishable

by the rule ffom g£~§§,'or elsc the infinitive must in these

cases be an unreduced seateace at the point where Object

Shift wouid apply. ‘

11 Since, the ordering hypothesis entails that some
phonological rules apply in deep structufe or the lexicon, it
is natural to ask whether all phonological rules so apply.

It is clear that the rules of 'external sandhi' in some
langvages, affecting segments across word boundaries, must
apply on surface stfuctﬁfe, for two words which have separate
locations ip deep structure may be contiguous in surface
structure aﬁd undgergo sandni. Such rulss of texternzal!

e ___Phonological phénoména are.analogous to the postcyclic or

lastfcyclic syntactic rules, in that both apply after the

cyclic rules. Proscdic rules; such as the NSR, afe anzlogous
to cyclic transformaticns in a way that the ordering hypnthesis

makes clear. WordX-internal rules affecting stress or

segmental phonology (seé Chomsky and Halle 1968) are anzlozous
to rules of derivatibnal morphology and doubtless interact |
with them. Fuirther reéearch pursuing the paraiiel srticul tion

ol phonoiozical and syntzctic rules and their interaclions may

prove interesting. ‘ oy

12 Arlene Berman firsﬁ pointed this consecuerice out to me,

and Noam Chonsky called the further conscaence for the

lexicalist hypothesis to my attention.




13 This formulation was suggested to me by James D. McCawley.
14

This consequence, vias called to my attention by James McCawley.

15 The problem posed by the datlve was pointed out to me by

" Frank Heny.

16 This problem was pointed out to me by Peter Culicover.

17 This alternativé vas suvsgested to me by James McCawley.
18 I have excluded the transformation Topicalization from
discussion because topicalized sentences seem inherently

emphatic cr contrastive: Jéha T like; John I 1fke. It is

likely thet meny postcyclié transformations, bécause they
create so%called stylistic inversions, are closely connected
with contrast and enphasis.

19 Becauvse relative and interrogative clauses have special
properties which prevent certain kinds of interactions with
many of the beE:per knovm cyelic transformavions, it is
difficult to prove from rulefordering argunents that RCF and
QF are cyclic. (See lloss (1957) for an eposition of some of
these properties and a préposed erplanation.) In Postal
(19682:26-27) an argument is pres ntced that 'WH Q “Movement!
is not ecyclic. Postalis argument is sctually addressz=d to

a version of QF unlike th~t assumel here. Here, QF is a
fomplementizes-Substitution Transformation in the sense of
Brasnan (to appezr): QF scans a S on every S-cycle, but only
applies whiin its structural. description is met--that is, when
the S is complenentized by WH [=Q]--and then QF substitutes
the first eligible question word for VH. (See Bresnan

(in preparation).) For example, the structural description
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of QF is met only at 82 in the following example, and so

QF actually applies only on that cycle:

[g_Jdohn asked me [82 WH [S

3 ‘ 1 0

you thought [, he liked what]]]]
S

The derived sentence 1s John asked me what you thoucht he liked.

Now the version of QF wnizch Postal assumes permits the
following kind of derivations:
John aéked me WH you thought he liked what.->
John asked me WH you thought what he liked.-

John asked me what you thought he liked.

The question word (in this case, what) is brought to the front

of every S until 1t reaches WH, or 'Q!'. Postal notes that
since QF coptionelly preposes prepositionzl phrases--
Who 6id you speazk to?

To virom Cid you spezak?

-~~this version of QF would allow przpositions to be fstrandeldt,

producing ungre amatical strings; {or example, in addition to

the grammatical sentences
Who did she thin' ;ou spoke to?
To svhom did she fhink you spoké?
an ungramaatical string like this woﬁld result optionally
*¥ho did she think to you spoke?
by frdnting the entire phrase gg_gggﬁ on the first cycle, but
fronting only vik:o on the next eycle. Because QF, under the
version I am assuming, moves question words only into (and
never from) WH complementizers, Postal's !'stranding!' afgument
does not apply. 3ut even the version of OF Postal assumes

is not refuted by his argument, since the feature [+ﬁh] sould

86




1.

be assigned either to NP or to PP (Prepositional Ehrasc),
and vnichever node carried the feafuve would be shiftcd‘by
.QF throughout the defivation. (This possibility was
mentioned to me by Noam Chomsky.)

20 Jf Right Conjunct Réduction'merglz deleted material, the

L ————]

derived constituent structure would be wrong, for when

the news from France and the news from Italy is redvced,

from Francé and from Italy behaves as a prepositional bhrase

constituent under the Postpgsing rule, which will be discussed:
The news is similar from France and from Italy.
*The news from France is similar and from Italy.
For discussion distinguishing various kinds of éonjunct
reduction rules see Kuno (to appezr) and the references cited

there.
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On the roblem of Subject Structure in Language

With Application to Late Archaic Chinese

Chung-ying Cheng
University of Hawail

In current research oﬂ the grammatical structure of classical
Chinese, efforts have been made to describe elemertary constituents
and their types and levels in reference to specifi-ally chcsen
data.l Unfortunately, there appears to be two basic defects
in this approach. First, in regard to the usefulness and adequacy

of the categories which are used to :hara:terize the idanguage,

there .s no independent justification. Second, this a;proach

--geems to lend its-:1f only to syntactical-formal con.iderations o. the

surface data, and fail to bring out the properties of tiuie ianguage
as & system for communicating kpowledge, information or meaning.2
To overcome the basic'defect mentioned above, first

of all, we should posit an overall theory in which gram-

1Cf. Studies made by W,A.C.H. Dobson: Late Archaic Chinese,
University of Toronto Press, 1959; Early Archaic Ch:.nese, University

-of_ Toronto Presé, 1962; Late Han Chinese, University of Toronto Press,

1964; Chou Fa~-kao: Chuneg Xuo ku~tai yu~fa, Ch'ao chu pien

(A_Historical Grammar of Ancient Chinese, Part I, Svntax), The

Institute of History and Philology, Academia Sinica. Specizl Publications,
no. 39, Taipei: 1961; Wang Li (ed.): Ku-tai han-yu (The Ancient

Chinese), vol. I, Part 1 and Part 2, Peking: Chung Hua Book Co., 1962, 1964.

2Indeed it is tiue that in the study of classical Chinese, as in
the study of other classical languagés, we are dealing with a body of
codified documents, with no immediate living speech corresponding to its
content. Yet, this does not mean that we should not analyze the

structure of the given data with a view to their actual function and .
use in commuiicating a subject matter.
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Ject structure in lanzuage while leaving the treatment

-lw ‘

matical categorics are well defined. Secondly, we should
treat sentencos not simply as isolated items in a dis
course, but instead us well-defined parts whose meanings
and forms have an organic relation to other parts of the
discourse, Thirdly, we should consider sentences as -
having more than one dimension of structure, namely,
that of the surface syntax.,

In the analysis of the subject-predicate structure
of olassical Chinese there is want for adequate and well-‘
dofined eriteria for detorming the various types of
aubject—proéicota a.xructures. This is due to the ab-
sence of a general theory to explain the purposes of
the analysis,

In this paper I shall start with general considera-
tion of the disiinction between subject and pred.icate
and proceed to a relevant application of such . stinc-
tion to any language. 0Once we havo muade this clear,
it i¢ only e ccrollary to show that subject-predicate
3

ctructures in Late Archaic Chinese” can be systematical-
1y 1llustrated and logically expleined., Specifically,

I shall confine myself here %*c¢ the analysis of the sub-

of the predicate structure to a separate articls.

Philosophical Distinction between Subject and Predicate

Linguistic forms cannot be separated from all the

3The use of the term is due to We.A.C.H, Dobson, firs%
op. cit, :
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uses to which they can be put. Among all the uses of
linguistic form .the most important and basic ons is
that for saying (or stating) how things are. For this
purpose, = linguistic fsrms are capable of being as-
serted--which means that we are able to make reference
to things or processes in the world we live in and we
are able to say things about them., “Our ability to make
reference to things depevds upon our ability to iden-
tify particular cases as well as the general types of
things, and our &bility to say things about things
depends upon ¢ 'r ability to recognize the properties,
general and partinular, of ttings and the relationa of things
to other things i.icluding :aruelves.u +he transfereiuce
between the particu.ar and the gerieral is exactly how
ti's essertive and communicative function of lenyuage

is achieved,

As noted by ScrawsonS among other36 there is a cer-

hAustin prescribes ‘hat two types ot convention
are necessary to the pos:ibility of our saying things
about the world: descripti o conventions correlating
words with general types of things and demonstrative
conventions correlating words as uttersd on particular

occasions with particular aiti 'tions to he found in
the world. Cf. his paper "Truth," Philcsophical Papers,
Oxford: The Clarendon Pressl 1961, pp. 39-90,

sin the introduction of the book Philosonhical Lo
gic, edited by him, Oxford University Press, 1967, p. 4.
T

6For exampls, Gottlob Frege, Philosoohical Wri-
tings, (Peter Geazh and Max Black, eds,) Oxrord:
ackwell, 1952. Willard V. O. Quine: Word and OlLjsct,
Ceambridge: The 14.I.T. Press, 1960, o
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"from a characteristic c.:d hence between refere:ce and

Y- '

tain asymmotry which essentially cliaracterizes the refer-
ential and predicative functions of the linguistic form.
In predications we attach some selected characteristics
to a particular thing (referent), whoreby excluding

all other possible characteristics that may be used to
describe that particular thing. The reason is that the
stock of all possible characteristics may contain some
mutually incompatible elements which cannot be used at
the same tim:. to characterize a particular thing. While
we cannct always ‘nclude all possible predicates (char-
acteristics) of one thing at the same time, we can el- |
ways refer to many things under a ;ingle predicate
(characteristic) . tne sare time., This asymmeciry is

& logicali criterion L, which we cor distinguish a thing

rrudication, Because we are able to refer to may

things under a single predicate, we can make not only

particular statements but also general statements of
either universal quantification or existential quanti-
fication. Because we are able to attach certain char-
acteristics to a particular thing, we can make informa-
tive statements and conceive our linguis tic formsas a
potential device for understanding the world.7

The above account provides a ground for us to'dng

tinguish two basic functions of linguistic forms, namely,

7It is in this sense that our statement can be true
and false and our language is basically referentially
involved.
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the referential function and the predicative func;ion.a
The linguistic form with the referential function can be
called a logical subject, and the linguistic (érm with
the predicative function can be called a logical predicate.
The object which a logical subjcet stands for, {.e., the
object to which a linguistic form is referentially dir-
ected can be called the ontic subject, whercas the
characteristic or characteristics of the ontic ;ubject
which 18 predicatod in ¢the Lingufatic form, can be
called the ontic predicate. Several thinga can bha noted
in regard to this distincgion.

First, the referring expression of our sentence
in general may nc. werely refer, but also contribute
to the characteri ation of the types of situation osten-
sibly identified. Similarly, the preticative exprees .on
of our sentence may not merely predicaie or ascribe
characteristics to the rc{erents but also include refer-
ential elcments designating the temporal and spatial
location of things. For gencrii purposes we do not

need to consider referring expressions ¢ purely ref-

8 There are other criteria for separating the ref-
erential from the predicative parts of a sentence. They
are all related to this one and in fact equivalent to
it. Frege has indicated that subjects are complete
or saturated in a certain sense, {.e., in the sense that
the thought of it i3 completely sensible. On the other
hand, the predicates are incomplete or unsaturated in
the sense that they will not indicate anything about the
world unless they are "filled" with (and therefore
are used to say about) things in the world. . G.
Frege's cssay "On Sense and Reference,"” in Philosophical
Translations from the Writings of Gottlob Frepe; Oxford:
Blackwell's, 1952; P. Geach in his book Reference and
Generality, Chapter 2, and his paper "Assecrtion, Philo-
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erential, for that means that they must be conéidered
as variables of qQuantification., They can be considered
as refoerring to individuals or particulars understood
or specified in a particular universe represented or
presupposed in the discourse.,

Secondly, referring expressinons such as proper
names and definits descriptions can be crisidered to
be semantically n.erningful, even though ttey are ref-
erential, They are referential and their predicative
features reed not concern -3 if these are understood
in rolaticn to either extralirguistic or linguistic or
both contexts, the linguisti-~ context being the dis-
course in which theyxamt™ym@ occurs. The extralin-
guistic context involves such things as the intentions
and assumptions of the writers or speakers, and the
circumsiances to which the speech or writing is intended
to apply.9 In other words, referring expressions are
referential in so far as they are so over a semuntically
specifisble discourse ard contéxt. Consequently, the
referents (or the ontic subject$§) of referring expres-
sions is always categorized according to the discourse

and context.lo

Jol. 4, ro, B, Ad8-(S.

8 o p htvxl .Romi fewew\ 1965, points out that we can
negate a singular proposition by negating its predi-

cate but not by negating its subject. The reason clearly
is simple and related to the asymmetry noted here: i.0,
whereas predicates have complementaries and contradic-
tions, subjects do not have these at all.

9%f. . J.L. Austin, How to Do Thines with Words, N.Y.:
Oxford University Press, 1965, regarding tne conditions
of successful use of a sentonce, g5
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Thirdly, even though we can ildentify ontic sube-

jects with actual or presupposed things and facts in
the world, we do not have to assume existence of' - ano=-
ther kind for predicative expressions, namely things

or facts other than the oujects of referring eXxpressions.
Since controversies and technical difficulties are in-
volved in developing a full theory of this, we simply
maintain, along with Quine, but generally in opposition
to Frege egnd Church, that ontic predicates are ontic
subjects characterized in certain ways. Therefore at
the lowest level the logical predicrtes can be said to
have a divided reference (in Quinets terninology), be-
cause they can be applied to many individuals. The
ontic predicates, in contrast to cntic subets, are
therefore wayé in which things are understood once
these things are identified as ontic subjects in a dis-

courseo.

Deep Structure and Surface Structure of A Language

If we assume that an ideal linguistic form is the
logically simple (in whatever logical sense of simpli-

city) form for performing the functions of reference and

107t 45 the same with the pure quantification vari-
ables to be defined in e discourse. In other words,
for ordinary language, we can regard proper names as
equivalent to quantificational variables of many sorts.
This however will not prejudice our attitude toward the
issues of eliminability of singular terms between Quine
and Strawson. Cf% W.V.0. Quine: Word and Object, Cam~

bridge: MIT, 1960; P.F. Strawson: Individuals, N.Y.:
Anchor, 1963. :
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@ predication, then we have a good reason as Qell as

a good motivation to distinguish between the deep struc-
ture and the surface structure of a language. The deep
structure of a language can be said to consist of those
ideal linguistic forms which can perform the functions
of reference and predication with greatest logical aim-
plicity., The surface structure, on the other.hand, cone
8ists of linguistic expressions (phoﬁclogical or mor-
phological) which exhibit the deep structure forms

but which however often results from various combinations
of the deep structure forms for pragmatic considera-
tions, In this sense the surface structure of a langu-
age is logicully moré.compiicated,even'tﬁough pragma=

tically more facile, than the deep structure, and is de-

rived from the deep structure by way of transformations.
Methodologically, we need transformations (or rules

of transformation) if we:want to preserwe the eorrslation

Petwosrr r Burface structiara ‘sentence. and tha cerresponding

‘eomstituent  deep. gtructure sentence.or,.eentences.sFor in the

surface structure a given actualized sentence produced

in the learning or use situation does not exactly cor-

respond simsliciter to idealized linguistic forms vhich

exhibit the functions of reference and predication and

their interconnections in the deep structure, 11 This

1lThe rules of tranaformations are logical possi-
bilities, not real laws, which we can adopt to analyze
the surface structure sentences to make their functions
of reference and predication explicit and clear under
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distinction between decep structure and surfacé.struc-
ture of a language has been made quite clear in Chom-
sky's work, 12 Chomsky posits the deep structure of a
language for the purpose of accounting for real struc-
'tunﬂ.dirrerences of sentences with apparent structural
similarity such as found in the pair:

I persdaded John to leave.
I expected John to leave,

or for uniquely determining the meaning of structurally
ambiguous sentences such as:

Flying planes cen be dangérous. 13
I learned the shooting of lions,

Deep structure is also used to account for structural
relations such as those between passive voice and active
voice and between questions and statements.

Although the above are valid reasons for making
a distinction between the deep structure and the surfacs
structure of a langusge, it is to be noted that our
reason for such a distinction is a more fundamental
ones For us the deep structure is !éi logical struc-

ture which fulfils an ontological purpose and therefore

con $idepiakt ch-B> of simplicity. In other words,
the deep structure is the simplest model of a language
whose surface structure can be derived thrcugh a simple
set of rules of transformation,

12899 Foam Chomsky: Aspects of theTheory of Syntax,
Massmchusetts: The MIT Press, 1965, 16-18, 64 Il. Also
Jercld J. Katz: The Philosopny of Lanzuaze, New York:
Harper and Row; 1666, 131 ff, 130 ff; P. Postal, "Un-
derlying and Superficial Linguistic Structures," Har-
vard Educational Review, veol. 34, no. 2, 1964.

13The first three afe taken from N. Chomsky, op.
oit. 21-22.
oQ
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is not merely part of a formal scheme, It is in fact

an interpretated schome, ;nterpretated in terms of things
and their characteristics with full conslderation for
reference and predication underlying every linguistic
expression,
Specifically, our scheme differs from Chomsky's

in two respects: 1) The semantic component'in Chomsky!'s
scheme is separated from the syntactic base component,
vhereas in our scheme they are intimately integrated.

2) As we shall sée,even though a sentence in its deep

structure may differ from its derived counterpart 1in
the surface structure, they share in common the same
ontologicri significance. 2ecause¢ of this, the lin-
guistic forms in the deep structure are intimately re-
lated to their uses in the surface structure, They are
therefore not to be correlated merely by logically sim-
ple rules cf transformation. In fect, they are corre=-
fevence struchure

lated byAthe ontological signifiocence of the'sentence

which is preserved after the application of transforma-

“tions. Rules of transformation apply only to the syn-~

tactic comnonent or form, while they ls ave the seman-
tic component or meaning intact.

With the referential and predicative functions
properly assigned to the ontic subject and ontic predi-
cate respectively, we can adopt Chomsky's NP and VP
to respectively designate our purely formal logical
aubject and logical predicete, According to Chomsky,
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a formal definition of logical subject and predicate is

{ as follows:

1) Subject of: /Np, S 7
7

2) Predicate of: / VP, S_
In order to apply these definitions of the logical sub-
Ject and logical ﬁredicate to our case it is necessary
for us to formulate a principle governing the context

of the deep structure with respect to the whole dis-

course, The principle is this. The NP occupyirig the
position of a lozical subject in the deep structure
must appear at least once in the surface struéture
as exhibited by a well-defined discourse. The same
holds for VP which occupies the position of a logical
predicate. We can call this principle the verifica-
{: - tion principle for the deep structure. Chomsky does
_not seem to have ever made explicit such a principle.
In terms of the verification princip}e for the
deep © "mtiuc t uz-é.fﬁ, as well as the basic consider-
ations for the communicative, i.e.,referential and predi-
/ cative functions of language, the deep structure can |
be conceived as en ideal form;meaning composite under-
lying the actual expressions in the surface structure,

This concept of deep structure represents a deviation

T T ok ey h s Ly
AN TR IR s e e g

from Chomsky's original formulation of deep structure
with some significant consequences., Clearly one conse=-

quence, inter alia, is that syntax is no longer separated

%f . thhomsky: Ibid., p. 71,
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from the semantics of reference and predication in the

deep structure of a language, In this senso this devi-
ation-1s in fact an improvement. |

Nowllet us proceed to characterize the content
of the surface structure. 1in the first place, we shall
not forget that a sentence. in the surface structure,
like one in the deep structure, is only part of a dis-
course, related to linguistic and extralinguistic con=-
texts. In other words, sentences areé used to pprfory-cer-
tain various functions in the surfacg structure on the
basis of the referential and predicative function.ls
We will confine ourselves to the fact that a sentence
in the surface structure may diffef structurally from
its corresponding sentence in the deep structures.
These differences arise primarily as a result of ex-
pressing our thought under various pragmatic considera-
tions. For example, we use sentences in the passive
voice for accentuating the reverse relation of action,

or for describing actions without presupposing krow-

‘ledge or reference td their agents, Furthermore, we

use impersonal pronouns, such as "it" in English as

a dummy grammatical subject to indicate something which
we are familiar with, but which we cannot definitely
and precisely specify , or to represent a state of af-
fairs which can be or will be specified in another con-

text, temporally or logically prior to the given one.

1SHere we shall not enumerate such functions. See
Austin, op. ocit.
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We make deletions of subjects”or predicatecs in a dis-
course or linguistic gnd/or extralinguistic contexts
when there is no practical risk of confusion and/or
there is‘a gain in simplicity.

In 6ur present discussion we cannot givé eXxplana-
tion for all the grammatical and syntactic features
of sentences in the surface structure, Suffice it be
recognized that all the grammatical parapherndlia~in
the surfacs structure are either pragmatically or con-
texually rfustified or both. This implies that when
thore ere more or less items in the surface structure
than in the corresponding deep structure, it is agssumed
that they are added or subtracted for pragmatic reasoﬁs,

ovr
but not for logical Wil ontological reasons. How large

these discrepancies are and to what extent as well as

——————

%n what ways between the deep structure and the surface
structure depend on individual languages. One can of
course always assume a universal or very general deep
structure for all languages, as Chomsky appears to do.
If we adopt this assumption, we can perhaps compare
different surface languages in terms of the underlying
universal déep structure. Thus, perhaps one can say
that whoreas the surface structure of English appears
to add more than necessary in the corresponding deep
structure, the classicdl Chinese (wen yen in general)

tends to. reduce what is needed in an adequate descrip-

g tion of the deep structure by wgy of deletions and 80 One

e 7 | 102
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III, Two Characteristics of Sentences in the Surface Structure

If we cen grasp the distinction between the deep stru-
cture and the surface structure of a language in the sense
we have'intended above, we can now proceed to make dis=
tinctions in regard to the n:rface structure alone., These
are the distinctions between a grammatical subject and a
grammatical predicate on the one hand and the distinction
between topic and comment on the other,

A good way to explain the distinction betwean a gram-
matical subject and a grammatical predicate is in terms of
the phrase-structure markers NP and VP, The NP in a sure
face structure sentence of the form NP$VP is always a gram-
matidal subject, whereas the related VP is always a gram-
matical predicate. Whether this corresponds to a deep
structure distinction is another qQuestion. It is not neces-
sary that this does. In other words, we assume that we
can identify the S=NP+4 VP construction in the surface
structure without assuming that the NP is in fact logie
cally referential oy the VP is in fact logicamlly predi-

~cative, For NP and VP in thé surface structure can be
related in all sorts of ways. In general, perhaps we
have to assume certain formal criteria for making the

the gremmatical distinction in question. These formal

criteria will make reference to the transformation rules

by which they can be shown to be formally related to the
L underlying logical structure., For example, one formal

criteiion for a full sentence in Chinese (ancient as well

163
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a8 modern) is that the ohly noun phrase which’physi-
cally precedos the verdb phrase is always the gramma-
tical subjoct,

Nowlas to the topic~comment distinction, Chao
Yuan-ren heas explained it gs a distinction between the
subject-matter to talk about and the remarks said about
the subject-mntter.16 In theso general terms, the topic
and commout distinction soema to correoapond to the dige
tinction between recference and predication, But in
fact, a topic is more broadly conceived than a refer-
ence: for any expression, complete or inéomplete, can
be a topic, but not every expression in fact is ref-

erential, nor any comment in fact is predicative with

- rospect tc a given topic in the sentence, The distinc-

——-tlon between topic and comment however bring out some
surface connections between linguistic items in sentences,
These various surface connections remain to be ana-
lyzed in terms of different categories,

At this point, one might wonder what purpose will
be served in drawing a distinction between topic and

| comment apart from providing a basis for further ana-

lysis. However, in order to give a full significance
to the distinction in question, we may suggest that the

comment represents the focus of attention or an act of

16See Chao Yuan-ren, A Grammar of Spoken Chinese,
( preliminary edition, University of California rress,
1965, 90 ff. Chao contrasts the distinction botween
topic and comment on the one hand and actor-action
distinction on the other,

1G4




=16

knowing and the topic roprcsonts the background in
which the focus is related to othor things (points)
of intorest, Construed in this way, the distinction
betwoen fopic and commont thorcfore pertains to sen-
tences (or language) in actual use, and conscquently
ls olodely linked to extralinguistic factors such as
the awareness of the speaker ¢» the listener. It is
in the consideration of the context of use, the topic
can suggest, even though it docs not fully symbolize,
the grammatical or logical subject of the sentences for
which the comment is grammatically or logically rele-
vant.l7

In so far as a topic suggests the logical sub-

- Joect asteni the grammatical subject, and the comment

on the topic serves as the center of interest or focus
of attention in the specch situation, a topic can be
celled a psychological or wuplstemological subject,
and relative to this, a comment can be called a psy-
chological or epistemological predicate, i.e. that
paert of speech on which the point of message or infor-

meation falls.18

17¢f, A.M. MacIver, "Demonstrations and Proper
Names," in Philosophy and Analysis, edited by Mar-
garet MacDonald, Oxford, Beachwell, 1954, 26-32,

18In this regard, we note that Chao Yuan-ren dis-
tinguishes topic from the "lozical subject" in the sense
of our psychological or epistemological subject. On
the other nand, we do not make such distinction, but
instead we define implicitly tovnic in terms of psycho-
logical or epistemological subject, and distinguish it
from the logical subject in the deep structure of a

185
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Accordinz to a suggostion by Chao,19 the paycho-~
logical or epistomoloizical predicate in a sontence can
be brought into a prominont place in the sentence by
feonstrastive prosodic stress," or by magnified length
and pitch range. Indeod the psycholozical or epistemo-
logical predicate cen be indicated also by acté of non-

spocch such as gestures or other tokens., This indicates

thet topic and comment in the sense of psychological

or epistemological subjects and predicates sometimes

can be revealed-only in actual speech situations. But

since ancient Chinese, which we are going to deal

with, is codified in nonphonetic script, we might adopt

the convention that (1) the beginning position of a sen=
( ‘tence is always reserved for the toplic of the sen=-

tence and the rest for the comment, and (2) in case

of a minorsentence,2° the whole sentence is a comment.21

IV. Four Levels of Analysis of the Subject Structure

In the above we have seen that a language has two

y lan é~an4_p¢g:. Chao's charscterization of the "lczi-
' cal subject™ corresponds to Cook Wilson's characteri-
zation of the same. Cf. Cook Wilson, Stetement and
Inference, vol. I., Oxford: Clarendon Press, 1926,
119 ff. Quoted in Chomsky, Ibid., 163, Cf. also Chao,
Ibid., 102 ff.

19Chao, op. cit,., 103.

ZOA minor sentence is not of the subject-predicate
form in the surface structure, Cf., Chao, op, c¢it., 77.
( See also section 5,

218y the vory nature ofgcomment,q commont demands
: attention end therefore ocxposition, A topic, on the
K , other hand, is often suppressed in known linguistic cone=

1G6
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levols-~tho deop structuro and the surface structure,

The deep structure sentence is an idealized reconstruc- . %
tion of a corresponding surfaco dtructure sentonco in
the lighf of the consideration of tho whole discourse
and in accordance with tho linguistic furc tions of re-
ference and prodication preserved ina logically simple
form. It contains thercfore the ontic subject and the
ontic predicate on the one hand, and the logical subjoct
and the logical prodicate on the other, The surface

structure sentenco is a natural language sentence in

its actual use conforming to a pragmatically-oriented
grammar, In terms of tnis grammar, it can have a gram-
matical subject and a gramnatical pfeuicate. In terms of
- 4ts use for communication, it cen have a topic??JE:TE:;f
chologicul/epistcmologxcai:;;ghggate).

It is cleer that theso four luvels of the subject
and predicate structure distinguished above are intere
related end interdependent. We musi realize thet the
answer to the question as to exactly hcw these four le-
vels are related completely depend upon individual lan-
guages, In English writing (not in speech), for exampls,
the grammatical subject is almost a must and can be‘al-
ways identified in the relevant linguistic discourse or

conteit, On the other hand, in Chinese, the gremmatical

U I e c - .
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texts. opr exstrpl}inguistic situatiens in which.lmowledge *
of the topic is prosupposed or the topic is in fact

atrongly.susgested,” . | | .- el die.
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subject is not necessarily identil'iable in the con-
text., In other words, it is logically (not just prag- ;
matically) disrznsable, md this is the hasis of the clas-

sification of what I call essentiallv subjectless sen-

tences.22 0f course, we lusbt point out that in the analysis
of the.subject structure in any language, the ontic sub-
ject and the ontic predicate are always presupposed.

They ere to We docermined through consid eration of the
whole discourse and possible extralinguistic factors

under whica the language was or possibly was used.

Now once we have determined the ontic subject and

the predicats, we can proceed to determine, on the evi-
dence of the given discourse, what.the lozical subject
- and logical predicate are, i.e.,, those linguistic ex-
pressions (or forms) which stand for (or symbclizeg)
. the ontic subject and the logical nredicate, In this
sens9, the logical subject and the logical predicate.
codncide with the ontic subject and the ontio predicate

by the semantical relation of "designating" and "being

true of."™ Given tue determination of these we can of

course proceed to ask whether a given surface sentence
in the discourse coincides with a - deep structure sen-
tence. The answer is that the.logical subject and the

logical predicate need not be the same as the grammatical

subject end rthe grarmciival pnedicatidyThismmears: that the
’ ( ; logical subject-expression and the logical predicate-

expression need not be the ssme as the grammatical

22pop clarification of thiz, see later dié%uasion.
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subject-expression and thoe grammatical predicaté- ex-
pression, One has to inquire into how the surface sen-
tence 1is dorived from the deep structure sentence by
transformation rules.

Just as the logical subject and predicate need
not be the same as the surface grammatical subject and
predicate, one can see that the grammatical subject and
predicate necd not be the same as the topic and comment
or psychological/epistemological subject and predicate.
For each pair is specified according to a different and
distinctive criterion and there 1s no contradiction nor
incompatibility in‘their'being different. This only

shows how the various aspects of a sentence must be re-

"vealed in a rich theory.

In the light of the above analysis, it is clear

_that for a full wnderstanding of a sentence, it is neces-

sary that we should look into its subjoot-predicate struo-
ture on these four levels: the ontic and the logical

in the deep siructure end the grammatical and psycholo-
gical/epistemological in the surface structure. To ana-
lyze this struature. one can begin with the surface struc-
fure distinctioms and work into the deep structure dis=~
tinctions, or one can proceed reversely., A linguistic
specification of a sentence in regard to its subject-

predicate structure must be therefore four-valued: in

terms of the values of the ontic subject and predicate, the -

valus aod -the 1ogienl supimetonpd.predicata,“bhb.valuale:,

of the grammatical sub".o.o...o $° 0000000000000 0000000000
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{ Ject and predicate, and the values of tine psychoiogicgl/

epistemological subject and predicate, The valuaes

of the ontic subject and.prediate are the actual objects
and attributes determined by the discourse. The values
of the logical subject and predicate are the subject-
expressiong and predicatee~expressiors standing for the pre-
determined ontic subjects and predicate; the values of
the grammatical subject and predicate are the sub jecte
expressionsand pmrodinnto~axpressiors introduced by trans-
formation rules; finally the values of the psycholo-
gical/epistemological subject and predircata ara tha
linguistic expressions which serve to provide a back-
ground of knowledge and at the samé time to introduce

-new itemsoi information as the focusgs. of astartion,

An important point about the four-level charac=-

. terization of the subject~predicate structure is this,
Whereas the ontic subject and predicate in the deep struc-
ture are always present (this is due to our assumption
of the basic assertive or communicetive functions of
our langusge), and the psychological/epistemological sube
Ject and predicate in the surface structure are also al-
ways present (this is due to the fact that the topic-
comment structure is a necessary condition for the ac-
tual use of a sentence), the logical subject and predi-
cate in the deep structure énd the grammatical sub ject
and predicate in the surface structure are&gft always

present. In other words, a sentence must §» enalyza-

110

B bty o < e e e s




-22-

ble with regard to a pair of specifiable ontic subject
and predicate on the one hand and a pair of specifiable
topic and comment on the other, it need not be analyza-
ble with regard to a pair of specifieble logical subjesct
and predicate and/or a pair of specifiable grammatical
subject and predicate,

The foregning point may appear to be surprising.
But in the light of the following facta, our surprise

. Ny I,-N' vhe -{o'(jwb ro.'..,{

need nn% orevent ua from porceiving &IP3 truth: (1)
the topiec and comment need not coincide with the grame
matical subject and predicate or the logical subject and

predicate and vice versa., (2) The ontic subjpct and predi-
cate are different in kind from the logical subject and

" predicate. (3) The logical subject and predicate need

not coincide with the grammatical subject and predicate.
(4) No logical subject-expression and logical predicate=-
expression neced be evidenced in the given discourse, even
though they can be suggested, (5) The grsmmatical subject
end predicate can be deleted or added through certain
transformation rules, On the basis of these facts,

it 1s natural to expuct that either the lozical subject
end predicate or the grammatical subject gnd predicate

or both may be missing (and thérerore theoretically dis-
pensable) from the given sentence. On (L) alone, due to
considerations of the verification principle,.the logical
subject could be absent. On (5) alone, due to considera-

tions of transformation, the grammatical subject could

111



be absent. On both (4) and (5), both the logical snt=-

( fhatend thécgremmptical subject could be absent, To
say this however is not to say thét languaze activity
may not fulfil its intended purpose of communication.
The reason why it does not consists in the fact that
the deep level of the deep structure and the surface
level of the surface structure of a language'always
provide a fraemework in terms of which reference, predica-;
tiqn, and therefore communication, can be understood ad
indeed reconstructad.
Because of the possible ébsence of the logical or
the grammatical subjects or both from a given sentence,
we caq;generally describe the subjecy structure of a
( ; - sentence in terms of the four levels and by noting whether
it has or has not a logical or grammatical subject, or

has both-or neither,

O My~

Sunmariaing tbe.gpove, & schene of wWg® four ZE:
vels of ' . ahalysis of the subject .structure of a sen-

-

i tence can be represented”as”follows:

e,

: . B ———
{ . DEEP STRUCTURE SURFACE STRUCTURE
: .Lévels
; ontic Jogical jgrammati- Topic or]
! Cases subject subject |cal subject] comment
f Case I } 4 $ $
4 case II 4 - $
Case IIT } - ¢ } '
( jCase IV } - - 1
‘l ‘ - Ct N 2 - il ...‘)-:‘.‘... ' - - s W * w: - e,
Giv .1 the case that the logiceal subject and the
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grammatical subject are present in the analysis of a
sentence, wo facc another question the answer to which
is essential for specifyingz the subject structure of the
sentence, Thoe question is whether the existent logical
subject soincides with tho giwmmatical subject, whether
it coincides with the topic, and finally whether gram-

matical subject in fact coincides with topic, If we

let L stand for the rresence of the logical subject, T
for the absence of the logical subject, G the presence
of the grammatical subject, G the absence of the gram-
matical subject, T the pfesence of topic or comment,

g We have tte following eight possible cases in the annly-

sis of the subject structure of a sentence:

§
; C . Cese I: (L, @, T)
sub-cgse 1: LmGE T
sub-case ii: L =G} T
% sub-casgse iii: LiG: T
G$%T, TEL, LG

P o sub-case iv:
Case II: (L, G, T)
Case III: (L, G, T)s Bub-case 3: G =T; subwcase ii: G§ T
Case IV: (T, G, T)

The question may be raised as to why Case II does

not’ admit of sub-cases i) L=T, ii) L $T, The reason

for this is that in the absence of the grammatidal sub-

Ject, T will always. be identical with the grammatical

predicate and hence will not. serve the purpose of ref-

e RIS LR PN PR S i
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erence, This means that it cannot coincide with L. ;

One can also note the rarity of Case I, subsgase iv, i.e.,

the case of (L, G, T) where G$#T, T $L, L¥G. This
113
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! : rarity can be explained as a result of the presence
of very strong transformation restrictions.

Since the classical Chinese, particularly Late Ar-
chaic Chinese, to which we shall apply our analysis, is
rich with the subjectless sentence, we shall note
here a distinction between the relatively subjectless
sentences on the one hand and the essentinlly suhject-
lass samntonnans on the other:

1) Relatively snbjonrtless énntonces are those
whose grammétical subjects are understood in a lin-
guistic context and are normally identifiable in prec-
ceding sentences in a connected discourse, The gram-
matical subjects are deleted byfa.deletion rule. They

- . do not lack logical subjects, for, on the verification
| *“—““-principle, the deleted grammatical subjects cax be
5 regarded as being present in the deep structure as
logical subjects.

2) Essentially subjectless sentences are those

which have no grammatical subjdcts as well as no logla

cal subjects, but whose ontic subjects ocan bw identified
in the immediate extralinguistic contexts of their use.

There are no certain definite terms or definite des~

criptions in the preceding or succeeding linguistic con=-

Y 3 3 e A+ At on e

texts to identify their logical subjects. Yet one
may "reconstruct" their logical subjects as terms or
(:? ‘ expressions referring to something or everything or any-

thing of certain categories. Hence the essentially sub-
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Jectless sentences are of two kinds:

i) Their ontic subjedts are "something" of a certain

CLaNtres of
category and hence are equivalent to bfi® indefinite des-
ranues o Vatue S

criptions or eg® variables of existential quantifica-
tion,

1i) Their ontic subjects are "everything" or "any-
thing" of a certain category and hence are equivalent

Toriwe o (oluas "‘

to €5 variablas of implicit univanaal quanti fiont: on
of varlous scaopes.

It is clear that the relatively subjectless santences
belong to case I1I, whereas the essentially subjectless
sentences belong to case IV, These two kinds of the sub-

Jectless sentences have not been distinguished in stu-

 dies on the grammarof the.zlassical.Chinese.23

V.

Application to Late Archaic Chinese

We will now apply the above theory of the subject-
structure to the analysis of the subject structure in
the Late Archaic Chinese. This will not only serve
the purpose of clarifying the subject-structure of Late
Archaic Chiriese, but will illustrate the usefulness of

the general theory presented above,

23E.g. Chou Fa-kou, op. cit., 6 If, and W.A.C.H.
Dobson in his Late Archaic Chinese, fail to make this
distinction and thersfore fail to appreciate the intri-
cacy and significance of the distinction., The reason is
simple, they do not have a sufficiently rich theory
to characteriso the various aspects of the subject-struc-
ture of a sentonce in the classical Chinese.




1)

2)

3)

1)

In all the following exsmples, wWe shall nots stylis-
tic excentricities, their semantical characteristics as
well as their general frequencies in the classical texts.
Case I (L, G. T),
" Sub-case 4: Lw G T, most froquently instantiated,
E § 7 179 s/~ 3 2 .
B ¥y Rk Lol (i) '
Chiln tzu = pu vyu'" pu chil 1
Superior man not worry not fear

The superior man does not worry nor fear. _(Theﬁl\nalects,
12. b

,é‘} (the superior men)=L=G=7T

& 3 5 .

23 A FZ 2 oz (432%z21)
Menytzu chien Liang Hui Wang

MengTzu see Liang Hui King

MenjRzu saw King Hui of Liang. (¥he Mencius, 1.2)

s ¥ (MengTzu) = L =G =T

4= e o

= % &, HE gk g, &, sk &
Jen, nei yeh, fei wai yeh; yi, wal yeh,
Benevolence, internal, not externaip righteoumess, externmsl,
Benevolence is internal not external; righteousness is

- - 4
BN A (£35S FL)
fei nei yeh.
not-intédrnal.
external, but not internal. (The Mer§cius, 11.4)

1= (benevolence)=L=G=T
. (righteousness)=L=G=T

Sub=-case iizI. L3=G #T, fraquently instantiated.
] .
7] . p -
fX R LW e B4 A A3

Shui huo, wu chien tao erh ssu clge yi, wel chien tao

Water fire, I see step and die, not see step

I have seen men stepping on water aad fire to die, but J
. - A~ 2 ’&' oF

4= o oB £ iRk T Ew)

Jen erh ssu che yi

benevolence and Qie. -

have not seen men stepping on benevélence to die. he Ana-
lects, 15.35)

7k K (water and fire)=T
.-%- (I)=L=G

116



2)

3)

1)

Ve kR B x5 oz R(

' 3)

m (Do

o) . b . ol w4t . NS
L b3 = 17, Aol B
Wan ch'eny chih kuo, shih chi chiln che,

Ten thousand carriases state (kinzdom), kill its ruler,
In the casc of a state of ten thousand carriages, the one

R . 2 ”9~ \-,S
% ¥ P 2 g (&%, #%22r)
pl ch'ien ch'eng chih chia. .

nust ten hundred carriaze family.
who will %ill his ruler must be [f.‘r)'om_7 a family of- ten
hundred carriazes. (The tencius, 1.1l

-\@)'Tf z @(a state of ten thousand carriages) =T
4,-\_}1/@ ;ﬁ (the one who will kill his ruler)=L=G

%X v & (55 % 30%8)
Yeh tsai Yu yeh

Rude Yu
Yu is rude. (The Analects, 13.3)

\?'j’ﬁ(rude)z'r
& (Yw)=L=¢

Sub-case iii: EGE =T, not frequently instantiated.

:v I‘:- 4 3 \ o - P
L 1 & X F OB (h3ATH)
Tao shu chiang wel tien hsig lieh

The ert of Tao will be the world break (destroy)

The art ol Tao will be brcken by the world. (Chuang

Tzu, "On the wWorld")
& T (the world)=1 =
@/f.ﬁj-(the art of Tao)=G=T

A
¥

2 P: )
5 K AU5)
Wu ch'ang chien hsiao yu ta fang chih chia
I always see laugh at great way masters

I should always have been laughecd at by the Masters of

the Great Way. (Chuang Tzu, "The Autumn Flood")

K72 g\ (the Masters of the Great Way)=1L

2(I)=6=T |
* . - .
$ 5 % Wt A (2 Aktar)
Lao 11 che ch'ih yu jen

Labor force persons govern at men
The bodily workers are governed by others. (The Mamcius, S.4)

A (/[ some_7 men) =L
;% 2 —}8 Tthe bodily workers)=G=T
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Bub-case iv: G #T, T#L, L#G rarely instantiated,

This case is very rare in Late Archaic Chinese, and per-
haps rare-in’eny language, as we have pointed out earlier.

The reason for this is that the existence of an instance

5.
- hats

of the case depends upon the reversion of anpassivecs
vaiee which is already indirect. But conceivably we

could have a sentence of the form 7% _{&\ )53( ¥z f—; 'i_'f;\

1 FT%"S\( "ow Pen CHeng-kua was killed by the King of ChHi")
where é\(now)rT, ﬁf}‘i (The King of Chi)= L, _j;’:_ 53&: 1Z (Pen
Ch'eng-kua)= G, The closest actual examnle which I have

found in the classical texts is the following: J6")- 75-): .

. - - - L x H- -
Fe g 2, e FE, R 2a 8, 3508, (B 3 EER)
(*In the past, Lung Feng was beheaded; / the heart of_/

3
»

Pi Kan was cut open; / the bowels of 7 Ch'ang Hung was
cut open; / the body of 7 Chi Hsl{ was made to rot,"§Chuang

—_Tzu, "Opening Brief"), where the logical subject in

each constituent sentence has to be Supplied on the ba-
sis of the verification principle for the deep structure,

Cawe II (L, G, T), frequently instantiated.
Consider the sentences taken from 4 3, 2‘\}%‘\2 +(The
Mencius, 3.2) |

Ly 7B 177 F

fei chi chin pu shih
1 /- not his rgler not serve v
any ruler_/ is not his type of ruler Pei Yi
will not serve™/ him /. L -

107 e N7x1d

fei cHi min pu shih

not his people not command
If [any peOple_'B is not his type of people, / Pei Yi 7
will not command / them 7, B B
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Cayge

L2074 27 &

chtih yi chin

well-governed too advance
If /"a stato_/ is well-governed,/ Yi Yin_7 will ad-
vance / himself to an offico._/

L2750 £27 & i

luan yi chin
out of order too advance
If / a-state 7 is out of order,_/ Yi Yin_7 will too
advance / himself to an office_ 7.

[37T w15 /37 Bl 4t
kto yi shih tse shih

cen become an official then become an official
When / Kung Tzu_7 found it possible to become an official,
/ Kung Tzu_7 would become an official, '

L3799 X L37 8) 2
k'o yi chiu tse chiu

can stay long then stay long
If /[ Kung Tzu_/ found it possible to stay long, he would

stay long.
[u7 %5 % 2 A

chieh ku sheng jen yeh

all ancient sage .
[ Pei Yi, ¥i Yin, and Kung ‘Tzu 7 were all ancient sages.

B L7 RE,  BL37 B L34

Nai . 80 yuan, tse hstieh~Xung Tzu yeh
As to what is wished, then learn Kung Tzu
As to what I w¥ '\ to be, I wish to follow Kung Tzu.
The brackets /1 7, /27, /37, L 47, /57, in these
sentences without grammatical subjects,indicate the pre-
sence of logical subjects which can be located in the
immediate or immediately enlarged contexts of the dis-
course, In fact they are explicitly iadefitified by
Mencius, Thus these sentences are relatively subject-
less and have the type of subject structure (L, G, T),
whereby /1 7=10% (Pei Yi)=L, /27=1F 7 (Y1 Yin)=1L,

[37 = 303 ung T2u)=L, [47=18% 177, 3L 3




1)

——K {5 5 (on1y [when ono 157 siok of [onets_7 sick-

3)

3\
(Pei Y{, Yi Yin, Kbng Tzu) =L, [ﬂ-’é‘ (I =Mong
Tzu)= L. |
Caso III (T, G, T) |
Sub-ocase i: G=T, fronquently instantiated.
3 ‘I” - - ”
N AT A A
Yu p'eng chih yuan fang lai, pu Yyi lo fu?
Have friond from distance come, not also delightful

If a friend comes from afar, is that not a delightful thing?
(The Analects, 1l.1)

7

Here the sentence is of the form (S+P;) + P, or (S=NP

+VPy) + VP,. Hence it does not have the logical sub-

ject in the defined sense, but it has the grammatical sub-
I A

ject and the topic which is 7 A# € % F /~ (there

is a friend coming from afar),

1 a= e . . v e Z
AME JE A 5oay (24, 07268 atAF)
Fu wei ping ping shih yi pu ping
Only sick sick thus not sick
Only when one is sick of /one's_/ sjckness, is /[ one_7 :
not sicke (Lao Tzu: Tao Te Ching, 59) !

ness) is not the logical subject cf the whole sentence,

but the grammatical subject and the topic of the sentence.

12

o Tk, AR 8 K (HRAER)
Kuo erh pu kai shih wei kuo yi

called fault
not correct them,this is then
(The Analects, 15.30)

Fault and not correct, this
If one has faults and does
called a /[ real_/ fault,

%&_(thisf is a grammatical subject as well as a topic. It

Z:&zs(having faults without correcting ther)“the logi-

is not a logical subject, nor is its referent

cal subject of the sentence in the defined sense.

Sub-case ii: G #T, not frequently instantiated.
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1) ! A . : ; - -
k %t 9’\; 2 %7/ g )&_4 (\‘:;% .f-%.'
Ta tsai yao chih wel chin yeh
Great Yao's act as ruler

Great §s / the way in which_7 Yao acted as a ruler,
(Tho Analects, 8,19)

_ﬂ_, 2, (*"7 2é, (/ the way in which 7 Yao actod as a ruler)
= G

ﬁ&x (greatt )= T
D AE&ETE B L A a(F5:

Chiu yi wu pu fu méng chien Chou kung
Long I not again dream-see  Chou duke

f:.f &)

/

’

tw,
s

i vn)

Far long I have not dreamed of Duke Chou, (The Anglects, 7.5)

£ ‘in ";gilé]'/:(zhat I have not dreamed of Duke Chou)=G
A % (for long)s T

Both examples are of the sentence forn P1+(S +P2) or VPl
+ (NP +VP3) where (S+P,) or (NP+ VP,)is the grammatical
subject and P or VP, is the toplc.

Caso IV (2, @, T), frequently instantiated,

--——~-----fn Case II we have deelt with the relatively subject-

less sentences, In the present case (Case 1V) we will
deal with essentially subjectless sentences., 1In con-
nection with the examples of Case II, we can see that
the brackete /1! 7, /1" 7, /2 7 whichrepresent the
missing grammatical subjects are not to be located in
the immedipte or immediately enlarged contexts of the
discoursey Hence the related sub-sentences are essen-
tially su;ajectless. These sentences are understood in
the context to refer to something or some class of
things ¢f a certain category., Thus, / 1' 7= any ruler,
[ 1" 7 sany people, [/ 2'_7=any state or the world,
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1)

2)

3)

.MAB%-.

Other types of examplos of Case IV are the following:

- ; \ - . 7 e S -y
F) H 2, \/i)‘_ R A (35, 1+ 4H, A @)
Y8 wo kung tien, sui chi wo ssu '
Rpgin I public field, and reach I private
Rain over my public field, and so over my prlvete one.,
(The Book 6f:: Poebrv o8matler - Qdés; i YhargaesFieldaly, ¢ FioT

\$7(raln over)= T
. & (my public field)=1locative.

R K, A& & (b TE "L‘f)

Keng ch'en, ta ydi hsueh

Keng-ch'en big rain snow

In the year of Keng-ch'en, / there was 7 a big snow-
storm, (The Annals cf Spring and Autumn, "Duke Yin, Ninth

Year)
}i /D* (in Keng Ch'en yesr) =
71\17 (/ there was_7 a big sncw -storm) =comment

oM o8 F 7 % (58 %w)
Yu peng chih yuan fang lai

Have frierd from afar come
There is = friend coming from afar. (The Analects, 1l.1)

"75 (y2)’ has the function of changing a definite term
such as“FH” into an indefinite term.. But this trans-
formation does not determime a gramhatical sub ject for
the sentence to which it belongs. For fpparently neither
“30 norﬁﬂf) nor /;-) ‘can be condidered ap the srammati-
cal subject of the szntence. One might argue that'kﬁ
fﬁYﬁetermines a logical subject., But then the difficul-
ty 1:s that this apparent logical subject is not "rea-
lized" in any grammatical subject., Here we simply

decide that sentences of ﬁ}% yu/wu type simply are
essentially subjectless, Their ontic subjects are to be |
referred by indefinite descriptions such as %ﬁ HH:

The tupic as well as the comment of 3) is thas
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5)

6)

7)
8)

9)

w3l

the whole sentence as it stands,

Instances similar to y cqn be multlplled,ror Qiample, L)

A /\>\/\1ﬂu;( - F, Ak 14 k)

X mid o % e (R3RE)
Wei yu  jen erh yi cn'i "h'ln che ych

Not have benevolence and forget his parents .
There is no person who is benevolent but who forgets
his parents,. (The Mencius, 1l.1)

* 75 1= (. no person who 'is benevolent) = T

E Lege / /&
‘3 ,r <, b e 3 f(E5R AE)
Wei néng sh'h jen, yen néng shih kuei :
Not able serve man, how cen serve ghosts
If /one_7 is not able to scrve man, how can one serve
ghosts? {The Analects, 11.12)

‘* At ?t' (/"one_7 is not able to serve man) =T

*-kv \--y—;ﬂ-i'.go \;57"\} ;'3, iii)
B AA 2 B W e i &1(HELED)

Fei fu jea chih wei t'ung erh shui wei

Not that man grievs who should ‘
If /[ 1_7 do notgrieve: for that man,for whom should I
grieve? (The Analects, 11.12)

”F k Az %*f}_’;( if /717 do ngbigrinwe ror that

man) =

Of course, in this instance one might consider "I"
(referring to Kung Tzu himself) as understood in the
context of saying and thus there is an implicit logical
subject of the sentence, Thgi possibility of this in-

terpretation applies to the following instance:

W, & oz g, 5 1L 34
Yu yeh chtien ch'eng chih kuo, k'o shih ch'ih

Yu one thousand carriages state, may let govern
Yu /is such a person that_/ a state of a thousand car-

_ﬁ- Qﬁ\n&, (\nﬁj n\z /A;’A%)

chi fu yeh

its military system.

riages may put him in charge of its military system.

(The Analects 5.,R)
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Y A
Both ) ¢, (Ya) and Tﬁ 2 ?}}(a state of a thousand

carriages) can be regarded as topics,
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‘arguaents here. Howiever, in conncction with the presehc

& Proposal concerning Question-words

Teresua M. Cheng

University of Hawaiil

The past few decades have witnescsed the develonaent
of an approach Lo linguistics vhich aims at a linguistic
theory adequite to account for the dirta on observational,

descriptive, and explenatory levels. This apsroach often

L]
3
begins with Saussure's distinction betucen lencue, the
abgtract language systean, and narxole, the actual speech in-
e
Gaily use, Choaslty, recapitulating the Saussurian dichotonay

in terms of competence and perforasnce, clains that lincuist.
ics is properly the stu@y off intrinsic competence, to be
expressed as a formal systen vhich would genefate’all and
only thosce sentences tcceptikble to a native speaker of the
language, which in turn is asstmed to have come froam an
idesnl, homogeneoué speech com“vnjtj. Huch discussion has
been directed toward competence and performance, the native
speaker's judgument, and the homogeneity of the specch
comaunity and I do not intend to give a coverage of the

study I shall examaine the role of sentence which is the

output o a ¢rammar and supposedly the nmost Tunduaental
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unit of linguistic analysis, In Section 1 of this paper

the assuned conpleteness and autonony of a sentence as

comnonly held by the structuralist is duly (and overduly)

challenged, ’

With an understanding that grammar is a set of rules
mediating between thought and speech and correlating sound

and mearing, we are concerned akout the nature of gramnatic~
’

al rulcg, With @ belief that the nheed For comaunication

is basically the same for all huaan beings and that weaning

.n(

can be formuloted into an absolute syston, we require the

set of grizamatical rules for cach individunl languoge o
perfoxrn the function of deriving the particular from the

univexsal, i.e., to generate a sget of utterances whose

structure is wnicue for every lenguage coacerned from the

universel sawontic deep structure vhich is comparadble to
& formal logical systen, ‘that, then, motiveies and
constrains such transfommational. operations thet give us
the swperficizl structures found in &ctual speech? Can
we explicitly state the conditions under which a thouc hi

takes shape in the forms of a particule

i

language? iie
L
shall try by way of & eritical exeminotion of current
practice in the area of transformational) constraints to

find an answer to our questions.
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Thirdly, in connection with ny study of case relation,
topicalization, and anaphoric processes for Chinese and
Anis, a Formosan akoriginal language, X hecone convinced
thaé questions, wvhether eiplicit or jwplicit, play a
central role_in the semantics of natural languages. Ques—
tions ask for informati&n; questiogs ere gbal—oriénted. For
a language to ke a true communicative syaten, it should
Gemonstrate a secuence of stimuli and responses which would
lead to inteructions off jdeas and exchonge of inforiaation.
If it is possible to discover a zemantically justified
universsl syntactic theory, and if it is poséiﬁle to relate
the CGeep structure to surface Fomas by means df gravuratical

rules, then somevhere alonyg the lines of Fillwore's caso

th

gramnay one should include question-words as parxrt of the
hise component. The justification for doing this would

becone seli-evident asg we take up this isgue with exaanles

th

in Section 3. For the tiie being it suffices to say that

i

the inclusion of question-words in the hase component would
not only facilitate senantic interpretation on the grounds
of language universals hut also oiffer & possivle solution
to some problens concerning the derivationtl precedure Iroa

’

the kase to the surface gtructure.
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1. The structuralist's conceont o & sentence.

- m a

In his Introduction to Theoretical Linguistics, Lyons sums

up Bloomfield's definition of the sentence as followe:

the scentence is the maxinum wnit of mrmm\aulchl oovcthLwon

to which the structuralist's notion of distribution ig not

apnlicable. In other words, & sentence is distributionally
independent acept for sone tpractical connezion' with oithex
parts of the discouvcse. | | N
tion in nind, let vs cuanine the so-
ntence. TFox csanple, sentences involving
the use of pronowms are considared tGerived! hLecuiuse tholr

understanding depends on the heaser's ability to subnsiitute

for the pronouns the correct nowas or noun-phrrases nreviously

given, explicitly oxr implicitly, in the context. If we '
should extend this mode of reasoning, a proper.noun like *Johon®

would be just as nedningless as & pronoun unless the existenco
of that particuler individusl noaed John and sone knoiledge

- .

of John's reing are presuprosed, The sdme argument anplies

- .

also to comwon nouns with definite articles. 7o further
pursve this issuve, one would arrive at the point thut all
sentences are derived fron one's ont oio ical commitmenés.
“Even thougn this js logically sound, it is nonetheless

linguistically irrelevont Lo pursue pr u)70'i ions that

&
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cannot ke formally defined in terms of the

One way to attack this

completeness is restricted to conpleteness

zatici. For instance, pronouns mdy be

problein is to avoid

imaeditte context,
it. “The notion of

in formmal characteri-

regarded as constituting

a formal ci:.egory or & closed clasg of lexical itaws which cen

participate in
One can say then the 'derivedt
gramaatic

ally complete though in want of ad

froma the contezzc in order 14

Pno ther way of looking at the problean

for ecoch so-called 'Gexrivedt sentonce

form vhich is koth syntactically and

and that, through tra

redundant eleaents, it has lost its avtonoay and

Genendent on the context,
~

therefore, can ke attrimuted to as keing t

constraint that operates beyond the kound:

‘autononous! scentence, IV th

o

sane token,
'elliptical' sentence can also ke

application of trar

sentence generation regardless of the

there is an

grormational processe

nsformaetions that trin of

we J"C!' ‘erent,

sentence nentioned akove .8

ditional infounathion

to be completely ;caningful.

,-..4

gowme that

undexlyicg

senantically conplete,

kecone

Reduncdancy of foma and meaning,

aries of an othervise

& so-called

sald to resuvlt Ffrom the

-

£ redundancies

L

occurring poth in the uth*?y ng forxm and the previo us linguintic

context. The natural consecuence is that

tence kecones

123
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completeness in both meaning and form, For exaaple, the

=

utterance John's. occurring att

er the question Whose cax

3 are you ¢oing in? can be said to have structurally derived

; from & longer uLto nce e are going in _John's cacs

through ellintical translormations.
Ececoxrding to ¥. R. Chao (19568), the category of
} sentences is subdivided into 'Full' and 'minor' seatonces.

; The category of minor sentences includes those utterances

Yo

o

vhich can ke unerstood onlv in T 'eoternal!

.
®
=
o
=
7

!,

elenents in theiy 1*nnu50u1c and/or situational context,
. . . it
Corresponding to eich minor sentonce is & full sentoenco

to which the minor sentence can be cipsnded and by vhich

the minor sentence can ke paradhrasced. In'order to account
! o " For these minor sentences which constituté a.good portion?
? of our everyday speech, we must take into dccount the '
5: ana pnoric or ellintical trangfoxmations end the ;extcrnal'
; structural anc situational eleanents vhich motivate and
; condition the application of these trunsforaations. It
5; seens that within this theoretical fLranework the under-—

lying forim is always richer and more unifora in structure

%3 and has a claim to universulity such that there is a
¥ ]
& built-in explanatory poway for semantic interpretuation ‘

t-
and dic 'moica'tumf hile the surfcce Zorm ontained after

the epplication of translormutions tends to ohscouro

=
5

et
e
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ERIC.

Aruitoxt provided by Eric

L BTN 10 T g T I e i 84 TS S fems bt s astnmnr g e aree e anon st

{

s oy mmRrupse structures, end nay even result in

events.,. Thus we cone to the conclusion 4

anmbiguity. It would secn that the theory containsg an

-

idcal structure which is degencrated in actual speech
net sentences
2re independcent on“y by theilr very oe*inl' B within

the theoxy and their in actual prictice sentence boun-

daries are crossed over ond sentences are no longer

L
(6
'r-'
.1
tl\
=
i
|
l.:.
0
[
g
o]
cr
L ]
Yo

Weﬂmay even reise the cuestion whether sontonces
are truly self-sufficient in the usc componcﬁf. In
vicw of procesges such &g conjoining, en:edding, pronoalnil-
ization, end ellipois related to the 'tellinsticel!' or 'minox!
sentences mﬂntlonnd erove, we know that the eneral practice
has been such that vherever structural or seaentic infomane

tions are lacking in the suvrfeoce dota *dunnies' or ‘'fillers!

) -

are uvsed to £ill in the gan ”*t con what is Jde2l and what

actually occurs., It wouvld be interaesting to ask vhere and
how ¢o we get the information vhich reguires the use of
duiraies. It is kegoing the guestion to provide the Cuanies

first on the besis of senuantic conziderétions and then

’ U
claim syntiéctic autonoay oa the wkiasis of these 'duxaified*
structurces., ZBven Chomsky's later proposald (1968) concerning

tintended reforcnt!' and tho use of 'indsi' dozs not seen

to have esceped this circularity,
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The interpretation of an utterance would then bé de-
pendent on its derivational history with the p-marker and
derived P-narkers as vell as the transformational rules
involved on one hand 2nG on the supplicd indices for the
intended referegts, L€ any, on the othexr, .It.seems to
re ﬁhat'structural indices are actually coastraints on

transformational owerations, In othexr words, i the intro-

auctlon of structural’ indices are semantically motivated,

Yy

Lhen by the simple lav of transitivity the applictiion of

transformational rules arc also semantically motivated in

4l|l
the cases concernzd, . It would bhe shecy ostrich-lile

obstinacy for & structuralist to refuse to see that the

assumed sentence autcnony &nd syntiectic autonoiny are ohly

sioke-screens txeated to protect hiaself from confroating
tbe nebulous dreas of discourse &ndlysis - end seaentics.
Here I tend to agree with Fillmore that it is coubt-
ful wvhether there is a 'level' of syntactic description |
Giscoverable one languiage at & time on the khiésis of pure-

ly syntactic criteria, In the following discussion in

favor of question-<ro: ‘s in the buse coaponent I am braving

the criticism that was directed efore tovard Fillnorxe's
case grammer (1965, 196&) that it is too stroagly motivaeted

by senantic consicderations. L only hone that thic would

reveel certain linguistic wniversals in senantics. :
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2. Constraints on transformetions.

fis I vas seying, sentences depend on their derivational

history for their interpretation. The derivational histony

of a sentence consists of a P~mdrker a Gerived P-naax)er,

and \relevant transfornational ru]o and their order of

application. It is comamonly held that transfommational

rules can eithex ke obligétory or optional. Within the

system of partially ordered transformutional rules aén

foptional' transfomotion can either be hy-passed or taken

'.l‘

up as its turn comes,

@llowing ontionality for transyoraational rules
Cf

o’

it is assumed that there are synoavinous aliernations by
- o

- <l2

which we can eprecs the simue

¢
o
o
~
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-
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-d
=
o

kind of alterna.-
tion is generally knovn ao stylicstic variation., o horrow
an expression fron phonoloyy, stylistic veriations arce
congiderxed ‘'Lree variations! since the change in Foxm

is not accompaniced by & chance in meaning.

However, it ie also assuned for all transfomaotions,

the traansition Froa the Lase fora o the surfice For

%

also a matter of stylistic variation? The answver is 'Yes®,

it is

H)

orecisely & matter of stylictic variation that deter-
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that are obscrved can be construed as reflections of the
universal scaantic deep structure. Obligatory tranzforma-
tions, we may say, are obligatory only when we conslder one

P

language at a tine.. & transfomaation necessary to derive
the surfice foxm in language A nay not he required in languige
B, Within a language, it follovs, the cet of obligatory

transformaetions is sufficient to chartcterize . its basic

va

structures as concrasted with those of wnother languagé.
Togethexr with the ba e component obligatory tiansfomnations
form the core of & gramatr. As For 'ootmonai“transu
i: ©° Formations within a languiace, it should be understood oo
p
the freecdom to choose froa two ox more ccmpétin; structures,
Dﬁilnc the derivational procest one st wake the choicc,
and cace the choice is made, the transforaationz) ruvle must’
be apnlied.
Hence, the dichotony of toblicetorv! and toptionalt
transformations is is not rcnl and the temainology is
quite nisleading. Tt sceans to inply thaet structures genci-

ated by obligatoxy trong LOluﬂthRb are wore basic than

g those generated by optional transforaations. The ided
’
: of & kernel sentence which tszuaes one of the sceveri }

alternations to ke more hugic thun the others is no lon Cex

g held by Choasiy though he still stresscs Lhc inportancoe
§ i» of structural relatedness in the Lspecte of the Thoory of
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Syntax (1965), Moreover, Fillmorc's case gramnar Has
successiully demonstrated that the so~called tac:ive!
volce is not any more besic than the 'passive'. ‘'Subject!
i interpreted s an aspect of the surface struvcture
whereas in the deep structure we only have 'case' relations.
A vase relation and the WpP-complement holding such relation.-
Ship with the verd may get focused upon @nd becoae struc—
turally narked as the subject of a sentence. This cgn e .
likencd to the figure against the ground. This process h
of bringing out the filgure we shall call su@jcctivulization
or topicalization. Theoretically, all casg ';élntions hive
an equal chince, scaantically i7 not stetistically, of
being focused upon and cast &g the subject of a sentence,
We are obligcd to choose among these pousibilities and
hence thelr corresponding Zoxms when e ére producing an
utterance. "It is to he stressed that the keyword heie is
not ‘optionality'; rather, it is 'sclection’.

We nay ask a related Qchtiou whether these candidetes
for selection wre indeed synonyinous alternations? From
my Xnowlcdge of the use of 'pussive' Forms in Chinese,

Englisn, and Japenese --to name just three common languages

rclevant to this issuve, the pussive structure secns to
carry with it soae connotutions not conveyed by the vetive

form. For eximaple, the passive markcer »di and its varionte

A,

v/ /
¢ed and &f, of pandarin Chinese always co-occurs with verhs
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vhich imblv undesirable con»cqurnccs.' In Chinese we would

L . oy . \ I. .
say Ta &i da lé, 'ile was beaten up.' but not “Ta &i shang le.

'He was gilven a rovard.,' Similarly, Xnglish 'get' co-occurs

with a class of verbs dmplyving adversity or undesirable event

as in ‘et killedt', °get blamed', 'get fired', 'get broken',
o o ’_,.I d

)

etc. (Tt was suggested during one of the meetinge of our
Cenerative Gramany Digcussion Group abt the Unlversity of

Hawaii that 'get marcied' also belongs to this category)

Vo

s for passive fomg in Japunzse, they coavey the fecling

of sulmissiveness, parsivity, and even an intended evasion

(e

of resvonsibility., In a report given by L. Niyakawa-llowa:rd

(1968) e Jepanese vrosive ig an adversitive passive.

e

then a person is mulking the statcaent that X ca kita '

visited ne,' he o W be neucral or favorablo to X's visit,
but vhen he says X ni korareta 'I vas visited kv X.' he
means that {'s visit is not welcoared. When combined with
the causative, the passive seens to indicate coaplete
passivity and frecdon froa regponsibility. This is wall
illusirated by the f£requent exprersion usad by hus 33:6‘

going home late to their wives: nonacarxeta 'Y weas made to

To returi: to case grawmnar which has_ incorpoxuated the
cholce of tactive' and 'ovussive' in the hase component, it

s haré to belleve that an agent.focuzed sentonce has

LD
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exactly the siame meaninq as its object-focused counterpart

or its instrurent-focuscd countesoart,. One nay argue that

-
focusing is only a matter of attertion shifting, a dificrence
in the degree of amphasis., Mowever, & shift of attention

often reduces the kackground, 4s & roesult, the distribution

of information becomes essentially different. The bits of
information carried hy these 'vyAOWVHOJs* sentences do not

match onn another. his can he shown by the results oif

anaphoric processtes, The portion of & sentence not in Ffocud
may be partially or wholly deleted but not the puztion in

focus., This implies that once & certain ficureé fﬁ'cast in
focus the ground sort of fadés, and that the geletable
portion of inforiation is not ag esgscential as the focused
poriion, The structural conflguration is Giflerent; the
Cestalt is il

eventually the neicelved neaning is different, IL we would

like to stick to the clain that transformations do not afifect
meaning, then we would have to incorporeéte focus and eaphasis
into the basge covponent just like what is Gone with negation,
It is the cranszo&matlonal onerator LIRS that carries the

reaning of newation and not the suzfecce fomas, say 'not!

e
and the auxilicry *dd in Znglish. Letdheal aconings of these ) J
vords are oaly Lo sacilitate lesdical insertion and they

have nothing to @dd to the sezantic interpretation already
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carried by the Ffuaction-word 1i#G. Hence it i

transition of foria without change of meaning thut is in-

volved when lexical itens are introduced. In this theoxy

wve are nore concerned with formnal, structural saaantic

) interpretation of uvtterances in termas of function and
) categories than With the membershin of thesce functional

or categoricl classes.,
Still we have the problaa of selection and trans-
formational constrailnts to deal with., If we are to coa~

pletely elininate toptional' transfomacticn and @;ace the
- :

burden of selection of alterndtive structures on the base
(w' comnonent, we would like to kaow ho. one off the several

svitactic categories &nd tronsformations? 0Or are there
A ]

statable rcasons for makihg one choice rather than the

5 production or perception of sentences involve at lewst tvwo

2 R

: ey

agent-focus and

the formaer and vses thoe latier oaly with & sense ©

(e e e
-
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vossible transforaational operators ig chosen. Are sentences

randonly genrcated ouvt of all the posgible combinations of

others? Onlviously there are situvational motivations. The

parémeters, namely, the struetural voraaeter and the_situau
tional parameter., One may wvish to auf a statistical para.
meter since some Fforas are indeed 'Ffuavored' @nd have hig¢her
freguency of occurrence, Poxr euianle, given the choice of

onject-focus constructions, Chinese favors
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sity and wadesirability, vhercas in fmis and Tagalog object-

o

3 focusel constructions are nmore freguently use and do not

limit theanselves to verbs implying undeciradle conseguences,

Noninalization of verks is very frecuently uvsed in Amis.

4
Utterances like ira tuloa ﬁ o gooi-ele nira tendaw tin aond
. AL YR 2L bental AR g

(f...-_,_,.-. o -t m———a o — e e
o

N
i

[£3]
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constitute approximately 3075 of fmnmis sontences involving
L) S, L] o ° . '
verbal constructions. Indesd such constructions are *
structucally sinilar to eguational constructions involving
v jire :
: two HP's like u inté aliv # kina pmetv aseci 'Yhis elderxlv necson
_ A Sl e, L {

{h' is my mothar.' That sepaj-tle is on P is marked by ku, the

VR R SALLIEEN L
2 1

| { article ugelG to introduce a focused KXP. In FEnglich cerunds
or verhal nouns are used muvcn loss frequently then in Zmis,

in Chincse sguch constructions cre ot ueed ot all. & vworde-

Ca-21 are tenxihly avitward i3 not vnaccontiile erroressions.,
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How wie can express this son

o s e
L]

individual laacuages in oux wresent theory is beyond the
[

scope of the present nuper. ov lot ug return Lo an eariné-

tion o the structural and situationcl Harmacters.
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Structural constraints on transfomaatlions are given
in the fom of 'structural description' (80) of the input
to the transfowmational rule, kut this device is guite

inadequate. For ingtance, it is incapable of expressing

~loly

structural relatedness and redundancy vhich is the primary

notivation for processes like cmhcadvna, pronoainalizetion,

and Geletion. Hventvally lobeled by aclieting and indices

are vweed, Conditions wnder vhich the trensfoxavtion does

not apnly are siiply listed after the structural descrinp-

o

tion of the input tree. Hor the purpouc o: 1ulust"tion

H
e

ghall cite logs' statenent of the conditions for prono-

Given the Zollowing 8Di

R A T
X = | =PO| =¥ = =DR0 . -3 LS

Ty
oo . L
& \ _,,
h 2 3 4L 5 izgerziminse Il
. b v

[84]
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¢ em—aem
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The following conditions aoply:

(1i) That che structural chenge in A, do subject

(1ii) “what reciarnrd nochonin
Tonlssalle 4if the U in

Vs
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This presentation, accurate as it hay bBe,

L]

froa being
elegant., what is happening is that vhen cfforts are nade
to simplify the base component the trongfomaetional. systen
inevitaily has to hecoane nore complicitted to accomodate the
varied surface structures. assualng & universal saunantic
hase commonent to ke demirabhle, ouit 'Lc...).; is to dprove on
the preseat convention forr eupressing transfomaational
constraints. “his is indeed no easy task and should e

4
s
the suzject of further studics compareble in size and scope

\u

to Ross' Ph.D. Dissertetion on constreints on variolle

Our concern here is the-situationsl perxancter vhich
is the nost didfdcult to tréce in struetural toms.  In
orc".cfc to incorvorete lincuistic wad situational contents

far actuvel cenmaccted Ciscourse, the problear of presunHosi-

tions is raised. IF we are to imiitatce comwunicsition in

& naory to hold the vrevious lincuistic coatest as vell

&s sonme vital informetion of the nersoar end situation in-

<
()
1t
<
Q
.. 3
o)
f"

agcomxmmicative proacss the eory is cohe-
Stantly scuimed to find caps in infomaation '.-sh.ich tiould
motiviite the nont speech cets  fhere seeas to He no U.p‘-_)é?.’
liait to the RCWEY a8 the subjects we can talln awout are
ouievelr, we z.;\z'.;._r Linie ouranlves to one sunject..

-

concicer onlyy the iiuxnadiate coatz:t.

.
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We can then scan our relatively snell nernory and see vhat

further infomation can be given or avkca for, I pronose
to Luild the menory just the sane way as the base comoneint.
The cells in the Lase conaonont are natched one Iy one vwith

in the

the inforﬁation stored in the corresponding cells
menory. then a gap 48 fouad, ve txy to
The gaps of inforxmation would be represented by the pr*seﬁce
o qp~s:¢on~uo-Cs in the cells. e ghall see in the Lol loving

discussion that a stimulug-regponce nodel as pronosed here

is not only comwonechsicel hut that it holss to disedlve
1N
certain prowleas concerning reference ohnd prosunpnositions,

3. Question-roxCs in the nneo Commment.

L the vse of language it is clewr that an explicit quention
{

in the conversation would condition the content and structure

Q

o

of the ensver., "he forms of the cucshions are well-defincd,

In Chineseg, @& 'yes-no' guestion has the fomn f-not-i vhile
question-vords like £hdéi ‘who', shimad fwhat', gbi shél 'Ly

whont' shouwld e ahle to get us the Aesired focuseld structures

for owr answers. hen anaphoric processes axre @pplied,

e

the part directly resnonding to the question-word ig

generwlly preserved., There are also cuestion—woxds o

c:mressions vhich would el

-

K3 T £ % IR PR s PN o
icit as Bholy ecodises seatneaces

with verbal constructions. mmples exes odo ghimd *fhek

SR SN P A

4 N
3 eyt ptepenead 3 0 itande der erendn . s :
does X dot, shichnd ghi ‘Uhat is golag on¥' or tlhat hapnenadi!
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The &wse component of & grisxacys is cctually o avotea of

guestion=vords, Ve have guention-toxds to replace all the

A jor categories and constituents, Ly the use of various
)

guestion-irorde i iunctions of thesoe constitucnts

can algo e awpressed. & logical Wiy to use the lancw
in connected digcourse is to ccan the HER0LY and Tind Lthe
picce of infouzuiiion we want to clahorate Wpon o & gep in

informuntion thet wo want o F11l., T Lhoe LO.JC' cLse

Pes

redundancies cxiet end wo have the motivetions to Coletr

part of the inforsztion., in the letiter case the ced >
- j e

- 2 voer . By T mde e pende £ e PRETE e e Y sv . e ol apredte st
: recclves gpecled sttention end senven &s thoe wotivation

for topicualizttion and eaphasis, Souotines 0o or ore

gaps nay be wiilled and nmay even sufeco with the cuestion.-

vords in them., Consider Doss' exnaolo: _
¥ho is buried vhere is unknown,

Rosg £inGs it dinficult to state mumetly vhet aré the origins

- of this particular seateace. e '3"0“' =ly hag in nind

? sentence~conjoining in the forw of 'rés e MLVP‘J' in cwe
g schame it would e very simsle o give thao oxigin such &

% - sentence, The two cells and their interrelations are

% the infomation gap that we are trying to #ill.

In the next workshop I shall worik out in detail the
use of question-vords in aOﬂhcnco gcu“ abion and the coenstroiuts

they diamose on the ruvlaes ol anns-o:xahma\
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COMPUTING AND CASE GRAMMAR
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Remarks on the attempted application of a computer program for
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1. Introduction

In this paper we are concerned with the attempted applica-
tion of a computer model of transformational grammar (based on
Aspects) to elx grammar based in part on more recent theorics, in
particular the lexicalist and case theories, The computer system
is one written at Stanford a few years ago and described in the
CACM, June 1969, and Friedman et al. (forthcoming), The gram-
max.- is the UCLA English Syntax Project grammar, written pri-
marily by Stockwell, Schachter and Partee and described in a two-
volume unpublished report and, we understand, some forthcoming
publications,

The main part of the paper describes our attempt to mesh
these two projects, First, it may be in order to comment on why

this seemed to be an interesting thing to do.

a, Historical background

The design and programming of our computer system for
transformational grammar was carried out, at Stanford, in the
two years September 19656 - August 1968, At UC.LA, for a period
slightly longer at both ends, the same sponsor (The Air Force
Electronic Systems Division) supported the project on the Integra-

Transformational

tion of/Theories on English Syntax, One idea in having the two

concurrent projects was that the linguistics project would write
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a graramar, and that our Computer Scicnce project would con-

struct some programs which would be in somne v.ay uscful as aids
to the linguistics project (and hence, to othér projects in which
grammars were being written).

As it turned out, there was somc interaction between the
two projects, We exchanged memoranda and working papers,
and in the spring of 1968, when our program: were essentially
complete, one of the members of the UCLA group came up on
two occasions and ran some simple grammars. These gram-

mars were small and preliminary, and while they embodied

. some of the ideas which were to be the basis of the final version,

they were not convincing evidence that we could in fact accept
the kinds of grammars we had set out to work with,

Notice that there is an obvious prcblem in writing com-
puter programs to accept .grammars -- that is, the notion of
what a grammar is can change more rapidly than computer pro-
grams can be written, A good recent example of this occurs in
Joan Bresnan's paper [ 1 ]; if her elegant argument abcut the
nuclear stress rule in phonology in fact influences the way in
which people write phonological rules, then of the current phono-
logical rule- and grammar-tester programs, those which do not
also handle syntax are immediately unable to treat stress, and

those which currently handic syntax iu.ad phonology in serial may

145
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be subject to major revision, This will depend of course on the
details of the particglar program -- the Bresnan suggestion might,
in some possible worlds, be handled with no program changes.1
In view of this history, it is not unnatural to be curious about
whether the final UCLA grammar could be accepted by our pro-
grams,

Another reason for the attempt to translate and run the
UCLA grammar is that it is the largest formal transformational
grammar of English available, This immediately makes it im-

portant, and would justify trying to put it into computer form.

. The computer form makes it much more accessible for purposes

of teaching and experimentation,

So much for reasons for wanting to try tg put the UCLA
grammar into our computer system. I will now describe very
briefly the form of the UC.L..A grammar, and then give a quick
sketch of what a computer syste:n for grammar looks like, Then
I will discuss in detail two specific aspects of the computer sys-
tem which directly affect the way we implemented the UCLA

grammar,

1Wt.'. intend to investigate the question of which of the possible
worlds is the actual one for our grammar-system and hope to be

able to comment on this in November,
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b. The UCLA grammar

The UCLA grammar [6]is a large (17 transformations),
relatively formal grammar, accompanied i)y a two-volume de-
fense, It draws linguistic insights from a variety of sources
and unifies them by presentation in a lexicalist-case framev/ork,
It is not the purpose of this paper to comment on the adequacy of
the grammar as a gramumar of English, nor to criticize it in an);
way.1 We take the grammar as given, and usec it as an example
in an investigation of how to represent case,

As a brief in'roduction to the JCLA grammar, we give
a short sample derivation, The derivation begins by phrase

structure generation of the tree?‘ of Figure 1,

1For a critical study of parts of the UCLA grammar, see

Friedman and Myslenski [M-11],

2 .
In the tree representation used throughout this paper, daughters
of a node are written to the right with left-most daughters in the
lighest position, Numbers indicate internal node numbers in

the computer representation,

bnd
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Points to notice about the base tree are first the case structure,

and second the somewhat unusual generation of feature specifica-

tions in the phrase structure component,

After lexical insertion, with verbs inserted before nouns,

a possible result for this base tree is:
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The first transformation which applies to this tree is

PREP-SPREAD, which moves the preposition over onto the first

preposition from the complex-symbol of the V dominating
M (that feature is not shown in the tree above because, as
we shall see later, in the computer system it was implemented
differently), |

The case placement transformations then apply, UOBJ
(Unmarked Object) selects _thgm as the objéct and adjoins it
as right sister of the verb puzzle., The corresponding preposi-
tion over is chomsky-adjoined to the right of puzzle. ACTSUBJ
(Active Subject) selects the girl as subject and adjoins it as left
sister of MOD, The corresponding preposition (node 13) is
erased,

Tile final step in completing the derivation is AFFIXSHF
(Affix Shift), which choms;ky-adjoins the tense marker to the
verb,

The resulting tree is given below, Its terminal string is

The girl puzzle PRES over the proof,
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¢ The computer system and its use

We have trga}ted the UCLA grammar within a computer
system designed to accept transformational grammars and to
generate sentences according to the rules of the grammar, The
computer program runs on severai different computers, including
both IBM and CDC machines, The user of the program prepares
a.computer readable version of a grammar, according to specifi-

cations provided. He also provides as input to the program in-

- formation about the types of output which he wants, He may ask

to see completely random trees, or, at the other extreme, to
see the result of transforming a particular base tree which is al-
ready proﬁded with its lexical items, Within this wide range,
the system makes it possible for the user to obtain trees which
relate to ’any particular aspect of the grammar of his current
concern, be it a particula.r transformation, or a particular lexi-
cal construct, The user also specifies to the program the
amount of output desired, both the number of runs for each input
specification and the amount of intermediate ou.tput in a deriva-
tion,

The program assists the linguist by providing examples
of derivations within the grammar., It is not an exhaustive tester,

nor are probabilities attached to the rules,
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The system is definitely not intended to be used for evalu-

ation of a grammar 'written by someone else; it is meant to help
the writer of a grammar, In completing the formalization of a
grammar to the point where it is comprehensible to a computer
program, there are inevitable decisions which will affect how the
grammar works, so that it is no longer entirely the responsi-
bility of its original authors, The translation process, if done
independently of the authors, may well distort their intentions --
(For example, there is more ;han one interpretation of the in-
struction "Attach node 2 to node 4' -~ is this as sister, daughter,
and so forth),

Examination of computer-lgenerated derivations is bound
to.turn up pr.oblems both in indiQidual transformations and in in-

teractions of rules, The similarity between a large grammar and

a large computer program suggests that it is unlikely that a con-

- sistent grammar can be written (particularly with more than one

author) without extensi\}e computer testing. (We computer pro-
grammers can't do it -- how could they be able to?) There will
be bugs. It is reasonable only to ask whether the bugs can be

repaired without doing violence to the structure of the grammar
-- to ask that a grammar be initially bug-free is asking far too

much,
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2, The Computer Model

We turn now toa mo‘re detailed examination of the model
which underlies the computer program, A.fter some brief com-
ments on the model as a whole, we will .examine the process of
lexical insertion and the use of n-ary features in the phonologi-
cal component, Once these two aspects of the model are under -
stood, it will be easy to see how the case grammar was imple-
mented,

" The model includes lexical insertion, phrase structure
generation, and transformation, The computer model is based

on an interpretation of the model in Chomsky's Aspects. How-

ever, it does not follow Chomsky in all his decisions, In a
number of cases we have <;ffered broader alternatives, and al-
lowed the user to agree with Chomsky as one possible choice.
An example of this' freedom is in the order of lexical
ingertion, We did not want to turn away users who want to in-
sert verbs first, and serve only noun-first linguists, , , indeed,
it seemed that one might want to be able to try either alterna-
tive, So we require the user to specify as an input to the pro-
gram (that is, as part of the grammar) the order of lexical in-
sertion, He can agree with Chomsky if he likes, (Actually, it

is hard to construct an example where it matters, )
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A recent major modification to the model is its extension
to include a phonological component, based in piart on the system

given in Chomsky and Halle's Sound Pattern, The program

changes needed for phonology n-ary features and variables over

feature values were extremely convenient in our translation of

the UCLA grammar,

a, Lexical insertion

" After the generation of a phrase structure tree, the next
step in the generative process is the insertion of lexical items
into the tree. Each lexical item is characterized by various un- .
analyzable explicit ieatures and also by contextual features,
which are analyzable as structural descriptions, These struc-
tural descriptions are matched against the tree to determine if
the lexical item is suitablé for insertion at a particular point,

If so, certain side effects of the insertion, indicated by the con-
textual feature, are performed as the item is inserted,

Tlo illustrate the use of contextual features, we give as
Figure 4 a simple lexical component, The illustration, which

is not to be taken too seriously, shows how inserting a verb

such as drink, which requires a liquid object, constrains the




"TLLUSTRATION OF LEXICAL COMPQNENT"
PHRASESTRUCTURE

5= 1 MNP YP o,
VP = v (1),
WP = (DET) M ,
SENNPSG

8ATCGo"v V N DET
IRHERENT .
ABSTRACT - AUIGATE COUNT  WMAN Licuip |
COUTEXTUAL
Y1 o= Qup/a o eLiauIng yy,
42 = CUP/C TS =L,
TRAIS = <VPS _ up >,
CHERL = <o DET _ >»,
AMIISUBY = <S<4 1up<e N|+AIIM\TFI> VP o #>y,
HANIISUBY = <S¢H# NPCY NI+ANIHATE [ VPC_ $3 45>,
ALLAOB S = CYPC _ PCE NI +ANITATE |55,
SAHTIOSS = C/RCT NP Cy N =ANINATE |55,
HABSTOBY = ¢vp¢ ~ npge u|—\;STR\CT;>>> .
RULES
[+COUNT| =>  pecurniiiov],
[ +ABSTRACT| =) | +Cuimion -AULBATE],
MU > LeAdATE ],
[+LIGIDL =  [=AHIMATE -ADS NACT D>,
[#ATIGATE]  =>  [=ABSTRACT) .
ENTRIES
SIUCERITY VIRTUE |+ =COUNT +A3STRACT|
SOY |+ +COUNT +HUHAN]
GEORGE RILL |+ -PHVIOP =COUNT +1usiaN|
THE | +DET]
EAT  [+V +V2 +TRANS +AHITSUBY +HABSTURY |
[+Y =T2AMS +ANINHSYDY |
FRIGHTEHN  |+V +TRANS +AHIuOuJ|
BOOX 143! =LIQUIS =AMIDATE +COUNT |
STUFF |+ +COr i
JEER | +H +COIWION +Ll7UlD|
PRIJK J+V V1 sANIN5URY |
BREAK 14V +V2 +ANIISUSS +HANITOBY +NARSTOBJ |

i

SEHDLEX

Figure 4
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-LIQUID, while selection of break constrains the object to one
which is not marked +LIQUID, At the same time the object noun
takes the appropriate value of the feature LIQUID, In Figure 6
we show the complex symbols associated with the object noun after
lexical insertion is complete, The example uses the vague noun

stuff, which is marked in the lexicon as +N and +COMMON

only, The underlying phrase structure for the sentence is

Pe
<<
-~
<

Figure 5

One of the consequences of this model of lexical insertion is that

the class of possible sentences is independent of the order of in-
sertion of V and N, We insert verbs first because it is more

(, ‘ efficient to do so,
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In sentence (1), the verb drink is selected. Drink is marked in
_the lexicon as |+V +V1 +ANIMSUBJ|. Vi and ANIMSUBJ are

both contextual features, The definition of the first of these is

Vi = (VP/(_ N|+LIQUID|). It specifies that a word with this

feature nust be inserted only in a VP, where it must immedi-

ately precede an N which is compatible with the feature

+LIQUID, Since ihe verb is inserted before the noun, the fea-

ture +LIQUID is added to the otherwise initially empty com- |
plex symbol for the N, as a side-effect of inserting the verb |

drink, The feature +LIQUID is added at the time drink is in- : 1

serted, and will thus force the subsequent choice of a noun to

be compatible with the feature +LIQUID, (Had a noun already
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been present, say by being specified on irpul, the selection of

drink would be poss'ible only if the noun. were compatible with
+LIQUID. ) Once the feature specification. +LIQUID is inserted,
the specifications -ANIMATE and -ABSTRACT follow auto-
matically by a redundancy rule in the lexicon, Insecrtion of the
verb drink also has a side-effect on the subject noun: the con-
textual feature specification +ANIMSUDBJ forces the subject
noun to be +ANIMATE,

In contrast to sentence (1), sentences (2) and (3) give

different sets of features for the object stuff,

Figure 6
COMPLEX SYMBOLS AFTER LEXICAL INSERTION
(1) GEORGE DRINKS THE STUFF
|+N -ABSTRACT. -ANIMATE +LIQUID +COMMON|
(2) BILL BREAKS THE STUFF
|+N -ABSTRACT -ANIMATE -LIQUID +COMMON]
(3) GEORGE FRIGHTENS THE STUFF

|+N -ABSTRACT +ANIMATE +COMMON]|

The use of contextual features and sidc-effects suggests
itself as a way of handling prepositions in case grammar without

a PREP-SPREAD transformation and without adding any new




mechanism to the system. Just as drink marks its subjcct as

+ANIMATE and its object as +LIQUID, so might a verb, say
rely, mark its ncutral preposition with a fe'ature selecting

uniquely the preposition on,

b, Featurcs in phonology

The fact that there is a small number of cases immedi-
ately suggests that case be treated as an n-ary feature, like
stress in phonology. In the UCLA grammar there are 7 differ-
ent case features, +ESS, +DAT, ..., +PART, and presumably
also some implicit reciundancy rules to guarantee that no node
is marked for two different cases, An n-ary feature expresses
just this situation: if CASE is an n-ary feature with 7 ppssible
values, then, by very basic conventions, no node can be marked
for twq Fli{ferent cases, since that would be to have two values
for the same feature,

As the treatment of the UCLA grammar developed, we
found the n-ary features to be extremely valuable in this and
other ways. To show how this came about we first describe the
parts of the system which we used,

i) n-ary features

In the purely syntactic versions of our computer system,

the values for featurcs were only the two signs 4+ and -, and the

N 1613
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unspecified value (roughly +) indicated by # Ihonology rules
require the use of lnpmerical feature valucs «nd of variables over
those values, These are the '"n-ary featurcs" to which we refer,
To handle n-ary featurcs, the syntax of trans={ormational gram-
mar was modified,1 so that (1) values moy be either signs orin-
tegers, (2) there are variables over feature values, and (3) re-
strictions allow numerical comparisons of featur~ values,
Numerical values are most important {or the stress rules,

A good example of the notation of our system is the auxiliary re-
duction rule, here somewhat simplified:

TRANS AUXRED "AUXILIARY REDUCTION",

SD % 1'|(ALFPHA)STRESS| ('C) '"| {BETA)STRESS| %,

WHERE (ALPHA>BETA) & (BXTA<4).

SC |-STRESS, MERGEF 1.
This rule applies wheneve.r there are two stressed elements, pos-
sibly separated by a consonant ('C). if the stress value of the

first is greater than that of the second, and the second is less

i
The new syntax rules for value are:

4,08 value ::= sign[] integer [] *[] -[] (prefix)

4,09 prefix ::= sign-prefix [] integer-prefix

4,40 sign-prefix ::= opt[ -] variable

4,11 inteper-prefiz :;= variable opt[sign intcger]
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than 4, then the {first becomes unstressed,

ii) variables over feature values

The AUXRED transformation illustrates also the use of
variables over feature valucs, ALPHA and BETA are used as
the variables, We see that they can be comparcd with one an-
other and with integers. Simple avithmetic is also possible,

For example, in one stress adjustment rule we find the change
| (ALPHA+1)STRESS| MERGEF 2. This will.add one to the value
of ALPHA and then store the result as the STRESS value of

node 2, 1

iii) phonological abbreviations

.The phonological component of a gramunar contains a set
of phoneme definitions, These phoneme definitione are used in
printirg a tree in which the phonemes are represented internally
only in terms of features.' The internal representation, needed
for the phonologiczl rules, is fully expanded, However, when a
tree is printeci out, only the abl;re\riation is seen, For example,
the output form of the tree for courage displays for node 6 only
the letter E with the feature specifications -TENSE, -STRESS

which are not part of the complex symbol that E abbreviates,

1More precisely, the node corresponding to the term numbescd

2.in the structural description of the rule,

1€5
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PHONEMES
Ge = |=CCMNS +VCC -RIGH ¢0ACK =~LUW =ANT +RGUND],
L= 1=ClAS +VOC =r1oH 4BAGK +L0a_=ANT_¢RCUNOY,
8 = |=~CLN5 +VCC ~biGH ~BALK +LCTd =A4T =RUUND],
A= [=CONS #VUC_ -hIGH ¢BACK +LUw +ANT =ROUND}, . .. .
£ = |-CONS +VCC =FIGH =-BACK =LOw —ANT =KOUNDI,
“UM =_ ] =CUNS +VCC_=FIGH +uACK_ =LOW =ANT =RCUNOY, :
EH = {=CCNS +VCC -hIGH ~BACK =LGW =ANT =RUUND] ., 4
R = J+CONS VUG =ANT_+CUR_#YUICED _~STRIU_+CONT Ly
S = |+CUNS =VCC +ANI +CCR =~VOICED #STRID +CONT|,
_J. = _I+CCNS =VGC _-ANT +CGR +VUICED +STRID ~CCNT(, __ _
K~ = |+CCNS =vuC ~ANT =CUR -VULCED =STRID =CuNT|,
G__ = I+CCNS =VCC =ANT ~CCR +VGICED -STRIO =CONT|o
$EN '

Figure 7

Phoneme Definitions

Q. |-TENSE =STRESSI

d |-TENSE -STRESS]|
G
E

| +DER |
I=TENSE =STRESS| |

fo- B NRTo W -

Figure 8

Output tree for courage

L
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3. Application to Case Grammar

At this point we have sufficient background to explore the
use of the aspects of the system described above to the represen-

tation of case grammar,

a, Case nodes and the CASE feature

Following UCLA, we introduce case nodes in the expan-
sion of the nodes PROP and NOM; the rules are:

fr4n PROP = V (ESS) (NEUT) (DAT) (LOC) (INS) (AGT) .

"0 NOM = (NOM (S), N (NEUT) (DAT) (LOC) (INS)
(AGT) ).
n§"  ESS = PREP NP.
NEUT = PREP NP,
AGT = PREP NP,

The first representational problem arises with rule 5, which UCLA

states not simply as above but as:

ESS - PREP NP
[+ESS] [+ESS]
NEUT - PREP NP

[+NEUT] [+NEUT]

This rule cannot be transformed directly into our phrasestructure
notation, Instead, we introduce the contextual features VCASE

and NCASE which will put case features on the case nodes, and




22

( the transformation FPLACE (which is the first transformation)
which moves the case feature to PREP and NP appropriately,
Thus in the list of inherent features, under n-ary features, we

have a feature CASE ., In the contextual definitions we define

VCASE = ( PROP (_ (ESS|1CASE|)(NEUT|2CASE|)...
(AGT|6CASE])))
NCASE = (NOM (_ (ESS|1CASE|)(NEUT|2CASE|)...

(AGT|[6CASE|)))

and we add the redundancy rules

[+V| = | + VCASE|

|+N| = |+NCASE|

which will mark every verb for VCASE, at the time of lexical

g

insertion, Conseﬁuently as soon as the verb has been inserted |
in the tree, the case nodes will contain the CASE feature with
the correct value,

The CASE feature is moved onto PREP and NP by
the transformation FPLACE:

"FEATURE TRANSFORMATION?"

TRANS FPLACE I AACC,

SD % % |(ALPHA)CASE| (1PREP 2NP) %.
SC |(ALPHA)CASE| MERGEF 1, |(ALPHA)CASE| MERGEF 2,
This transformation is the only one in group I and is applied

( : throughout the base tree before any other transiormations are
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applied, It matches an arbitrary node (*) which has a specifica-

tion for the feature CASE and has the daughters PREP and NP,
The structural change marks the PREP ar'xd NP with ;he same
CASE specification as the parent node,

In the UCLA grammar the value of the feature CASE is

represented as a subscript on C:

s.1. X {;’I}  [PREP NP] X _[PREP NP] X (page 864)

+C,~OBJ ! J

The CASE feature would allow us to state this structural de-
scription as
SD % * |(ALPHA)OBJ| * |[(GAMMA)CASE| (PREP NP) %

% |(ALPHA)CASE| (PREP NP) %.

b, N-ary features for object and subject selection

The SD above als.o illustrates the n-ary feature OBJ
which selects the correct case for Object (an n-ary feature SJBJ
also exists), The feature specification written by UCLA as
+CJ.-OBJ is for us the feature specification jOBJ, where j is
an integer. (This appears to be a true n-ary feature because
UCLA never uses -Cj-.OBJ. )

In the LEXICON entries are marked for OBJ and SUBJ,
For example, accuse, which makes DATIVE the object, is 30BJ;

contain, which takes locative subject, is 4SUBJ,
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c. Fecatures for prepositions

As we interpret the UCLA grammar, there are four dis-

tinguishable types of occurrences of prepositions, Certain oc-
currences (1) are '"real" and "meaning-bearing', These are
selected from the lexicon, Other occurrcnces (2) are predictable
from the verb and case, For example, laugh takcs at for the

NEUT case, and puzzle takes over for NEUT, Some occur-

rences (3) of of, for and by are inserted by transformations
(other-than PREP-SPREAD), Finally, othcer occurrences (4)
are predictable from CASE alone, unless the default choice
has been overridden earlier in the derivation,

In the UCLLA grammar a transformation PREP-SPREAD
inserts the prepositions in the second group above, It is argued
that PREP-SPREAD must occur after GERNFACT (gerundive,
non-faétive) because type‘(Z) prepositions must not be selected
by that rule, We have restated GERNFACT to distinguish be-
tween "real'" and other prepositions, and thus do not need
PREP-SPREAD. The choice of preposition for a particular case
can be stated as part of the case frame feature, and the PREP
will at lexical insertion time be marked with the correct speci-
fication i PRP, For example, laugh has the contextgal feature
+ (PROP (_ (NEUT ( PREP|1PRP|%))AGT)). This specifies

that its case frame requires an AGT and may optionally contain
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a NEUT. Ifit contains a NEUT, the corresponding PREPF will
be marked 1PRP..1

The n-ary feature PRP has one value for each word
which can occur as a preposition of type (2), (3) or (4) above.

In the course of a derivation, prepoeitions (2) and (3) do not ex-

plicitly appear as terminal symbols but are carred as the PRP

hN

)

/

feature on PREP,

1 . . . . . .
In discussion of an earlier version of this paper, David Bennétt

pointed out that this view of prepositions may be somewh/a(sim-

plistic, a~ there seems to be a continuum from verb-((vhich
take only' one NEUT préposition (rely on),/m_/erbs which have

a small class of possibilities (laugh at, laugh over), to verbs .

8

which are free to take any ''real" preposition, Several possi-

bilities suggest themselves as solutions to this

problem: one might provide several complex symbols for laugh,

w

each with a different preposit'ibn selection, Or, one might use
a feature, say DURATIVE, to distinguish between the two, as-

signing laugh the specification *DURATIVE in the lexicon, so

that the system will select either 4+ or - at the time of lexical

insertion, and including redundancy rules which imply that if
laugh is +DURATIVE, over is selected, if -DURATIVE then

at is selected,
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A final transformation PREPINS creates corresponding

terminal nodes fcr PREP's which remain, If PRP occurs
(type (2) or (3)), its value determines the preposition; otherwise

(type (4)) the value of the CASE feature decides,

PHONLEXICON
PHON .

AT = |1PRP|,
OF = |2PRP|,
TO = |3PRP|,
FROM = |4PRP|,
WITH = |S5PRP],
BY = |6PRP|,
OVER = |7PRP

$ENDPHON

" "POST-CYCLIC TRANSFORMA TIONS"
TRANS PREPINS V OB AACC,
SD 9% 4PREP 9%, WHERE TRM 1,
SC IF <1 INC1 |(ALPHA)PRP]| >
THEN < ('|(ALPHA)PRP|) AFIDE 1 >
ELSE <IF <1 INC1 |(BETA)CASE]| >
THEN < (' | (BETA)PRP|) AFIDE 1 >>,

After PREPINS the terminal preposition nodes have the
feature PRP but do not have the decoding of it ;18 an actual
preposition, But this is supplied from the PHONLEXICON by
the same process as that which supplies letters in place of phono-

logical complex symbols, Thus the tree may remain
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S HP oo s JOIN!
PROR—V~<- -~V --——-PUZZLE

PREP— Y| 7PND|

e

but whenever it or the corresponding sentence is printed, over is

substituted for [7PRP], by a decoding from the PHONLEXICON.
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4. Representation of Lexicalist Theory

The UCLA grammar is a lexicalist-case grammar, We
have discussed our implementation of the gr'ammar in the compu-
ter system from the point-of-view of case. It remains to dis-
cuss the formal implications of the lexicalist hypothesis, Heve,
in contrast to case, we did not really make a serious attempt to
capture the lexiculist aspects of the grammar, Nonetheless we
did consider those points which would need to be handled in a
thorough treatment, We present them here, as a possible basis

for later work,

a, ' Choice between V and N __iEtransfbrmations

Many of the UCLA transformations have structural de-

scriptions  of the form
A .
(M )

where what is meant is that there is either an N ora V which

has the subanalysis given in the square brackets. In our notation

this cannot be so simply stated since the obvious translation
(V,N) ( con )

is not syntactically well formed, In the system, a structure

cannot have a choice as head element, Thus, the above must be

stated in the equivalent form

o , 1/,
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(Vv (... » N( ... N
It should be noted however that the UCL.A staternents of the form
above point to a somewhat spurious genc;'a]ization, since they
ave gencrally accompanied by rather strong conditions to distin-
guish cases acceptable for V frora those wcceptable by N, The
need for these conditions makes our required form scem less

offcnseive,

b, Distinguished role of the sentence symbol

In the system the sentence-symbol S is distinguished in

several ways: i) it is the only recusrsive symbol in the phrase-
sfructure, ii) the phraée-structure gener.tion routine will not
introduce an S unless it is explicitly called for by the skeleton,
iii) the analysis routine will not search beclow an S unless the
S is explicitly given in the structural description,

The parallelism in a case grammar between S and NOM
suggests that they should be treated alike in all three respects,
i) In stating the phrase-structure for the UCLA grammar it was
necessary to repeat sevcral times the expansion rules for NOM,

This would be unnecessary if NOM as well as S were recursive,

If this were true, then ii) would also need to be extended to NOM

to avoid oversizc generations, iii) A technical error in the UCLA

grammar arose from the failure to notice that one of the implica-

tions of the lexica.ist-class hypotherin is that a case node following
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(. a V may not be the casc for that V, but rather a case node as-

sociated witha NOM under some other case node [see M-11],

For example, in the tree below, the structural description

X {s} NP X AGT X

| + PASS

selects the AGT under the first NOM, not the (intended) one

immediately under the PROP,

- PROP V |+PASS|

C PREP
NOM coe

AGT

where Ci is eith:r DAT or LOC, This would causz trouble
were it not ruled out by cxtra-grammatical arguraents, (The
| documentation of the grammar indicatee th' t every +PASS
verb requires an AGT,) However, there are transformations

of the grammar which do fail for this reason,
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c. Cycling in the control program,

The system is designed so that the traffic rules need not

be limited to cycles on S only, (Sec Nagara and Smith [ M-7]

for an example of cycling on NP), The UCLA document docs not
consider cycling at all, but the form of the lexicalist theory sug-
gests that the standard LOWESTS cycle should probably be re-

considered in favor of cycling on both § and NP,

d, X, Xand X

The use of PROP, NOM, etc. in ihe UCLA grammar is
designed as a representation for Chenysky's :}_—Q X and X, where
X is a variable taking the values Vv and N. The present nota-
tion does not automatically display the relationship between PROP
anc.l V as V and V, A featufe representation could do thi's:
V|2 BAR|, V|1 BAR|, V0 BAR|. It would be interesting to see
how this change of notation would affect th. statement of the

transformations,
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Some Tables from

A Syntactical Analysis of Some First-Grade Readers

by
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Text

Ginn
Scott-Foresman

Totals

TABLE 1

Utterance Count

Pre-Primer

858
658
1496

\

Primer

1343
1040

2385

182

Reader

1925
1450
3315

Total
4126
3128
7254




~
\

Part of
Speech

adjective
adverd
article
common noun
conjunction
copulative
verb
interjection
interrogative
adJjective
interrogutive
adverd
interrogetive
pronoun,
obJective
case
interrogative
pronoun,
subjective
case
intransitive
verd
locative
modal
negation
number used
in counting
preposition
pronoun,
obJective
case
pronoun,
subjective
case
proper noun
rejJoinder
relative
pronoun,
objective case
relative
pronoun,
subjective case
salutation
sound
subordinate
conjunction
"to" used with
infinitives -
transitive verb
vocative

Parts of Speech in Corpus

Abdbreviation

P(2)

P(1)

RP(2)

RP(1)

CON

REO

10

TABLE 2

Example

pretty
fast
the
house
and

is
oh

which

how

wvhom

who

g0
here
can
not

one
into

-him

he
Betty
ycs

vhom

who
hello
zoom

that

to
1835,

Examples of Types

Containing more than 1 Word

ice crean

Mr. Grecn, Fricky Kitten
all right, thank you

Good day, Happy birthday

Mr. Green, Frisky Kitten
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TABLE 4

Lot il

Statistics for Utterance Types under Original Classification

Text

Ginn Pre-Primer

Scott-Foresman
Pre-Primer

Pre-Primers Combined
Ginn Primer
Bcott-Foresman Primer
Primers Combined
Ginn Reader
Scott-Foresanan Reader

Readers Conbined

Total Number $ of Types with $ cf Types with

of Types Frequency > 5 Frequency > 1
250 10.4 45.2
21 8.3 ° 28.9
L5k 10.1 39.9
664 5.0 28.8
666 3.3 19.1
1185 4.6 26.3
1099 3.3 25.8
1096 ‘1.6 12.3
2015 2.9 21.3%

l
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TASLE 10

Rewrite Rules of the Noun-Phrase Grammar

NP P
NP G

Ne = (1) + ([ A0) + n

NP 2 A+A +A+N

TABLE 11

{ Revrite Rules and Parameiers
of the Noun rhrase Gramusr

Hewrite Rules Parameters
"ithih’
Rule-Chcice  Rule-Zhoice
Frobabilities Probebilities

NP P ' A
NP -G . A2 321
A . B
1l B
B2,
NP A+A +A+N Ah ' ’
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31
TABLE 15

Comparison of Total Chi-Squares for Noun-Phrase Gremmar

. No. of Phrases Total Degrees
Text Accounted For Chi-Square of Freedom
Ginn Pre-Primer T72 5 1 :
Scott-Forcsman
Pre-Primer 672 2.3 0
Pre-Primers Combined LT 1.3 1 .
Ginn Primer 1664 52.2 2
Scott-Foresman Primer 1482 42.6 1
Primers Combined 3146 95.3 2
Ginn Reader 3081 | 81.5 2
Scott-Foresman Reader 2651 177.5 2
Readers Com ined 5732 C 247.6 2
- A1l Combi: 2 10322 ~ 316.8 2
'
4
J
(. '
« .188
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TABLL 16

Observed and Expected Frequencies, Chi-Square Contributions, and Total
Chi-Squares Tor cach Section of the Corpus for Noun-Phrase Grammar

GINN PRE-PRIMER
0BSERV. EXPECT, CHI«#2 SOURCE

230  230,0 0 P
254  254,0 0 G
76 73,4 ol N
23 24,2 ol AeN
g 9.3 2 A+A#N
12t 123,6 ol T4p
42 40,8 <0 THARN
17 15,7 ol THA+AHN
! 1.0 A+A4 A+ N
! 1.0 RESIDUAL
112 7712,0 5 TOTAL

- i DEGREES GF FREEDOM

SCOT1-F ... VAN PRE-PRIMER
OBSERV. EXPFCUT., CHI*#*2 SOURCE

424 424,0 0 P
132 132,0 .0 @
33 36,3 3 N
24 20,0 8 A+N
4 4,7 A+A+N
36 32,7 3 TN
14 18,0 9 T+A+N
S 4.3 T+A+A+N
9 9.0 «0 EXPECTED FREQ. LESS THAN 5.0
0 .0 A+A+A+N
0 .0 RESIDUAL

672 672,0 2,3 TOTAL
0 DEGREES OF FREEDOM
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TABLE 16 (continucd)

PRE-PRIMERS COMBINED
OBSERV., EXPECT, CHl**2 SOURCE

654 654,0 0 P
386 386,0 0 G
109 110,9 0 N
47 42,9 od A+N
12 14,2 o3 A+A+N
157 155,.1 0 TN
56 60,1 o3 TH+AMN
22. 19.8 2 T+A+A+N
! 1.0 A+A+A+N |
! 1.0 RESIDUAL
1444 1444,0 1.3 TOTAL

1 DEGREES OF FREEDOM

L
CINN PRIMER
OBSERV, LXPECT, CHI»x2 SOURCE
127 27,0 0 P
286 286.0 0 G
86 130,83 19,4 N
128 92,8 9.8 A+N
56 4] .4 S¢2 A+A+N
227 182,2 11,0 T+N
99 129,2 7.1 T+A+N
A3 57.6 3.7 T+A+A+N
i 17 17.0 o0 A+A+A+N
0 .0 RESIDUAL

1664 1664,0 52,2 TOTAL
2 DEGREES OF FREEDOM
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TABLE 16 (continucd)

SCOTT-FPORESMAN PRIMER
OBSERV. EXPECT, CHI**2 SOURCE

TR 78‘.0 0 P
220 220,0 0 €
63 98.2 12.6 N
110 85,5 7.0 A+N
43 32,3 3.6 A+A+N
153 117.8 10,5 T+N
18 102,% 3.9 T+A+N"
28 38,7 $.0 TH+A+A+N
3 3,0 A+A+A+N
3 3.0 KESIDUAL

1482  1482,0 42,6 TOTAL
| DEGREES OF FREEDOM

PRIMERS " MBNED
OBSERV, EXPECT, CHI**2 SOURCE

1511 1511,0 0 P
506 $06,0 ol G
149 229,4 28,2 N
233 177.8 17,1 A+N
99 73,7 8.7 A+A+N
380 299,.6 21,6 T+N
177 232,2 13.1 T+A+N

11 96,3 6.€ TH+A+A+N
20 20,0 o0 A+ +A+N
0 .0 RESIDUAL: ' 1

: . 3146 3146,0 99,3 TOTAL
2  DEGREES OF FREEDOM |

TWEY T et s v
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FILMED FROM BEST AVAILABLE COPY

v,

CHIxx2 SOURCE

‘ 35
Lo TABLE 16 (continued)
GINN READER

08SERV, EXPLCCT.
1143 1143,0 o0
AT3 4713 ,0 0
215 297.5 22,9
238 185,6 14,8
103 72,9 12,4
S56  473.5  14.4
243 295.4 9,3
86 J16,1 7.8
24 24,0 .0

0 0
3081 3081,0 81,5

OBSERV,

997

323

239

370

97

A30

148

r 31
16

0
2651

SCOTT-FORESMAN READER
CHIxx2 SOURCE

EXPECT,

997.0
323,0
339,2
278,1
68,7
309,8
239.9
59.3
16,0

-,0
2651,0

0
0
40,2
30.4
11.6
46,6
35,2
13,5
0

177,5

P

G

N

A+N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TOTAL
DEGREES OF FREEDOM

P

G

N

A+N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TOTAL
DEGREES OF FREEDOM




TABLE 16 (continued)

OBSERV.

2140
196
454
608
200
986
391
117

40

5732

OBSERV,

4305
1688
712
g8s
31!
1523
624
210

10322

READERS COMBINED

EXPECT., CHIxx2 SOURCE
2140,0 .0 P
796,0 0 G
659,4 GA,0 N
457,95 49,5 A+N
145,2 20,7 A+A+N
780,6 54,0 T+N
541,5 41,9 T+A+N
171,.8 17.5 T+A+A+N
40,0 o0 A+A+A+N
.0 RESIDUAL
5732,0 247,6 TOTAL
2 DEGREES OF FREEDOM
ALL COMBINED
EXPECT, CHI*%2 SOURCE
4305,0 0 P
1688,0 .0 G
1000.7 83,3 W
677.0 65.8 A+N
233,3 25,9 A+A+N
1234,3 67.5 T+N
835,0 53,3 T+A+N
287.7 21,0 T4+A+A+N
61,0 «0 A+A+A+N
-l RESIDUAL
10322 316.8 TOTAL
2 DEGREES OF FREEDOM

193




3500

2500

Frequency

1000

500

—— Observed

-n wm - Prodicted

Ronk Order

Fig. 1. Comparison of observed and predicted frequencies
for noun phrases (entire corpus).
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The Grammar for Statements with Verbs

Rewrite Rules

TABLE 37

Statements with single subject, single
predicate, and no embedding:

s ~ffs

i?“.
8 -»9C }|+NP
Al

8 - (VM) + VP

§ - (vu)m?i’?

8 -+ NP
W,

8 NP +VMVP

1,31

. 8 = C-!VM+NP

8 -0VP1’2

+VP

+NP

1,2 k,t2

+(vM)+(K)

1,3

+WM
i,

Py,3,04 V%, g

+VMHA4K

((mll

VPi’J+(VM)+(K)

+ ()

+VP +VM+NP l
]

8 NPi’ J’1+VP1’ J+(VM)+A+ ([\;(M))

Rule~Choice
Probabilitics

h

&

vt

> & L

>

Parameters
Within-Rule=-Choice

Probabilities
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TABLE 37 (continued)

II.

10.

11.
l2.

13.

III.

14,

) 15.

16.

17.

18.

19,

20.

2l.

22,

Statements with compound subjects or
compound predicates:

f(x {\
S —~ VP1’2+C+VP1’2+(NPk",,’2)+\{VM'/

S = NP +VP

19,141, g OV g+ (VB o) +(W)

S = (VM)+N'P1’J’14C+NPk’L.’1+VP2’L+(NPm’n’2)+(VM)

: J (VM)+(NP1’J”1)+VP1’J+NPk’l’2+C+NPm’n’2+(VM)
where J = 2 1f NP is deleted

i,J,1
Statements with embedding:

S - (VM)+(NJ’1’J’1)+VP1’J+NPK’L’2+VP3+(VM)'

where j = 2 if NP is deleted
i,J,1

NP, +VP_ +NP +(VM)

8 —.(NPist1)+VP1sJ+ 142 "3 "myn,2

where J = 2 if NP is deleted
"1,3,1

kpk’[’2 ?

NP + VP +6.
8 —.(NPist1)+vpisJ+ {NPk ,;2J * m,n,l m,n
RV S

where J = 2 if NP is deleted
i,3,1

S - (VM)+N‘P1’ 3,14, J-»o+v1>3+(m>k’ 4’2)+(VM)

S - NP +VP, _+NP

i,J,1 "1, "

S - NP
H

4 J,1+C+NP +VP_, +0+VP_+VM

k’t”l 2’L 3

S - NP +VP

1,J,1 HHO0+VP

1,3 3

S5 - NP +VP

1,.1,1 +VP

+0
+VP_+NP, ,é, 3

i,J 3 k,t,2

| S = Npisd ’1+VP1’J+A+O+V%+(VM)

19¢

+0+VP_+ {Npm’"’2 \‘,
1,£,2 3 \(NP ,n,2+VP3 } +(VM)

10

11

15

A

Yo

Mg

19

A0

Axn

Ay

B &
22 BRE

R &

B R

rog H&

B R

e g

TE BB
o N

Bll
3112
Bll

o)
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| TABLE 37 (continued)
{ .
23. 5 - NP, , |4VP, 4CONO+VP, Ays
Bl31
' BY
2h, S - NP, +(NP Y+(VM)+CON+NP + 1 1 Bl3,°
. 1,3,17VF, 5+ 0By o wm,n,1 Ay, Mo By gy
- 3
m,n
((vri,n+VMs
in NP = { = 1,2 = pumber

1DJDk
J =12,3 = person

k= 1,2 = case

in VPi’J =1 = 1,2 = number

J =1,2,3 = person

= infinitive form (verds lacking infinitive form
may not be used)

VP;

Obligatory transformations:

1. If "VM" is an adverbial phrase of locaticn or direction (for example: here,
up, away, then up, off to the store), or if if "VM" is one of these descriptions-
B "hippity-hop", "faster and faster", "swish", "swish, swish", "hop, hop "
"splash, splash", "left foot first" "right foot first", and and if "VP

is8 & form of "to be" or one of these verbs of locomotion° 1,J
llwalkl.l’ "Jump", "go", "run", "come", "1‘011", ubuzzn’ and if Npi 5.1 { P, then
. ’dy
c +VM+NP +VP +ooo C)+VM4+VP +...
(c) 13,1V, g0 = (©) 1,3"",3,1

2. If "WM" is "80" and "VP1 " 18 a form of "to be" or "to do", or is: "can",
?
"could", "may", "will", "shall", or "must", then

- VM+NP +VP VM4VP NP
| 1,3,17 1,3~ 1,377 1,3,1
3. If "VP& J" is a form of "to be", then
ooo""VP k,l, "'Too -0..o+VP1 J+NP l, +ooo
4, 1f "NP1 P 1" is "what + NP", then
vy
oo +NP +VP +NP +... see . cee
1,3,17VF1, 3,1 gote e = oo tNBy o NPy 4 1#VRy 5
5. If "VP1 J" is a form of: "to wish", “to think", "to say", "to guess", or
b}
"to know", then
..."‘ +v +... o0 0 [N N )
[ERJ}:‘ NP 1,3, 1 J+NP £ 2 P3 -» +NP1’J’1+VP1 J+NPi,4, +VPk’£f
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TABLE 41

Comparison of Total Chi-Squares
for the Grammar for Statements with Verbs

Text

Pre-Primers Combined
Ginn Primer .
Scott-Foresman Primer
Primers Combined

Ginn Reader
Scott-Foresmar Reader
Readers Combined

(~ All Combined

No. of Statements
Accounted For

1072
892
636
1528
11387
835
2222

4822

189

Total
Chi-Square

364 .7
249.6
254.2
478.3
406.3
206.0
729.2
1644 .0

Degrees

of Freedom

2
-8

25
15
Ly
61
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TABIE h2 (continued)

i
ALL CQMBINED
OBSERV., EXPECT, CHI*x2 SOURCE
653 668,1 e3 NP(1)+VP+NP(2)
31 54,6 10,2 NPC(1)4+VP+NP(2)4K
363 324,3 4,6 NP(1)4+VPHKRP(2)+VUNM
47 45,3 ol C+NP(1)+VP+NP(2)
! 3.7 C+NP(1)4+VPH+NP(2)4X .
23 22,0 o0 CH+NP(1)4+VP+NP(2)+VNM
88 81,0 o6 VMNP (1)+VP+NP(2)
| 6.6 4,8 VMNP (1)+VP+NP(2)4X
38 39,3 «0 VMENP(1)+VP+NP(2)4+VM
108 223.8 59.9 NP(1)+VP
601 3%4,0 172,4 NP(1)+VP+ WM
3 54,7 48,9 NP (1)+VP+X
7 86.5 78.1 NP(1)4+VP+VMEK
20 6.9 27.7T R+NP(1)+\P
| 10,3 8.4 R+NP(1)4+VP+VM
0 1.6 R+NP (1)+VP4K
( 1 5.3 3.5 EXPECTED FREQ, LESS THAN 5,0
0 2.5 R+ NP (]1)4+VP+ VMK
| S9 42.8 6.1 C+NP(1)+VP+VUM
| 0 6.6 6.6 C+NP(1)+VP+X
2 10,5 6,9 C+NP(1)+VP+VMK
268 164,0 65.9 VMNP (1)+VP
. 240 259,9 1.5 VM:NP(1)4+VP+VUM
17 40,1 13.3 VMNP (1)+VP+X
2 63.4 59,5 VMNP (])+VP+ VMK
124 126,9 ol VP+NP(2)
34 10,4 53.9 VP+NP(2)+K
27 61,6 19.4 VP+NP(2)+VM
18 12,9 2.0 VMEVP+NP(2)
3 1ol UM+ VP4+NP (2) 4K
13 6.3 7.3 VMVP+NP(2)+VM
95 214,5 66,6 VP
253 339,2 21,9 VP+VM
221 82.9 230,0 VP+VM+K
3 8.4 3.5 V4 VP+UM+K
156 52,4 204,7 VP+K
4 9.3 o3 VM VP4K
- 4 21,8 14,% VM+VP
23 34,4 3.8 VM+VP+VUM
( 13 13,0 «0 NPC1)+VP+VM+NP (2)
7 7.0 «0 NP(1)+VM+VP+UM
9 9.0 «0 C+VMENP(1)+VP
28 92,9 11.4 VP+C4+ VP
72 38,2 30,0 VP+C+VP+NP(2)
o . 235 25.% +0  VP+C+VP+VM




TABLE 42 (continued)

[y} Nt o om o - o )
-3 =D NOO =l

o e
- ON=—=O0ORAWOWUVn Vv OVUNS

- e
~d VN =O0ONAON

13
42
32
15
29

0

0

L2 30 Rl \ Radinst
» Va3 )~D0g = (s

4,3
1.9

x
.

O ANAONUVRNO  AAN VW >2UNONNAONINN—=v

G ) o=
o o o

[ ]

»
° o o 0o o

- N
=N VUSE W3O ~N—NON

- e
o o 00 0 0 00

G 0D L)
WP HUNO N VPAO=VDH W

e o 0o 0 0 o0
(7]

N
0

?

5.4

o =
NOWN
o & o o
-2 0 W

VP+C+VP+K
EXPECTED FREQ., LESS THAN 3,0

VP+C+VP+NP(2)+VN
VP4+C+VP+NP (2) 4K

NP (1)+VP4+C+VP

NP (1 )+ VP+C+VP+NP(2)

VP (1)4+VP+C4+VP+VUN

NP (1) +VP+C+ VP+KP (2)4+VM
NPC1)+C+NPC1)+VP
NPC1)4C+NP (1 )+VP+NP (2)
NP C1)4+C+NP(1)+VP+NP(2)+VM
NPCI)4+C+NPC1)+VP+VM
VMNP C1)4C+NP (1) +VP

EXPECTED FREQ, LESS THAN 5,0

VMNP (1) 4C+ NP (1 )+ VP+NP(2)
VMNP (L) +C+NP (1 )+ VP4+NP (2)+VM
VMNP (1) +C+NP (1)+VP+ VM

EXPECTED FREQ, LESS THAN 5,0

VP+NP (2) +C+NP (2)

VP+NP (2)+C+NP (2)+W

NP C(1)+VP+NP (2)+C+NP(2)

NP (1)+VP+NP(2)+C+NP (2)+VN
VM+ VP+HP (2) +C+NP (2)

VMt VP+ NP (2)+C+NP (2)+VM

VM NP (1) +VP+NP (2) +C+NP (2)
VME NP (1) 4+ VP+NP (2)+C+NP(2)+ VM

EXPECTED FREQ, LESS THAN 5,0

NP(1)4+VP+A
NPC1)4+VP+ VA

NP (1) 4+ VP+A4K

NP (1) 4+ VP+VM+ASK
NPC1)+VP+A+WM
NPC1)+VP+ViH-A+UM
VP+ UM+ A+K

NP (1)4+VP+A+0+VP

NP (1 )4+ VP+A+04+VP+VM

VP+NP (2) + VP

VP+NP (2)+VP+UM

NP (1)+VP+NP(2)+VP

NP (1)+ VP+NP (2) +VP+ VM
UM VP+NP (2) + VP

VM- VP4 NP (2) +VP+ VM

1
EXPECTED FREQ. LESS THAN 5,0
92451




TABLE 42 (continucd)
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7
7
8
5
5
4
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VM NP (1) +VP+NP(2) +VP
VNP (1) +VP+NP (2)+ VP4 VM

EXPECTED FREQ, LESS THAN 3,0

VP+NP (2)+VP+NP (2)

VP+NP (2)+VP+NP (2)+VM

NP (1)+VP+NP(2)+VP+NP (2)

NP (1)+VP+NP(2)+VP+ NP (2)+ WM
VP+NP (2)+NP (1 )+ VP

VP+NP (2)+NP (1) +VP+VM

VP+NP (2)+NP (1)+VP+0+VP

NP (1)+VP+NP(2)+NP (1)+ VP

NP (1)+VP+NP(2)+NP (1)+ VP+VM
NP (1)+VP+NP(2)+NP(1)+VP+0+VP
VP+RP (2)+NP (1) +VP

VP+RP (2)+NP (1)+VP+VM

EXPECTED FREQ, LESS THAN 5,0

VP+RP (2)+ NP (1) +VP+0+VP

NP (1) +VP+RP (2)+NP (1)+ VP

NP (1)+VP+RP (2)+NP (1)+VP+VM
NP (1)+VP-+RP (2)+NP (1) +VP+0+VP

NPC1)4+VP+0+VP

NP (1) +VP+0+VP+NP(2)

NP (1)+VP-+O+VP+NP(2)+VM
NP C(1)+VP+0+VP+ UM

VM+ NP (1 )+ VP+ 0+ VP

VMNP (1) +VP+0+VP+NP (2).

EXPECTED FREQ, LESS THAN 5,0

VMNP (1) +VP+0+VP+NP (2) + VM
VMR- NP (1) +VP+0+VP+ VM
NPC(1)+VP+NP(2)+0+VP

NP (1) +VP+NP(2)+04+VP+NP (2)

NP (1)+VP+NP(2)+0+VP+NP(2)+ VP
NP (1) +VP+NP(2)+0+VP+ VN

NP (1)+VP+NP(2)+0+VP+NP(2)+WM
NP (1)4+VP+NP(2)+0+VP+NP(2)+VP+ VM
NP(1)4+C+NP(1)+VP+0+VP+VM

NP (1)+VP+VM+ O+VP
NP(1)+VP+0+VP+NP(2)+ VP

NP (1)+VP4+CON+O+VP

NP (1)+VP+CON+NP (1)

NP C(1)+VP+CON+NP (1 )+ VP
EXPECTED FREQ. LESS THAN 5,0

NP (1)4+VP+CON+NP (1) +VP+ VM
NP 1)+ VP+NP(2)+CUN+NP ()

2 NPC1)+VP+NP (2)+CON+NP (1) 4+ VP



TABLE 42 (continued)

6
0
8
8
-
!

O wvw OoOw ¢

4822

N G &0 ~ VO B e W
)
xR

.
0N = I ¥ 3

2.0
4822,0

0

o9

oh

1644,0

EXPECTED FREQ, LESS THAN 5.0

NP (1)4+VP+NP (2)+CON+NP (1)+VP+VUN
NP (1)4+VP+VM:CONSNP (1)

EXPECTED FREQ, LESS THaN 3,0

NP (1)+VP+VM+CON+NP (1) 4+ VP
NP (1) 4+VP+VMCON+NP (1) +VP+ UM

EXPECTED "REQ, LESS THAN 5,0

NP(1)4+VP+NP (2)+VMH-CON+NP (1)
NP (1)4+VP+NP (2)+W+CON+NP(1)+VP

EXPECTED "REQ, LESS THAN 5.0
NP (1)4+VP4-NP (2)+VM-CON+NP (1) +VP+ WM

RESIDUAL
TOTAL
DEGREES OF FREEDOM

2703
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TABLE 47

fhe Categorial Grammar for Noun Phrases

Revwrite rule: « -oa/ﬁ, B . ]
Premises from which derivations are possible: n '
Premises from which no derivations are possible: p, g

Primitive categories: n

Categories: n (noun)
e (proper noun)
p (pronoun

t (article
n/n (adjective)
Obligatory transformations:
a) If "n" is "something", n/n,n - n,n/n _
b; I "n/n" is "what" or "all", t,n/n,n - n/n,t,n
c) Ir "n/nl" is "what" or "all", t,n/n,n/na,n -on/nl,t,n/na,n

Optional transformation: Any statement derivable from "n" may begin with
an article, "t". '

Parameters: Al'Aj’ premise cholce parameters

81-82, stopping parameter

Tl-Te, optional transformation parameter

257
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TABLE 48

Derivations from the Categorial Grammar for Noun Phrases

AN

} | A+A+N
T+N
T+A+N
T+A+A+N

A+A+A+N

Derivation

n-n/n,n
n-n/n,n -n/n,n/n,n

n + transformation

n—m/n,n + transformation

n -n/n,n =n/n,n/n,n + transforuation

n -n/n,n-+n/n,n/n,n'-n/n,n/n,n/n,n

2C8

Theoretical
Probability

A

A

3
Nye Oc N
A (5)s, 78, ,

Nye 1o N-
A, Ms, s,

Ny o 2o N-2
A (2)8,"5, ",

Ny Oq N
A (0)8, "8, Ty

N 1. N-

A (s, 7s, 1T1
Nye 2 N-2

A (3)8,°8, Ty

Nyg Jg N-3
A1(3)sl 82 ‘1‘2




134

PoUTqEo])  Iomiag-ald IoBFiG-eid J935®

494 o 144 8 (444§ - sssne Leon®  Gens* 6665 getht 2gsnt  ecent cgry”
SHRG- 4 ot cnns. smse €neSe  SLEnt TRO9° 2985 QINST  8995° L1858
otes* L606° 9%L8" 9n68° 666Q°  TLEQ" THER"  WOBY"  BIBY” WEL8® eges”
c6L0°  €060°  %92T*  4SOT” . SnOT* 620t 6S0T° 96TT-  2gTI° 902T° grlo:
ge9T-  SE9T- SE9T- SEoT 68CTT QIBTT CSLSTT gOSTT mgNIt 6ILT” gLoe:
TLTe TLIN TR TLIRT CElE T9LEt OTIET  cognt 0635t 69’ 625"
nIn %6TnT w6Int n6Tht QLT T20S° SSLnt 6QScc Sa=_€c TWeL” g6Le:
g=N =N S=N  PauIqQEo) PIUIqmO) Xopeoy Ispesy DoUrqEo) Iewiid IAFId

PSUTQRTO) PIUTQEO) PIUTQTOD

RgA

v

wy

v

sI9pBay

d-s

uuid

sIaxTIg

$3seIYJ UNON JOF JeumrelsH TeIJI03938) Y3 J03
sndio) Iq3 JO UOTO3S YOS JOJ S3VEI3ST POOUTTSATT TNHINWH

61 FIEVL

d-8 TUID SITpII-NG

6525
in°
S616°
$0go*
"61°
60£9°
geLT’

d-s

[ 9
0529°
Lrc6”
£890°
o6es-
élée”
e

NN e
< u oY N

P A

ULy

-8Iegd

229




135

TABLE 50

Observed and Expected Frequencies, Chi-Square Contritutions,
and Total Chi-Squarcs for each Section of the Corpus for the
Categorial Grammar for Noun Phrases

GINN PRE-PRIMER

OBSERV, EXPECT, CHI**2 SOURCE

230 230,0 0 P :
254 254,0 .0 G |
76 70.6 A N
23 31.1 2.1 A+N .
8 5,7 D  A+A+N
121 117,7 o T4N
42 51,8 1.8 T+A+N ,
17 9.5 5.9 T+A+A+N
1 6 * A+A+HAHN
1 1.6 RESIDUAL
772 772.0 11,3 TOTAL
(- | 3  DEGREES OF FREEDOM

SCOTT-FORESMAN PRE-PRIMER

OBSERV, EXPECT, CHI**2 SOURCE

2 DEGREES OF FREEDOM

| A24 424,0 .0 P
. 132 132,0 .0 G
33 36,9 . .4 N
24 19.4 1.1 A+N
4 4,2 A+A+N
36 33,2 .2 TN
14 17.5 o7 T+A+N
5 3.8 T+A+A+N
| 9 8.1 .1 EXPECTED FREQ. LESS THAN 5.0
E 0 o3 A+A+A+N
| 0 1.0 RESIDUAL
BEDR 672  672,0 2,5 TOTAL
{ ; {
|
I
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TABLE 50 (continued)

ORSERV,

€54
386
109

47

OBSERV,

727
286
86
123
56
2217
99
A3
17

0
1664

136

" PRE-PRIMERS COMBINED

EXPECT., CHI%%2 SOURCE
654,0 0 P
386.0 .O G
|°8.' .o "
50,2 o2 A+N
- 9,7 «d A+A+N
150,3 o3 T4N
69.7 2,7 T+A+N
13,5 5.4 T+A+A+N
1.0 A+A+A+N
2.% RESIDUAL
1444,0 9.1 TOTAL
3 DEGREES OF FREEDOM
GINN PRYMER
EXPECT, CHI%*2 SOURCE
727.0 0 P
286,0 0 G
130,.4 15,1 N
107,3 2,3 A+N
36.8 10,0 A+A+N
170,7 18,6 T+N
140,4 12,2 T+A+N
A8, | 9 TH+A+A+N
6.7 15,7 A+A+A+N
10,5 10,5 RESIDUAL
1664,0 85.0 TOTAL
5 DEGREES OF FREEDOM

211
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TABLE 50 (continued)

OBSERV,

784
<220
63
110
A3
153
78
28

3

3
1482

OBSERV,

1511
506
149
233

99
380
177

71

20

3146

137

SCOTT-FORESMAN PRIMER

EXPECT,

7184,0
220,0
105,0
R2,8
21,7
121.8
97.9
32.8
5.0

'2.0
1482,0

.0

5N ANARAWV
N O DOWVO

6.7
52,3
4

CHI*%x2 SOURCE

P

G

N

A+N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TOTAL
DEGREES OF FREEDOM

PRIMERS COMBINED

EXPECT,

1511,0
506,0
233,3
190.1

64,6
292,5
238,3

80.9

11,7

17.5
3146,0

212

CHI**x2 SOURCE

.0
.0

- 0\) ==
Ve o0 RO O
®* & @ e ¢

GNRNNDL~IWV

17.5
123.1

P

G

N

A+N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+44+N

RESIDUAL
TOTAL
DEGREES OF FREEDOM



TABLE 50 (continued)

GINN READER

OBSERV, EXPECT, CHI*%2 SOURCE

1143 1143,0 .0
A73 473.,0 0
215 296,3 22.3
238 210,6 3.6
103 62,4 26,5

556 452,1 23,9
243 321,3 19,1

86 95.2 o9

24 9.9 20,3

0 17.4  17.4

308! 3081,0 133.9
5

P

G

N

A+N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TOTAL
DEGREES OF FREEDOM

SCOTT-FORESMAN READER

03SERV, EXPECT, CHI%x%2

997  997,0 .0
323  323,0 .0
239  376.3 50,1
370  259,0 47,5
97 74,3 6.9
430  317.,4  40.0

148 218,5 22,7
31 62.7 16,0
16 1.4 1.9

0 1.4 11,4

2651 2651.0 196,6

5

213

SOURCE

G

N

A+N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TOTAL
DEGREES OF FREEDOM

R SR et bt st ¢ e

PP




TABLE 50 (continued)

OBSERV,

2140
796
454
608
200
986
391
117

A0

0
5732

08SERV,

A305
1688
712
RBE
311
1523
624
210
61

0
10322

READERS COMBINED

EXPECT, CHI*x2 SOURCE

2140,0 .0 P
796,0 0 G
671,5 70,4 N
470,1 40,4 A+N
137,19 28,8 “A+A+N
770,.5 60,3 T+N
539,4 40,8 T+A+N
157,.4 10,4 T+A+A+N
21,3 16,3 A+A+A+N

28,6 28,6 RESIDUAL
5732,0 296,1 TOTAL
5 DEGREES OF FREEDOM

ALL COMBINED

EXPECT, CHI**2 SOURCE

A305,0 0 P
1688,0 0 G
1011,0 88,4 N
714,5 42,1 A+N
210,4 48,1 A+A+N
1208,4 81,9 T+N
854,0 61,9 T+A+N
251,5 6.8 T+A+A+N
33,0 23,7 A+A+A+N

46,2 46,2 RESIDUAL
10322 399,3 TOTAL
S DEGREES OF FREEDOM

B

21



TABLE 50 (continued)

OBSERV,

4305
1688
712
888
A3 ¥
1523
624
210

61

0
10322

OBSERV,

4305
1688
e
28]
311
1523
624
210
- 61

10322

ALL COMBINED (N=5)

EXPECT,

4305,0
1688,0
1003,1
726,0
210,2
1198,9
867,17
251,2
30,4

al.4
10322

CHI=%2

.0

.0
36,1
48, 4
87.6
68,5
6.8
30,7

‘1 .4
403,9
5

SOURCE

P
G

N

A+ N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TOTAL

DEGREES OF FREEDOM

ALL COMBINED (N=7)

EXPECT,

4305,0
1688,0
1016,5
706,5
210,59
1215,0
844,4
251,5
34,8

49,6
10522

CHIxx2 -

.0
.0
91,2
46,6
48,0
18,1
57.5
€.9

19.7_

49,6
397,7
5

215

IRCE

P

G

N

A+N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TOTAL

DEGREES OF FREEDOM



OBSERV.

A305
1688
712
B8R
311
1523
624
210
6!

0
10322

TABLE 50 (continucd)

ALL COMBINED (N=8)

EXPECT,

4305,0
1688,0
1020,6
700,6
210,4
1219,9
837,.4
251.5
36,1

52,2
10322

CHI**2 SOURCE

397.5
9

216

A+N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TOTAL
DEGREES OF

FREEDOM
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1.

0 This peper extends a formal theory of laenguage leavning to tyansfor-
wational componenta. Learning precedures wiich are psychologlceally moxe
guggestive than thoce préviously atdied are showa to yield positive
results uandex fozmallstpacified conditione. Part ) intvroeduces the general <
class of problems to be studied; part 2 states and diccusses varlousn
poseible asvumpticae; ond part 3 ie 2 forwal preof for & particular cuse

of intercest.

1 Iatroducticn

A formal theoxy of lenguage learning has been proposed (Gold, 19573,
in which the learner is preseated with & sequence of data and must guees,
after each datvm, what language of e gliven c¢lase he 18 encountering. He

is never told vhetier hic guess ls correct but if his gusgsing sequaace

converges, he is eald to succced. Mere specifically, if hic proceduve must
in a1l cases lead to a correct girozs soomer oy later, and then atay correct,
then the proczdure "identifics-in-the-linic" that class of lengusges.

Note that the problicem fecing the learner (chlld, program-plus-corputer,
ox Turing machine) is to select & language froz a class of languages. If
the class consists of a single leajuage, then the lestner can, trivially,
succeed instantly eiaply by slways guessing that language, even though the
language ltse.f 18 excecdingly comclex. Thus 1t 1s weeningless to ask
vhether 8 particular lazsguape is dentifiable; we ask only about clazses.

i: If the data sre only the Cornect sgntencas, then Gold shows that
there 18 no learming procedure fov any of tha classes of languages ccoumonly

i studied in conmnection with natuxal language. That ls, th2 ccatext-ecnsitive,

context~free and even the finite~-ctate greawvixars all of which have bean

Q proposed on models of the base for tzemsformetional grammar correspond to
ERIC
Wiéﬁﬁ - ' ‘2230

k- HE -



ppp—— -

- | | 2.
|

. laaguage clanses wivleh are not learxnuble in this sense. On the other hand,
for the so-culled "informenc" preseatztdon scheme which also includeg all
poaalble dnntonces of nen-sezatencza, labelad as suceh, the gbove classea end
even the close of primitive recutsive langueses ie identifisble in the 1imit,

In view of rne preomizeat vole of tvansforrutional gramar in curzent
linguictcle rescorch we have investigoted the Idantifleblliliy of a cextain
cleass of travsformatioral mepplngs. It iz necezaary in this context to
speck of mapp i.g 8, not languages, in 6 Tder to lndicate preclsely what rhe
learner is required to cecomplish. If we ask only thet he select & language
from 8 class, tten we munt be satisfied If Le glves ue a coxirect represcntas
tion of the set of surface etrings, with no indlcstion of which of thes goes

‘l'

trith whica baze phrese~marker. Tor emarple, the learner might provide a

{" Yeurface gremraz" vhich generetes ell and only the surfece strings. To

accept such 2 vesult is to Ignove & tenet of transformational theory that

——

=

the mapping of perticvelar desp siructures to partlcular utierances is part
of lingulstic ccapetence.

In this coancetios we introducs the notlon of moderate eguivalence.

Two transfornatlenal coupenents ave wuderstely equivalent with respect to
a glven base gremmar 1Z€ for each phraaé-r vker of the base the two regpge~
tive derived stzuctures {(obteinzd by transforniluz the base phrase-mazrier
with the tvo components, respectively) have the ssae tesrinal etring. This

definitlion dif{Zers from strong cguivelemce in that the two derived pm's need

not be ideatical, and it dlifers from weak eqiivalence in that the mapping
gnd ot just the surfaco langusge is presarved, i discugsed in the preced=-
1ag pasregreph.
i%; To select the cozrect wmerber of a clacs of T-mappings it is guificient
to apecify ane wember of the set of moderately equlvalent T~components which
: 221
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eccompiish that wepping, just as, in che cese of, ssy, cfl's it 1g sufficient
to gpecify one of the weakly cquivalent c2g's thet generate it. We shall
deal only wich procedures in vhich the leqrnar guesses at the mappiag by
gueseing a T-corporent, and therefore usecthe toyea grammar-clas; and
nﬁpping“elaas {nterchangeably. .

Ho mention hss been mede of the lesyning of the bese. It is of couzee
possible to seek condltions under whica both the base and the T-couponent
can be found, but attention is here rastricted to the T-component. That ia,
ve maie the assguvaption, discucssed in the next section, that the base is Imowm
to tha learner fvcem the outset.

Lét T be a class of transformationesl nopploge, I a sche??;of informa-
tioan presentaticn, C & criterion coavergence >3 learvaing, and P a lesvning
procezdure. We seek quadruples <T, I, C, P> such that T 18 learnshle in
sense C oy spplying P to.infoxmaﬁicn sbout T of ferm X,

Thare is e vest arrsy of positive and acgetive results which can be
obtained along thesze lines, aome'qf whfch ave trivicl and others of which
ave noentrivial buc undnteresting., Intersstinguess of the results depends
on adequacy of T as 8 model of natural language; the strength of C; and the
plausibilicy of P end I, judged by implications for humen developeent,
sieplicity, efffciency, or a2 2 starclng point, subjective recsonsblencss.

P 18 of psrticular inteiest since it can te regavzded es o theory of

leerning, though it 43 prexatuve to seviously scegzest any of tha P's looked

at so far as such. Certain Tegults can b2 ohtsined using envmcration prece-

durece, but 1f celen o8 medels of huwran laaguage iesrning, they have bizasre

'ﬁf i=mplications, diccussed in the next section.
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2 Discencglon of Adsomsilcns

In the preceding section we noted that our Interest would be in
quadruplet coneisting of a gremaex (or mapping) ¢lsog, & preseacation
schemz, a lesnznipg criterion and & proceduie. The gesults clted from Gold
show that learnabiliity depends crueielly on the data pr$sentcd as well as
on languuge clags. Ve note in 2.2 below that even a cheuée in the kind of
data pequenee, with vo change in the ¢izss of daia can have a stylking
effect on what proceduvre nay to usad. Such diffovences in procedure are
not of impovuauce in proofs of Turing machiae capadbllity, but nay bear
izportantly on uhé‘plausibility of a model for humen languege acquisition.
Learnability nzy olzo hinge oa waat criteria are used. Somaﬁpreliﬁinhry
studies Jn that avea have besn made by Feldnzz (1969), but it is not one
of our pxincipai concerns here. The four subzections vhich follew deal

T wegpactively with the four aspects mentioned in the first semtence of this

egection.

2.1 The Clepe of Trausformational CGremmar : .

The base grawwar is taken fxzom the class, called ¢CFG, of context-free
gravmays ia which the gtart syibol, S, 4s an essential recursive element.
That 18, recursion occurs only thaough §, 80 that any two occurences of o
non-terminal synbol on the szme path of a bage phrazee-racker must ba sera-

rated by aa S.

Cold also shows guch & rezule, bhut the restrieiion he p1acee on the
data segrence 1e scvere and thz vesalt is theorefore of diminished Iaterast.
Cold iccogalees thio In vefeiring to that prezseatacion schema ao “anomaluus
texe.," Uhen clilug Gold's resuirs we lmplicitly eucludz chis cose.

o
Y
e
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The tramsfoznational component s £inst spplicd £o sub-ivees dominuted
by boticu-wost S's in the basa phrasefgarher. Other S-deminated sub-traoes
ave tvansfornmed only after all ¢hose within them have besen tranzformed. A
singulary transformatdcn 13 cne which veferz only to rodes dominated by
no S other than thea zroot-S ¢f the subtree being transformed. A binary trens-
formation may zefer co nodes domlpated by at most onc S ocher then that
root §, in the subvtree beilpny transformed. Ounly siungulary and binazy trans-
“foruatious ave allowad., Wnen a bilvary transformation ¢akes nodes out fronm
wndex &t 8 thoge ncedes mest,; under cexcain cordisicns, be marked es ineldi-
gible foxr futvre tronsforming. The sarvhivular ceondicions ere wmotiveted by

speciiic studias ¢f Baglish and are also usaed ia the proof of identifiavilicy.
e
1

A1l erermsfornntlous are obligatory. Oaly one tvansfoymation may spply

at aay 0ivcn 1cee1 Tthat ig, iu corder o trassform an S-dominaczd subtree,
check whether thavz i sowa propsr amalysis of vhat subivee, concizgilag oaly

zible nodes, which fite the struciurael deseripilen of one
of the tvensfeormations in the T~cormponent. If so then the structural change

indieated by the treusfermasion is esezied outy if wot, no change 1s wmsde.

In the principal throuen it is asops that there will asver be two trons-
rmatlon which beth arve spplicable at the seme point and vhich give con~-
flicting vesulte., Tha sane resuvlt con alen be shovn in the case vhere there

ie a pracedence oudeving ovey twzusformaiicns go that whichaver spplicable

trarzformation cozes cariler in ghe oxdering ig the one which is used., A

élightly BOYe ceyp é& lesvuing procefuna ie usad in the latter cace.
89QUuﬁtiﬂ1 coplication of move than one traasfeorasilon at tha same

level is not Allcwcd. Pormaily thiz weauissirene i3 g restyiction on the

class of Tecomponsnie since it has been shevm {Gincburg end Partes, 1569)

that there are saquances of tranaforaaiions which ezhleve stzuciural changss
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unattainable by a siagle trensformation. £¢ill one might put forth an

enpirical clailn that cuch situstions do not occur in natural langusge. But
if we ave geing to hriang in linguistic considarations thea 1t must be admit-
ted that descriptioans of natuwal lesguage will be complicated enorimously by |
this assusption. For exomple, suppose in some langusge there 1s a pasaive ;
transformation; Tp. and a guestlon transforaaiion, Tq. Furtaer ivagine that
there ave poselve questions which cun be forivlated by applying both Tp and
Tq succesgively at the sare level. &ithough 1¢ mey be formally possible to
create a new trensfornstion by coqmosition of Tp and Tﬁ, such a nove would
be counter to the aim of ecomomy of description. In fact, it has been argned
that pasaivication ltgelf is eppropriately desoxibad as a coﬁp@site of tvo
siapler éranzfozmaticna (Chomsky, 1268},

Some parts of the foregoing cdeseripticn of the clase of graumars are
based om properiies suzgested by tramsforzaticual linguists in other con~
terts; eome are mnat. Of pavtlevler intcress ave the vestriciions on node~
reising noted abtove and me2de preciss in seeticn 3. These have not bean
mentioned in previowvs work but eppuar to be true at lzes¢ for English., If
our obaervativn is evustantlated Lt will wmean that the formal study of

egequisition hes providizd an dasight into th2 scquired langusge structure,

The Information Pxeaenisvion Schorna

Learalng trancforationel growmar &ppests jutalcively o be 2 formidable
task, ore zequiring a Tich informnilos sozpce. Moreover, to vestrict the
leamer to working oniy with sucfece si¥ings or even with senzentiz) snd
ron-scotential stedngs distinciively lzbeled (Gold’e "informeat”) is to
deprive him of resouvrcen availsbdle o childien end linguisis. The fact thatc

a child'e first words rofer to the objects end scenavles {“bye-bye", "allgone")
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of his experience 1s ample procf that he att ends not wEw ely to utteranca
but to meaning as well. As for the linguiset, there is a reason why the
‘: Rosatta Stone was puch a big find. That 18, even if one is equipped with
distributional anﬁlyaia. it is helpful to have meaning available.
On the formal eside, since the cless of transformational grermare includes
the class of feg's, identifiabilicy from surface strings alone 1s impossible.

Furthermoze, Petera and Ritchle (1970) have shown that tha addition of a

certaln class of txemsformaticns to even a simple finlie state base yields
the power of a Turliang machime. %this resuitz, together with Gold'e, shows
that this closs of T—grammaén is not learnsble evenm from am informant. It
18 thus necessary elther to decrense the power of T-component or to imncresse
the richness of the inforxmatlon scuzee, or bozh, 1f T~grammar is to be leain~
able geceozrdiag o our ?riteria. Fa have done both: the resgrictions on the
T—coppoueﬁt&are descr%?ed in the preceding subvzecilon; here é;‘describe the
(- envricned information,;

We ausume that thie base gramxact ie hknown to the learner at the outset.

The universal base ﬁypotheaie wili not be defended here; we only note that

'

it is consiqtant_yiﬁh‘our'aesuméﬁioa. Aaoth ex ingerpretation ﬂf Lhia asguRp-
tion migﬁt be that although the base.is not present at the start, aﬂﬁé}t;gu-
lar transiormation is leazned only after the reléted portion of the base is
learned. Cerxtainly kernel sentences, which aze "cloae*" to the base, oeem
I ; to bae leazned before nou-kernel santencas,
The information preszeatation consisis of a scquence qf orderad pairs.
The fivst element of ecch palr 39 a beme phrase-marker, while the second is
e surface stving. I£ oée belleves dn generative semantics, then cach infor=- @1
mation 18 peaning - plus - utterznce. It secems doubtful that the hild -

receives &5 input the precise meenivng of each sentence as it is spoken,

5‘ : independently of the vttersace.

Even for our restrilcted version of T—granmar the associated language
class 1s not identifiable in the liult froa guriface strings (Wexler and
Hambnrge:. 1970).
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We may alternatively suppese that the child learns from reaponses to

his own output. To make this notion clearez, suppose that in order to
coxuenicate a chlld fivat formulates an idea and t¢hen tvanslates 1t into an

utterance. If the idea constitutes a base phrase-narker and the tranalation

is accoupliched by using 8 not-yet perfect transformational component, then
the resulting uttar&ﬁce may be close enough to the corvect one (which would
heve resulted from ueirg a correct T~compoqent) go that sn adult éan figure
out vhat is .intended sud supply the cozrect uttevance. This adult utterance
wou;d then be the second nenber of’the ordered palz making up a datum; the
£irst being the baée pite

A poscitle objection to the idea of correction by aduliic is the conten-
tion by observere of childrem that corrections are ignoved. {gyidsnce clced
for thila position is typically thai childzea vapest exrore soom after being
corrected, This objeciica can be easwered ir ssveral weys. If the erzox
the result of using a wrong transformatioa (arising frox, say, a pravious :
over-generalizacionr) then cur procedure can vesult in the rejection of &ny
transforrmation used. If the child picks the wrong one to throw cut, then
he will etill err on that sentence, theugh In o dififezent way. Also, unlese
the repetition iz 8 gentence identical to the first, the child may have
acted on the correction but done 60 by ﬁypothesizins a transfoxustion of
too limited geaerality. Thus "vepeataed errors" nay not really be repeti-
tious from the viewpoinc of the childs' develcoping grammer. :

A wore fundamental objection to the ides of corveeiion by aduits is
that, if taken sariously, it reqaises that & theory of ceorrection be pze-
clecly stéted. That is, we must specify just how 1t 48 that adulte convert

2 child-eenteace into the appropriaste sdult~senteace. In a way this proposal
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xi converts tha problem of how a child learns adult language into the comple-

mentary problem of how an edult learus a child language. We ray escape this

circulsr ressoning by cupposiog that the latter prodiea, which 1s easier
than the foiwer, is dene at least partly by the "input'' method described
sbove. In this way, adult end child would ehare thae cuisputational buzden.

The presentation scheme cousiers of choosing e datum palr from the set
of all correct datun paivs according to a Lfired probability distribution.
Each pair has a £ixed non=zero prcbabilit§ of occurrence regardleas of how
oftea it has appeazed previcusly. This kind 3£ schewe gppears to run counter
to tha notion of corzected output, discussed above, in which the learner
&etezminas what datun comes next By picking a base phrase-parker., However,
if the leavner requires a paxiicular dstum, ha can use the s?f?tegy of
walizing untll 1t sppears egaia. For each datum the probability of this

(Q  strategy fatling forvever is gera, Conversely 1f he is nllowed to determine
the order of pregenteticn %e can chooaé éo do so randoaly.

A probabilistic informaticn souzce ivnsures that any particular datum
vill elways eppear again, 8o it ic uanesesszry to save all previous data.
This %is ecrtainly a decirable conuaguence for a model of human lesraing.
Although a child may reisin some dsia in raw form for awiaile, it would

certeinly be unjustifled to requigg“fetenéicn of all daca throughout learaling.

2.3 Cxiterion
Yrobabvililstic pxesentaficn zequizes a probabiiistic eriterien of learning.
A lsngusge class 1s ldentifiable iu the-linmit-with-prohabiliey-1l with wespect

to & probobiliseic presencation gchene if theze exists a learnisy procadure




such that for any member of the clauz there is & eubset, of measuve 1, of

the set of prxescutation scquencaes, £or which cha proceduvre ldentlfios-—in-

the-linit the langucge.

Presadune . "

Compardeon with Eaumeration

The lezining proczdure intreduced here differs from Enumeraciou in at
least threa weys, ell of vhlch are veleted vo its plausibility as a model
of humen learning. Firot it does not requive storaga of all previous dates
thiz eopect was discussed a: the ead of 2.2.

Second and most importantly, it does not engage in the Vhpleaale rejecrt
of T-components. With the advent of each new datum, theve ié“h computstior
based solely on that datum together with’the cuf;ently hypothesized get of
tranaformaticns. The result of that computetion 18 to reject a single trsns-
formation fucm the hypotheaized set, to add a ucw one to it or to lesve the
set unaltered. (“New" here elwply wueans "noi currently a meaber;™ the added |
traasformation may have been hypothaesiszed and dfzcarded previously). The
procedure actually specifies several candidates for hypothesization (edding
to tha currently guessed set) and several for rejection, the choice amoug
alternatives to be made probabilistically. Since the probsbilities can be
assigned in a variety of ways we actually have a family of procedures; so
different allowable methods of aseigning probabilities may be thought of as
heuristicas, sny of which will yileld identifiability, some being more efficient
than others in certain gituvations. Whatever the probabfilisiic scheme, we

- emphasize thai’ a datum can affect caly a single rule, not a5 with enuneration,
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reject an entive component only to examine a new componcut chosan arblteairily
from an a priorl cnuneration scheme unvelated to any of the data precanted.

A thizd objection to enumexatfon which 18 overcome by the procedura
used here has to do with the discovery of lnnecrted morplicnecs. A learaex,
even if he hag the base gicwvmar, has no knouledge of the set of inseried
norphemes at the outset. Thus he cannot actvally comstruet an enumeration
of T-components unless he msles sone essumpiion about whht that set is.
Since the set differs for different matural languages, 1& 1s not ressonable
to suppose that kaowlcdge of the exact set it pert of the learaer's iniltial
information,

Two aliernetive a8syur ptlous suzgest themselves, both of them wngatis-
factoxy though for different reasons. Firet ve might asequjgpitinl know-
ledge of the cluss.of all morphomes which could possibly be inserted in eny
larnguage. This would amount to krowledge of 2 univercel digcrete puovologa-
cal alphab-i, assuming cne existe. fTne enureration wvould chen 1n~xucc all
components consisting of tramsfomunilong ealling for insertion in all pos=~
sible ways of a2ll pogsidble coumbination3 of worphenes, each morpheme censis~
ting of any poosible sequence of phonermes talen from the universal phoao-
lcgical alphabet. 7The reader may judge the plausibility of this procedure
for himself. |

Arother poasidle eolution o the morrhime discevery problem for am

emmaration procedure 1g to bagin by using an enumeraitlon with the set of

inaezted morphemes essused tc be empiy. Thereaftezr, cach time & new noirphema
is enccuntered in tke daia, that morphexe 16 £dded to the set of ircerted
morpheres end & new eaumeration of T-componants 48 bagua with this euvgmented

morphzme claes assuzed to ba corzrect. It czn be seen that this procedure



2.4,

makes no use of any infoimation gleaned from dacs prior to the presentation

of tha lasot morphama, except to extract the corvact sat of morphzmes. (Nota

that its cosputatlon locd durinzg this peirlod is no lighter than normel since

it never knows waether the peried is oyer). |
The proceduze usad herze Incorporetc new morphceues into transformations

Jn the seme way that it handlez pormutecton, deletion and cupying. Any |

transformation whilch 1a hypothesized mu3t be sppliceble o the curzent datua,

and we will mee that eventvally data eppear fgr waich soxre possible hypoth-

eses 1lnsert that worphema., ‘The 1dent1£iabili:y proof of course chovs more

than that moxphaues find theix way into the T--component. But that aspect ic

emphaalzed in this comnection to compare cuxr nethod to erumeration. The

roint ls that wa hasdle morphemes ip o siralghtforwand integ?gyed partc of

.. the procadure, wilthout making a special list :for ¢hen and re-starting the

proceiiwa each fime 3 new one appears.

Descerlntion of Irocedure

The procedure eperates on cach cuceessive datun to preduce & set of
transforraticens which ray ba hypothesized end a get which nay be rejected.
It then chcoges oane reudemly fiom smeng then and adds it o or removes it
froa the curreat ccuponeat. Thz "curreﬁt cemponenﬁ", winich cenctitutes the
curreat zuess:ﬁia the set of all cuirent transfornmations, together with a
fined (= prioxd correct) cet¢ of meta-rulos concerniang application,

The bdeae phrase~aazker which constitutes the fivse half of each datun i
is trousformed cecoxding to the curreat T-~cumponsnt. If the resulting
derived phres:~navker has e terminnl string identical to the corvect surface E

string given as the occond half of the laput datun, then no change is made

Lol aeen,
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in the carrent component., Thio insures that when the corrvect mappiang (that
is, the cozxvect T-cowponent oz any componsat moderately equivaleant to it) is
found, ro further chonges will be made. It will then be nzcessazy only to
shew thet the expected valuz of the time st which the correci mepping 18
found ls finite. “

if on the other hand the current compenent assigns to the input base
phrase~parker g wrong surfzce string or if the component.is ambiguoua* in 1ics
treztnent of chat phzésemmarkey. then the operation of thz comporent up to
the polat cf erroy discovery is cramined. Brrer in chie connzetloa is sald
to be dlscovered at the lovest point in the pm where sabiguous applicaticn
is encountered or eise, In the case of a wrong derived string, at the cop of
the phrase-marker. Iach gppllcation {Gp to that point) of ghe currenf coinp-
nent £o an S-deoainalad subtrec conglsts elchizcr of no transforming oz clse
the application of o gingle transformsction. Any trausformatioa which has
been epplied is & candidare for relectlon. For eacﬁ S~dominated subirece
wuere no traasformution was applied, croate candidaze hypotheses by using
the hypothesizer W(p,; &) vrore p is (Lot S-demfnsited cubteee, ¢ is & terminail
sering and Bp,t) cousists of ell possible tranafonsations which tranaforn
p inzo 8 phraga-marher wilth tevminal eizing t. The terninal string t to be

used s thae covrrect ruviate string, 8, glver as part of input, wheasrer p is

gy

the subtrea whieh 1s the entive derived phiese-warker (that ie when workimg

at the top level). Othemrise, a "string-presevving" treasformazion is

hypoihzalved; that is, € is taleon to ba the texminal string of p.

Thip 18 'not the gllowcble endbigelty of masay phrase-aazkeors mapping to
a slngle eurface siwing, but rether its comvevse, which for oblinmrorv T'a
ie not allowebhie,
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:x" The partilcular specifications of this procedure, though ressonsble,

are not obvicuw or more ratural thaa meny othexa oue could eavicion. Thay
are not wotivated by any direct attempt to model what might be human proce-
durz2g. Whet ie claimed for them, vather, 1e thai taken together they schieve
formal learring without exhibiting the urdesizabdle characteristics cited for

enunargtion.

3.1 Outline of FProcft

The various porsible curzreat componeats exe regavded as states of a
Yazhov chala erd the varlous probgbilities of woving frou one state to
arocher are investigated with a view to putiing lower bounds oa scme of then.
It vas roted earlier thotv once an acceptable ecnponent (one iuéerately
equivalent to the corvect ove) becomas the ecuizent corpoment it ig alwsys
gueseed tueresiver. In the proof this 18 re-phrased as the statement that

—any- accapiable comgoaant corresponds to an asbssrbing state. It is then
shown that there is a pzth from any possible current conponent to scme
accepteble compenent, such thai the nath is ghovter chan scme pre-zssigned
wvpper bound aad such thet each step of the path has probsbilivy greacer
than gcrme pre-asssigned lowar boupd., We now gtate this formall?. Let Q be
the get of stotze corresponding to possible curvent compenenis. Let A be

the set of sistes corraspondiag o eccepiable componenis. Then
t 8 p

(3p) (k) (Yq€Q) (nch) (Besx)

Ga,0 dy0 eens a, €@ (g, o) 20,

1
for 0 = 4 = z+1, wheve qo = g avnd 9, = a).

Q33




e

.l B l

:r Not &1l sezs of allowable trpnsﬁorﬁstiona congtitute possible current
componeata, According to the meta-rules we are impssing on trensformational Y
components, 1f tiwo trensformaiilons have the same structurel de;criptian then P
either there is 2 datum for which they conflict or else ore of them is super-
fluous, It 1o thus & desixabie* tralt of the procelure used here that it
can never have two such transformations. Thie follows from the fact that
hypothesizations ave alvays based on (pzrtlelly trenefommed) phrase-warkers
to which ro cuxrent tramsficimztion appiies.'

The uae of oaly singulary and binary traneformations together with the

regtricrions on ralelng resulté in a bound on the runber of operationally
digstivgulzhable propar anslyases 6% phzasajmarhers even though there are
infiaitely many btagse~ and devived- pﬁrase}marhere. ¢ folloquthat there
is aiso a bound on the nunber of stfuéénrﬁl doscriptions wnlch £it chese
prope? anelyses. This latter fact tcgathér uith the consilderstlons of the
preceding paragraph gives a bound on the éize of the curreat ccuponsnt.

A crucial and complicated plece of tge svgument is to show that any
componceut which wales some wistake mnust make ore on esome datum of dagree
less than scme pre-zssigned wvalua. The deialls of the proof of this peoint
appecy to provide no partlcular linguistic insiéht. We conciude f£rom it
+ : that any noa=-accepteble ecwporent will be vrevealed as such by one of a

finlce set of data, hLeoce with lower-~bounded probability. That finite set
of data is the set of all data with baze phrase-marker of degree lecs then
a parcticular pre-~azesigred value which iz determined solely by the given

bace coupoaent.

Ve have been specking vp to this point of acceptedble ccuponents. At

%ﬁ- this point we arbitrarily sivgle cut scue pavrcicular aeceptable comporent

"desirable" with vespzct to the closs of T-cemponents as defined.
ERIC - 234
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and henceforth* call it the "correct component.” At en a:bltrary point in
time let the current component be any poasible ncn—accepéable componsnt.
Then, as agsex{ed above, there 1s a lower bound on the probavility that the
next datum is both Ancompatible with the curzent éomponent and of degree less
than some uppex bound. |

From boundedness of degree it is shown that the nurber of trensforme~ ~
tions which the learning procedure pute forth az candidetea for rejection
oy hypothesizaiicn 1s boundad. ZAmong the candidates for rejection and
hypothegization there may be one (or wore) which 4z a candidate to move the
"right" way with reapect to the component we have singled out as "corzect.”
That 18, perhaps (a) one of the candidates four vrejectlon is not in the
correct component or (b} one of the candidates for hypothesizaticn is in

e

the correct cowpoaneni. Working up fyvom the bottom of tha phrase-~marker,

ok
the flzst &-dominated sub~phrage-marker which is handled incorrectly

gives rise to thz fi cet maistaken structure (pantially-derived phrase~narker).

On one hai 15 Lﬁis fl:st ristaken structure arriees from application of &
transformation then thac transformation is a candidate for rejecticn (so are
all other trarsfcrmations uvsed on the datum). On tﬁe.other hand 1% t¢he

first mistaken atvucture 4z a resuit omi ibn; there baing no nvulicablé
trensfornaition even thengh the cozrect cQWpau»nc centaing an applicaole

transforration, T, thea there are iwo posgibllitiecs: edther T is string-

preserving with reepect to the particulsar sub-phyase-parker-~ or it 1s not.

Ve could jusi as wvall have singled it out ai the outseet, by phrasiug
the problas es cue of findlng either the correct compoment or one nodevately
equivalent to it; inctead of meying we would look for & mapping. The
locutions ave cquivalent.

1f there ere mistakes in several. mon-overlappivg eub-phrase-markers
then none is uniquely “first® but any of them will do for this zzgument.
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If 41t 15, then T is a candidate hypothesis, accorhing to the proceduxe; 1if

ot then there is another datum, of lcier degree than the one being conaldered
(hence also vwith probebility extceeding the lower bound), wiich ié alco
incompaiible with the current cowponant. This lower—-degree datum 1o the one
wvhose bass phrace-marker is formed froa chat of the original darum (which
we have been decling with uvp to this peint) by taking the S-node being comn-
sildered tecgecher with all the nodes i domlnates. This pew datim is handled
correctly by the current companeant right up to buf not inecluding the top
cycle, at which point the correct component gppllec T, theredby altering the
terminzl striﬁg vhereas the curzent couponent has no applicable transforma-
tien énd henée rust glve an incorrect surface string. The hypothesizstion
operstor 1s spplied to give as candidate hypstheses eil tramsivrmations

Vit
vhich give the rane string that T gives at this point. T must be one of
these, no T s & candiﬁace hygothesie., A3 noted above, the mwber of all
candidate alteratioa; of both types will te shown bowided. Thus 1f cendi-

dates are equi-pxabeble,* there s & lower bonund for their individual proba-
bilities. | ‘
In summary to chls point, there ave lower bounds on the foliocwing

praobabilities: (a) that a datum wili occur waich reveals the unacceptabilicy
of the current componeat (1F indeed it is unaceapzadle), (b) that any particu-
lor alteratdon specifled as a possibllicy by the procedure wlll be made, and
(c) that for some datum &8 deccribed in (o) some olteratioa in the.right
dixectioa will be émoag the gpacified alteraticns. Tokea together these

irply a lower bound oa the probability thet ctha next datum vesulis 4n a steﬁ

towaré the desiganted corvect componenc.

Y]
It ig not necessary €o assunz equi-probability,
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As noted eazliex, there ds a bound oa the size of current componeats.

At an avbiirary point in time Jet the curreat componant be C and let ithe
fixed correct cempenent be ct (¢t for "true"). What we heve argued is that,
with lower-bounded preobability eithar.a nenber of ct-c (set-dlfference) 1o
hypothesized or o menmber of C --Cg 1g rejected. 7This continues to be the
case vatll either Ct or scue other sceeptable component 1s reached. The
time to reach Ct Je the event that no other sceepteble component is.reached
first is equal to the size cof (Ct~C) U (c —Ct), snd 18 thexefore bounded

by the sum of %te size of Ct and the bkovnd on the siz2 of pousidble current
components. The statenent (%) has thus been oxtablished and 1t follows

that we can put a bound on the exﬁected value of tha total time taken to ;o
"converge," that is, reach en accepieble state. Fiaally, thgufrobability of
identifiability-in-the~1limit must ba 1 for if there were nonm~zero probabllity

of noun-identifichility then the expzeted "convergence” time wculd be infinice.
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Jaakko Hintikka

Grammar and Logic:

Some Borderline Problems

Recently it has been claimed by gencrative semanticists that "the
rules of grammar are identical to the rules relating surface forms to their
corresponding logical forms" (G, Lakoff, 1970, p. 11). Even apart from
such sweping claims, a certain convergence of interest is unmistakable
among logically minded linguists and linguistically mindgd logicians.
Examples are ofiered by much of the recent werk of several participants

of the present mecting.
Hne

Much of this convergence of interest has taken place in the arca
which logicians know as modal logic (in the wide sense of the word in which
it includes, e.g., the logic of propositional attitudes) and in the study
of the behavior of these modal terms in ovdinary language. Thus Lakoff
writes: "It secms to me that recent developments in modal logic, together
with recent deveiopmcnts in linguistics, make the serious study of natural
logic possible" (op. cit., p. 124), '"natural logic" being for Lakoff tan-
tamount to "the empirical sLudj of the nature of human language and human
reasoning”" (op. cit., p. 126).

It seems to me that fn modal logic and its applications we indeed
have a promising ficld for the interaction of logical and linguistic view-
points. A major reason for this promise is precisely the one Lakoff men-
tions, viz. recent developments in modal logie, especially the development
of a satisfactory semantical theory of modality (in logicians' sense of

semantics, of course). At the same time, it secms to me that much remains
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to be done and cven changed in this areca. Some of the logicians' ingights

have apparently been partly overlooked by linguists. Some of these in-
sights may cven serve to disprove certain claims by linguists or at least
bring to light major difficulties in them. In particular, in this direction
we may perhaps discover scerious difficultics in some of the more sweeping
thescs of such linguists as Lakoff.

In the present paper, T shall try to illustrate these points by dis-
cussing somewhat tentatively a couple of probloms.arisiné from thosc aspects
of natural languages which correspond--in some rough scnse--to the phenomera
modal logicians have studied.

First, it seems to me that the most germane ideca in thé'last fifteer.
ycars' work in modal logic; viz. the usc of "possible worlds" to elucidate

the semantics of modality, has not been brought to bear by the linguists on

their problems in its full strength. This idea is as simple as it is

fruitful.l/ According to it, to understand a modal notion is to understand

a certain relation--we may call it an alternativeness relation--on a sét of
possible worlds. In the case of propositional attitudes, this relation is
relative to a person. For instance, in the case of necessity, the alternatives
to a world W may be thought of as those bossiblc worlds which could be realized

instcad of W. Then a necessary truth in W means truth simpliciter in all

these alternatives. Likewise, alternatives to W arising in considering
what a person a believes--we may call them doxastic a-alternatives to W--

are the possible worlds compatible with everything that a believes in W.

Then it is true in W that a belicves that p if and only if p is true in all
these alturnativos.g/

These examples show how we may obtain truth-conditions for modal
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X. This may happen when

statements. Putting the main point very bricfly and somewhat crudely, by

stepping from a world to its alternatives the truth-conditions of modal
statements can be reducaed Lo truth-copditiuns of non-modal statcements. |
And in vicw of the importance of such truth-conditions it is only to be
expected that on their basis we can casily c&plicatc a good deal of the
behavior of modal notions.

The advantages of this approach are nowhere more clearly in uvidencé
than in dealing with questions of recference. If all ﬁon;redundant usc of
modal notions entails the consideration, howcver tacit, of several pos-
sible worlds, then for cach singﬁ]ar term=--linguistics might prefer specaking
of nouns and noun phrascs here--we ipso £§££Q have to consi?g? its scveral
references in.thcse different worlds. This shows at once that there is
nothing strange in the failure of such so-called laws of logic as the
substitutivity of idontity in modal contexts. Clearly two singular terms
"a", "b" which in the actual world pick out the same individual and hence

make the identity '"a = b" true de facto may fail to do so in alternative

worlds, and hence fail to admit of interchangc salva veritate in a context

containing modal terms.
Likewise, the law known as existentizl generalization can only be ex-
. . 1)
pected to fail, for a singular term 'a" may very well make a statement--say

"F(a)"--true and yct fail to allow any foothold for maintaining that

"(Ex) F(x)" is true, i.c., that "F(x)" is true of some definite individual

o

"a" picks out different individuals in the dif-

ferent possible worlds which we are considering in "F(x)", assuming that

it contains non-redundant modal notions.

All this is old hat to most logicians and to some linguists. It can

n?
Y
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all be given an cxplicit logico-semantical formulation, which neverthe less

would neither add much to nor detract much from the central theorcetical
ideas just adumbrated.

An informal remark might illustrate further the naturalness of this
approach, Some of those linguists who have in fact scen the advantages of
the idea of considering scveral "possible worlds" have occasionally tried
to get away with a simpler scheme. Instead of considcrihg, sav, all the
possible worlds compatible with what .g believes, they have tried to con-
sider a's "belief world", that is. the world as a believes it to be.
The only thing wrong hcre is that unless a is supremely opinionated, his
belizfs do not specify completely any particular world, but rather a dis-
junction (as it were--usually it would have to be infinite):bf descriptions
of several such worlds. To specify "the worid as it is believed by a
to be" is not to deséribc any one éossible world, but rather a set of pos-
sible worlds. However, these are precisely the doxastic a-alternatives
to the actual world. Hence to specify these is to specify what a (actually)
belicves.

Now assuming that our possiblc¢-worlds semantics is at all like the
true story of the "logical form" of our modal statements, some intéresting
conclusions are immediately suggested by it.

For instance, consider the role of what has been called by gram-
marians coreferentiality., It is exemplified by the depcndenge of the ad-

missibility of a derivation of
(1) John lost a black pen yesterday and Bill found it today

from .
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(2) John lost a black pen yesterday and Bill found a black ng‘today,

possibly by way of

(3) John lost a black pen yesterday and Bill found the black pen today.

(I am stealing these cxamples, and others, from Partece (1970).) Consideration
of more complicated examples already led Postal (1968) to rcalize that the
reference (or co-reference) in question cannot be one thét obtains in the
actual world. However, it is not very easy to tell precisely what clse it
could be. For instance, it is sometimes said that what counts here is some
kind of identity relative to the "speaker's mental picture of the world".
Apart from the vagucness of such characterizetions, this particular formula-
tion is demonstrably insufficient, for what matters is in sdme cases the

"mental picture"--whatever it may look like--, not of the speaker, but of

some other person. A simple case in point is offered by

(4) John lost a black pen yesterday and Bill believes that he has

"found it today. - ;

Onc rcasor. why (4) cannot be dealt with in terms of coreferentiality in

the actual world or in the kind‘of world the speaker is assuming is that
the speaker may know that Bill is mistaken in his belief and has not found
John's pén--and perhaps has not found anything at all.

Yet all these troubles are predictablc--and solvable--as soon as it
is acknowledged that in modal contexts more than one possible world is in-
evitably at issue. For thun we cannot even speak meaningfully of corefer-
entiality except relative to the specification of some particular possible
world or class of possible worlds. For instance, what makes the difference

in (4) is the identity (or the corcferentiality of the corresponding terms)

243
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"is due to the fact that the account just given presupposes, logically

of the black pen John lost yesterday with the one Bill has found today in

Bill's doxastic alternatives to the world (4) is dealing with. By sys-

.tematically using the possible-worlds idca. the theory of coreferentiality

can be freed from the looseness of "mental pictures'" and other similar
largely metaphorical parapheralia.

Likewise. we can at oncc appreciate a fact which.prima facie can
be fitted into the corcferontiality framework ounly by mild violence, viz.
the fact that "corecferentiality way hold independently of referentiality",
By this paradoxical-sounding statement 1 mean such things as e.g., the
fact that we can say
(5) John wants to catch a fish and cat it for supper. »

e
even when John is not assumed to be angling for any particular picce of
seafood. (Accnrding to the coreferentiality theory, the occurrence of "it"
in (5) presupposes corceference.) Prima facie. all talk ~f coreference is
here vacuous. for '"a fish" in (5) does not (on the so-called non-referential
interpretation of (5)) refer to any particular submarinc beast rather than
another, and hence apparently cannot i,e said to refer to the same (or a
different) fish as any other term, Yot the sense in which the corveferenti-
ality idca applies here is transparcntiy clcar on the possible-world ap-
proach: in each possible world compatible with John's wants he catches a
fish and cats that fish for supper. The fact that in different possible
worlds different specimens of fish undergo this fate does not spoil this
corceference in cach world, considered alone,

There remains the prevlem, however., of formulating the precise vules

for this kind of coreferentiality in English., Part of the difficulty herxe

b ey P
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speaking, that in such pairs of sentences as

(5a) John was trying to catch a “ish. He wanted to c¢at it for supper.

"jt" is within the scope of the operator tacitly introduced by "was trying".
This does not seem to be the case in any grammatically natural sense of
"scope'". Here it is very hard to sec the connection bhetween "logical form"
and '"grammatical form" of the scentences in question,

This difficulty seems to be due to the wiay in which quantifying
expressims operate in ordinary language. What goes on gherevis prima facie
quite unlike ordinary quantification tﬁcory. where the scopes of the
several quantifiers are the mainvdotcrminnnts of lopical structure. What
happens is, rather, that ordinnry.languagv uses--for reasons that are
likely to be quite deep--for the purposes of quantificatio&.gcopclcss

(""free') terms not completely unlike Hilbert's e-tcrms.gl 4/

What matters
here is uwct the respective scopes of these terms. for they are typically
maximal (comprising as.much discoursc as belongs to one and the same
occasion), but rather thc order in which they are thought of as being in- | B
troduced. There seems to be a fair amount of data concerning in cffect
the grammatical indicators of this order. However, the studv of 'natural
logic" scems to have hcen hampered here by the absence of an appropriate
logical framcwork. Linguists and linguistically oriented logicians should
here pay nmuch more attention to such unconventional reformulations of
quantification theory or Hilbert's c*éheory.

Onc of the indicators sometimes uéed in ordinary language for this 'Q J

purpose is simply the order in which the complex terms appear in ordinary

language. Since this is affected by the passive transformation, this

transformation affects in an important way the meaning of the sentence in &
question. Chomsky's example (Aspects p. 224) "every once in this room knows i
b
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at least two languages" vs. "two languages are known by everyone in the
room'" illustrates this point. 1T do not sec any cvidence for Chomsky's
claim that an ambiguity bctween these is latent in the former (or in its
"deep structure'").

Heve we are alveady approaching a group of problems which has
recently exercised both philosophical logicians and linguists, viz. the
ambigu:ity between what have been called by Donnellan (1966) the referential
and the attributive use of certain singular Lérms, especially definite
descriptions. 1Tt is exemplified by the ambiguityv of
(6) John wants to marry a girl Qho is both pretty and rich.

Here it may be that beauty and wealth are among John's desiderata for a
wife in general, or it may be that John is keen on marrving some particular

girl who happens to have these desirable qualtities., The former is the

—attributive reading of (6), the tatter the referential ceading.  For the

historically minded, i* may be pointed out that the distinction between

the two reading belongs to the older stock of a logician's trade. In the
Middle Ages, the referential reading would have been said to yield a state-
ment de re, the attributive a statement de dicto.

The possible-worlds semantics at once shows what the distinction
amounts to under any name. Consider a statement which contains a singular
term--say "b'"--and also some modal unotions. These notions imply that we
arce in cffect considering several possible worlds over and above the actual
one, Now such a statement can often be understood in two different ways.
1t may be taken to be about the iundividuals--typically different ones--
which the term "b" picks out from the several possible worlds we are con-

sidering. This yields the de dicto statement, However, it can also be

N
W
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actual one. This results in the de re statement. For instance,

———

taken to be about that particular individual--considered of coursce as a

citizen of several possible worlds--whom the term "b'" picks out in the

(7) .John belicves that the richest man in town is a Republican

may mean that in cnchxpossiblc world compatible with John's belicfs the

description "the richest man in town'" picks out a Republican. 1t may also

mcan that John has a belief about a particular person. who as a matter of

fact is the richest man in town, viz‘thu belie! that he'is Republican,
Letting bound variables cange over (wel]-dcfincd) individuals (in

the logical scuse of the word). as Quine and others have persuasively argucd

that we'd better do, we may symbolize the two statements as follows:
e

(8) F(a (de dicto)
(9 (gii (x=a & F(x)) or alternatively

(®) (x=a D F(x) (de re)

Some philosophers of language. e.g.. Quine (1956, 1960) have described

‘

the ambiguity as a contras* between two interpretations of the verb in

question, an opaque and a transparent one, The former is supposed to yield

the attributive and the lagter the refervntial reading. OQur analysis of
the situation shows that these cannot Be considered as two unanalysable
senses of the verbs in question. In fact, in (9) the so-called transparcnt
sense is analyzed in terms of the opaque one (plus quan ifiers).. As to the
assumption of thé ambiguity of the verb in question, we just do not neccA
that hypothesis. Later it will be seen that speaking of two senses of the
verb in question is mislcading for another reason. too.

Likewise. the countrast between two apparently irreducible uses of

definite descriptions postulated by Donndlan seems to me completely
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unnccessary, for an analysis can be given of the two uses which does not
presuppose any irrcducible ambiguities or irreducible contents between
different ways of using the expressions in question.

This account of the ambiguity at once suggests several conclusions
which do not all agree with what the linguists have said of the subject.

First, the dc dicto--de re ambiguity (if it may be so called) is
unlike many other types of ambiguity in that the two senses coalesce in
the presence of simple kinds of furtﬁer infcrmation. What this information
is, is shown by our semantics. The difference between a statement about
the several references of a term."g" in certain possible worlds and a state-
ment about the individual actually referred to by this terﬁijg" disappears
as soon as "é" picks out one and the same reference in all these worlds.
Depending what these worlds are. this may amount to a simple factual as-
sumpcion concerning the people in question. For instance, the two readings
of (7) collapse if the phrase '"the richest man in town" picks out one and
the same man in all of John's doxastic alternatives to the actual world.
But this, obviously, means nothing but Jéhn's having a belief as to who the
richest man in town is. And of course it is obvious that if John has such
an opinion, the difference between the two interpretations of (7) indeed
docs not matter.

This power of simple factual assumptions (which of course usually
cannot be made) to dissolve the de dicto-de re ambiguity by making the two
senses coincide seems to me an interesting phenomenon which distinguishes
this type of ambiguity from many others. (No factual assumption can

apparently eliminate, say, the ambiguity of "flying planes can be dangerous'

without ruling out one of its two senses.) It is beautifully accounted for,

248
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it scems to me, by the possiblc-wo;ld semantics.

Secondly. our scewantical theory shows that the de dicto-de iﬂ
ambiguity is presceat only in a context where we have to consider scveral
possible worlds (including the nctunf one).  Typically. but perhaps not
quite exclusively, these are contexts involving (non-redundant) modal
notions in our wide sense of the word.

Now it has recently been claimed that. on the contrary. the de
dicto-de re contrast can be prescnt {n non-medal contuxtg. Since a couple
of interesting methodological points are involved in this question, I shall
comment briefly on it. Mrs. Partee claims that such sentences as the
following: ;
§ el
(10) John married a girl his parents didn't approve of.

(11) Bill cahgh: a snipe.
(12) The>man who murdered Sﬁith is insane.

exhibit the same ambiguity as (6) or (7).

For instance. (12) is said to be ambiguous because "either the

. speaker is asserting of a particular individual. referred to by the defi-

nite noun phrase. that that individual is insane; or the spcaker is asserting

that whoever it is that murdered Smith is insane--i.e., the definite noun

phrase gives a characterization of an individual not necessarily otherwise |
known, and the scntence asserts that whatever individual is so character-

jzed as insane". However, there is no reason, it scems to me, why the

speaker should be asserting one of these things as distinguished from the

other,  Whoever utters (12) is merely claiming that the person who as a

matter of facl murdered Smith is insane, and the question whether the speaker

has in mind some particular candidate for that role need uot be as much as
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'ﬂt raised.é/ The fallacy involved here scems to he the following. From the
fact that a sentence can be split into a disjunction of several sentences
by evoking some further fenfure of the speech-situation in questions, it
docs not follow that it is ambiguous. Or, to put the same point in more
linguistic terms, from the fact that an expression exhibits on ambiguity
when imbedded in a certain kind of context it does not follow that it is

ambiguous when cunsidered alonc.ﬁ/

To illustrate this claim, let me point out that'the same fallacy
is exhibited by George Lakoff's recent claim (1970, pp. 12-14) that the
sentence

(13) That archaeologis” discovered nine tablets..

‘
e

is ambiguous in that it can "mean" that the archaeclogist discovered a

group of nine tablets or that the tablets h2 discovered totalled nine in

v

number. .The trouble here is brought out by asking: Why should such pos-
——_‘_;;;II;£§ of-a furtﬁer description of the feats of ome archaeologist make

(13) ambiguous? Any sentence could be shown ambiguwous by parallel arguments,
it seems to me. The point to which Lakoff is tryimg to get at is presumably
that if someone's beliefs concerning one archaeologist are explicitly evoked,
a distinction has to be made. Thus Lakoff may perhaps be right in thinking

: that another example of his, viz.
(14) Sam believed that that archaeologist discovered nine tableéts.
is ambiguous between what he calls the group-roaaing and the quantificr-
reading. lowever, this does not in the lecast go to show tha: (13) is

\ ambiguous. Lakoff's c¢laim is merely another instamce of the same fallacy

7

as Mrs. Partce's.=

é; . The further reason Mrs. Partee gives for the alleged ambiguity of

. - 2510
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x such sentences as (10) - (12) is that when they are imbedded in an opaque
context, they exhibit the referential-attributive ambiguity. Hence, the
argument scems to go, they cannot on their own be partial to one recading
(presumably to the referential one). The mistake involved here is again
dcﬁoustrutod by the possible-worlds semantics. [t shows that it is not
the case that such non-modal sentences as (10) - (12) for some reéson have
to be given the referential rather than attributive read;ng. Rather, the
very distinction referential vs. attributive does not apply to non-modal
contexts. Hence Mrs. Partee's argument presupposes that her opponents are
assuming the referential reading of non-modal scntences. whereas the true
moot point is whether the distinction applies to such sentences in the
first place. (e
Another point which the péssiblc-worlds semantics serves to bring

out is that the referential-attributive contrast has much less to do than
"——?ébpie“commonly.assume with the relative emphasis on the namiﬁg of a par- . ‘

ticular 6bject in contrast to describing it. Rather, the importance of the

descriptive element in the de dicto interpretation is secondary, derived

from a deeper feature of the situation. According to the de dicto inter-

pretation, the statement in question deals with the scveral individuals

which a noun or noun phrase picks out in several different possible worlds.

Since they are not (manifestations of) the same individual, we often--but

not always--have to rely on their descriptive characteristics to pick them

out from among the members of the world in question. They are not automat-

ically picked -out by the general criteria we have for identity of one and

the same individual in different worlds.

: ( Although the descriptive clement is therefore often quite important,
| , .
]
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it is not uniformly so. As soon as it can be assumed for any recason
wvhatsoever that a singular term picks out a definite individual (rom cach
of the worlds we are considering, however different these individuals may
be, we have an opening for the attributive reading, even though the
singular term in question has little descriptive content. It has been
claimed (Partee (1970)) that "names are almost always used referentially,
since they have virtually no descriptive content”. Questions of frequency
aside. there nevertheless is no diff%culty whatsoever in finding examples
of the attributive use of names. For instance. consider the following:
(15) Sherlock liolmes belicves that the murder was committed by Mr. liyde,

although he does not know who Mr. Hyde is. ;
{ e
Here a de dicto reading is the only natural one. Since Sherlock

Holmes is assuricd not to know who Mr. lyde is, his belief can scarcely be

said to be about any particular person. (In the different worlds compat-

ible with his knowledge and presumable even Qith his beliefs, Mr. Hyde
will be a different person.) | |

Notice, moreover, that (15) does not amount to saying that Sherlock
Holmes is looking for a man called Mr. Hyde, for he is not at all interested,
sav. in Hyde's namesake in Manchester with a perfect alibi. Hence. we
cannot in this way give "Mr. Hyde" in (15) a normal descriptive content.

By the same token, a wide cluss of sentences in terms of names admit
of a gg 91252 re&ding. assuming that they contain words for knowledge,
belief, memory, wishing, hoping. wanting, ctc.

Such observations strongly suggest, incidentally, that much of the
terminology in this area is misleading. This is the'case with the terms

“"referential” and "attributive" as well as (though to a lesser degree) '"dc

"

re" and "de dicto",

-]
"
4]



Mistaken emphasis on the descriptive element in the attributive

(dec dicto) use of nouns and noun phrases has apparently led to a misclas-

if sification of some intecresting cxamples. For instance, we rcad that the
following sentence "scems unambiguously non-referential';
(16) Since I heard that from a doctor, 1'm inclined to take it seriously.
Insofar as the de dicto-dc re distinction is here applicable at all, the
presumption seems to me to be that a de re (referential) rcading is being
presupposed herc rather than the de éiggg (non-referential) one. For
whoever utters (16) is surely likely not to have in mind some definite
person from whom he heard whatevér he is there said to have heard. 1In
other words, (16) is naturally taken to be equivalent to so?gkhing like
(17) Since'thc man from whom I heard that is a doctor.

(_ T am inclined to take it scriously,
which shows that we are dealing with a de re reading here.

A point which T can raise but not answer here concerns a possible
moral of the de dicto-de re ambiguity for such claims as Lakoff's concerning
the near-identity of grammar and '"natural logic'". This claim is trivial
if it only extends to the identity of some grammatical and logical phenomena.
Morcover, there are surely featurcs of grammar (in any reasonable sense of
the word) which have Jittle logical intercst. Hence Lakoff's thesis has a
bite only if it is taken to claim that all or at the very least ;ll really
interesting features of the logical behavior of ordinary language can be
turned into "rules relating surface forms to their corresponding logical
forms",

Another restraint that is necded to make Lakoff's claim relevant is

the following. The thesis must presuppose some idea what the rules of

N \‘1
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grammar are independen£1y of the requirement tﬁat tkny match (or can be
interpreted as) rules of logic. For if there is no such independent
criterion, lakolf's thesis can be satisfied triviallv, simply by taking
some suitable formulation (i€ any) of the relevant aspects of logic and
postulating grammatical relations and rules to match these.  The real
question, it seems to me. is not whether this is possible, but whether such
an attempt to satisfy lLakoff's thesis is likely to produce results that
have some independent grammatical significance. ‘

My modest proposal hgrc is to use.thc de dicto-de re ambiguity as
a test case for such theses as Lakoff's. If they are correct, this ambi-
guity must be possible to account for in the usual way in gram?atical terms.

e

I1f my diagnosis of the situation is correct, we have here a widespread and‘
clear-cut phenomenon whose explanation in grammatical terms would be of
considerable interest. Because from a logical point of view we can see
the unity of the different manifestations of the ambiguity, according to
Lakoff's thesis we presumably ought to be able to give to it a unified
grammatical treatmen:. |

I have no proof that such a treatment is impossible. As far as I
can sece--and here I may very well be miskaken--therc nevertheless are some
definite difficulties confronting any attempt to account for the ambiguity
in a satisfactory manner in'ordinary grammatical terms. In an old-fashioned
terminology, we might say that here linguistic form perhaps does not match
logical form.

As I said. 1 have no strict impossibility proof here, and I do not

believe that such a proof is possible until some explicit restraints are

imposed on the grammar which is supposed to account for the ambiguity.
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lowever, some indications of the nature of the problem can be given., Part
of the aim would have to be to derive all sentences of the form

(18) a knows (belicves, remembers. hopes. wishes, intends, etc.) that p
where nouns or noun phrases occur in p in more than one way. One way is o
presumably some more or less straightforward imbedding of p in the "knows
that" context. However, it is far from clear what the pthqr derivation
might look like. Morcover, it does not suffice to provide just one alter-
native derivation, for when sevcral 50uns or noun phrases occur in p , we
often face (ceteris paribus) a choice, for each of them, whether to inter-
pret it de dicto or de re. (Thus n nouns or noun phrascs occurring in p

may create 2"-fold ambiguity.)
Ve
tncidentally, this suggests that it is misleading to attribute' (as

Quine among others had done) the ambiguity in question to the verb which

serves to express the propositional attitude in question, unless we are

prepared to countenance such strange consequences as, e.g., that the number
of readings of the verb in question depends on the number of nouns and '
noun phrases in the imbedded clause, Hence Quine's analysis of the situ-
ation appears very suspect,

A fairly obvious candidate for ‘the role of an intermediate stage of
the desired derivation would be something of the form
(19) a knoﬁs (believes etc.,) of b that --- he ---,
or of one of the similar parallel .or more complicated forms. Tt is in fact
true that (19) is prejudiced in favor of the de re interpretation much more

firmly than the corresponding construction

Hence the choice of (19) rather than (20) may very well serve to signal that
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the speaker is opting for the de re interpretation.

llowever, it is not clear that (19) cannot itsclf be ambiguous in
the same way as (20). An cexample of the attributive reading of a sentence
of the form (19) is perhaps offered Ly the following:
(21} It is bhelieved of Jack the Ribpvr that he killed

more than thirty women,

thought of a2< being uttered in a context where complete ignorance of--and
complete doxastic disinterest in--tﬁ; identity of Jack the Ripper is being
presupposed. (Would anyone find (21) at all strange if uttered in such
circumstances? I doubt it very'much.) 1f so, the alleged possibility of
deriving (20) from (19) scarécly serves to explain why (20) is ambiguous.

g ne

The fact, registered above, that the two senses involved in a de

dicto-de re ambiguity will coalesce as soon as a simple factual assumption

is satisfied also scems to militate against any simple-minded attempt to
account for it in terms of two different derivations of the ambiguous
sentence. It is hard to sce how this latter type of duality can be made
to disappear by changing certain facts about the yorld.

The problem is thus to account in grammatical terms for the two

features which distinguish the de dicto-de re ambiguity from typical

Structural ambiguities. These fecatures are (i) the collapse of the dif-

ferent senses into one wherecver certain simple kinds of factual informaticn
are present and (ii) the dependency of the number of sense on the number
of singular terms (nouns and noun phrascs) in the sentence in question or
in some part of it.

It is.perfectly possible to account for these interesting phenomena

in a sufficiently sophisticated logical and/or grammatical theory. For
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instance, there is no difficulty' in explaining (ii) in Montaguc's formal
grammars. However, in such cases the question of independent grammatical
interest of the account can perhaps be raised.

Morcover, certain widely ncceptéd grammatical theories do not scem
to admit of an adequate account of (i) - (ii), For instance, if ambiguitics
of this kind are to be explained by reference to prc-trangformational (i.c.
decp structure) base components and if this base component is to be obtained
in the simple way assumed e.g. by Choﬁsky (sce e.g. Aspects, pp. 67-68,
120-123, 128), 1 cannot sce any hope for explaining (ii) by means of alter-
native ways of obtaining the base component. Furthermore, it is even
unclear what an account of (i) would look like in terms of typical con-

g

temporary grammatical thcorics.

What ié likely to even be more important here, there does not scem
to be any independent grammatical reason for.postulatihg a derivation of
(20) from (19). Yet we saw that such reasons are needed to prevent Lakoff's
thesis from degencrating into a triviality. [ cannot help finding it very
unnatural to think of (20 as being deriqu by so circuitous a route as

(19). Of course, this may be merely duc to my iguorance of zraumatical

theory. But even if this should turn out to be the case, the onus of proof

is very much on the generative semanticists. 1f they cannot supply one, or

some alternative account of the situation, we have here a counter-example
to their claims.

A final word of warning is pbrhnps neceded here concerning the further
complications into which thie possible-word semantics lecads us. Or perhaps
--hopeful]y--wb rather ouzht to specak of the complexities it helps to

unravel. I have spoken rather casually of this or that individual's making
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his or its appearance in the different possible worlds we ave considering.
In reality, the criteria by means of which we actually do this--that ‘is,
cross-identify or tell of members of different possible worlds whether
these are the same or difterent--are not unproblematic. at least not for
philosophical purposes. Although luckily our possiblvéwurlds semantics
enables us to pose some very interesting questions here. it is not even
completely clear what structural properties the "world lines'" have that '
connect the different "manifcstacions“ of "roles'" of or Ycounterparts' to e
or one and the samc¢ individual with each other. One such structural
question is of o particular concern to the subject matter of this paper.
This is the question whether a "world line" may split when we move from a

Jaed
world to its alternatives. If this question is answered affirmatively, we

cannot any longer speak light-heartedly of the individual (considered as

a mcmber of a number of alternative worlds) which a term (e.g., a noun

phrase) picks out f;om the actual world. For if splitting is admissible,
there may be in some of the alternative worlds several "manifestations of"
or "counterparts to" to this individual. What that would mean is that

the whole de dicto-de re contrast becomes messier. Or. more accurately
speaking, the de re reading becomes conéidcrahly less sharp.

Can we rule out splitting of world lines (of the kind just mentioned)?
this question is of a considerable importance to many philosophers of logic
and of language, but unfortunately there is nothing remotely like a con-
sensus concerning the answer. Rather plausible arguments both pro and
con can in fact be found in the literature.

Here 1 cannot survey these arguments. It may nevertheless work

while to recall the fact--which I have pointed out elscwhcregl-that a
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prohibition apainst splitting is essentially tantamount to the wmost plausible

version of the famous principle of the substitutivity of identity which
Quine and others have made the cornerstone of their interpretation of the
logic of modal notions. If the proh{hitinq against splitting cannot he
upheld, Quine is in servions trouble cven on a relatively charitable inter-
pretation of his views on modality and reference. .

In contrast, allowing world lines to split would not tell in the
least against the possible-world semantics as such. It would merely show
that some of the phenomena that can be studi>d by its means exhibit
complications that at first do not meet the cye,

The only constructivc.suggestion I want to offer here is that what

10l
looks like splitting is often an indication of something quite different.
It often indicates that more than onc overall principle of cross-identifica-
tion is ét work.

Elscwhercg/ 1 have studied some such éontrasts between different
methods of cross-identification in some detail. 1 do not thiuk tgat 1
exagperate if | say that they turn out to have a tremendous philosophical
interest,  The reason why T mention them here is.that recognizing the
frequent presence of different principles of cross-identification is highly
relcvant to the theory of reference aé it has been employed by linguists,
especially to some of the puzzle cxamples that have been bandied around
in the literature. Suffice it here to point out that the logic of
McCawley's well-known example becomes crystal clear from this point of view.
I mean of course the sentence

(22) 1 drcamt that I was Brigitte Bardot and that T kisscd me.

Here it is abundantly clear that in the spraker's dream-worlus (worlds

2E9
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compatible with what hv_drvams) there were two counterparts of h}m. It
is also clear that they are counterparts in.a different sense. What
precisely the two respective senses are is not specified by the example
and may be difticult to spell out in detail. It is fairly clecar, none-
theless, that the distinction participant-observer, employed by some
analysts, does not give us much mileage here, althouth it perhaps points
to the right dircection. However, the outlines of the two cross-identifi-
cation principles uscd in the example are c¢lear enough.  One of the speakér's
counterparts is the person whose experiences he has in the dream-world, the
other, is the one who is tike hiwm by some less excitiong eriteria.

Much work remains to be done concerniug different kinds of princi-

(et

ples of cross-identification. For one thing, it has not been worked out
what conscquences the presence of the methods of cross-identification has
grammatically. I believe that the contrast is not expressed in English
very systematically, although in a somewhat smaller scale it has some
clear-cut linguistic counterparts. (See my analysis of the direct-object
constructions in the papers mentioned in footnote 3 above.) These counter-
parts largely rcmain to be further inveséigatvd. It may be the casc, as
Lakoff has arged, that for this purpose the usual simple-minded method of
rcferential indices. first proposed by Chomsky, is irsufficient, though
no hard proof to thié c¢ffect has Luen given. (Lakoff's analysis seems to
me misleading in any case in that he speaks of a person's splitting into
sceveral in another possible world. The presence of two different methods
of cross-identification is ncvertheless a phenomenon which cught to be
sharply distinguished from the splitting of individuals under one and the

same method.) However, they do not reflect in the least on the possible-
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worlds scemantics, which on the contrary gives us excellent methods of
analysing the situation. And since tﬁ~ possible-worlds scemantics which

I have informally sketched here can casily be turned into an explicit
treatwent of this part of logic by means of an explicit axiomatization, I
camot agree with Lakoff's claim that "symbolic logic ... is of no help
here' (1968, p. 5), though Lakoif may provide a way out for himself be by
speaking "symbolic logic of the traditional sort'. Traditional or not,

a satisfactory logical account here décs not fall with the use of
referential indices.

Since T have been criticizing many of the specific things legically

minded linguists have recently said, let me ¢nd by reitcrating that I find

their direction of interest not only worthwhile but alsc diﬁtﬁnctfy prom-
ising. The corrections 1 have tried to offer to their claims are caleulated
to illustrate this promise rather than to deteact from it, | am cspecially
deeply indebted to the authors whose detailed remarks 1 appear to be

criticizing most, viz. t Géorge Lakoff and Barbara Hall Partce.
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Notes

Probably the best brief account of this approach is still to be found in

the original papers by Saul Kripke. Cf. also my Models for Modalitics,

Kaplan (190Y), Kanger (1957), and the writings of Montague.

This account is in need of a major qualification, however, for as it stands
i* implies that we all believe all the logical consequences of what we
believe, that having inconsistent bceliefs entails belicving cverything,
plus all the awkward parallel conclusions for other propositiounal attitudes.
The problem arisimyg here is discussed by Barbara Hall Pavtee in her con-
tribution to the present meeting. I have outlined a solution to the problem

. '

s » u“'"

in other papers, especially in "Knowledge, Belicf, and Logical Consequence',

Ajatus vol. 32 (1970) and in “Surfacce Information and Depfh Information",

Information and Inference, ed. by Jaakko Hintikka and Patrick Suppes, Syntnese

Library, D. Reidel Publishing Co., Dordrecht, 1970, pp. 263-297.

Sce David Hilbert and Paul Bermays, Grundlagen der Mathematik I-1I, Springer -

Verlag, Berlin, 1934-39.

1 reeall that Panl Ziff uscd to make the same--or at lcast closely related--

point in discussion alrcady some twelve years ago.

Notice that there is no ambiguity in the truth-conditions of (10 - (12).
For instance, (10) is truc if and only if John's bride actually was not
approved of by his parents, quitc independently of the specificity of the
speaker's knowledge of who that girl i;.

Notice alsé the interesting difference between what is claimed by Partee

about (10) and what in fact happens in (6). Here, it is suggested, it
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out by considering them as asserted scntences.

7.

makes a difference whether

not. Thislis an entirely different thing from John's having a specific
vgir] in mind in the state of affairs described by (6), The ambiguity Fhat
is claimed to reside in (10) is not the same one that surfaces in (6),
Another, supplementary mistake may also be operative here, viz, a tacit
assumption that the sentences in question, c.g., (10) --(12) are to be
thought df as asserted by the spoakc{. If so, their logical force will in
fact be tantamount to the following: )

(10)* 1 asscrt that Johp married a girl his parents didn't approve of.
(1% T assert that Bill caught.a snipe.

(12)* 1 asscrt that the man who murdered Smith is insane. h"
Since "assert” is a modal verb, (10)* - (12)* are indead ambiguous. However,
there is no reason for thinking that the logic of (10) - (12) must be brought
Hénce the tacit assumption

is likely to be illicit.

What has probably misled many people here is the very fact illustrated by
Lakoff's claim, viz. the fact that surprisingly often modal notions are
tacitly being considered in apparently non-modal contexts. This important
fact would descerve some further attvntiun, and it partly excuses the kind

of mistake 1 have been critvicizing.

In "Existential Presuppositions and Uniqueness Presuppositions’ (Models

0

for Modalities pp. 112-147).

See "On the Logic of Perception'" in Models for Modalitjes, '"Objects of

Knowledge and Belief', and "Knowledge by Acquaintance--Individuation by

Acquaintance®,
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DTHAT

David Kaplan
[Stream of Consciousness Draft:' Errors, confusions and disorganizations are not to
be taken seriously]

Donnellan says "Using a definite description referentially a speaker may say
something true even though.the de-cription correctly applies to nothing'. His
example - taken from Linsky - has someone saying of a spinscér,

Her husband is kind to her
after having had Mr. Jones = actually the spinsters brother - mis-introduced as the
spinsters husband. And - to f£ill it out - having nocicgd Jones' solicitous attention
to his sister. The speaker used the non-denoting description "Her husband" to refer to
Mr. Jones. And so, what he said was true.

There are a lot of entities associated with tlte utterance of "Her husband is kind
to her" which are comaonly said to have been said:‘ tokens, types, sentences, proposi-
tions, statements, et:. The something-true-said,-Donnellan calls a "s;atemenc".

On the other.hand, "If... the speaker has just met the lady and, noticing her
cheerfulness and radiant good health, made his remark from his conviction that these
attributes are always the result of having good husﬁands, he would be using the
definite description attributively."”

After poinéﬁ%ut that "In general, whether or not a definite description is used
referentially or attributively is a function of the speakers intentions in a particular
case", he mentions that according to Russell's theory of descriptionms, the use of ghgig
might be thought of as involving reference "in a very weak sense" to whaCe§cr is the
one and only one ¢; if there is any such. Donnellan then concludes, "Now this is
something we might well say about the attributive use of definite descriptioms...

But this lack of particularity is absent from the referential use‘of:ﬁefinite descritpions
precisely because the description is here merely a device for gecﬁfgé one's audience
to pick out or think of the thing to be spoken about, a device which may serve its

function even if the description is incorrect. More importantly perhaps, in the

¢y 1
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referential use as opposed to the attributive, there is a right thing)is not simply
~a function of its fitting the description ."

Donnellan develops his theory by adducing a series of quite plausible examples

to help him answer certain theoretical questions, e.g. are there sentences in which

the contained definite description can only be used referentially (or only attributively)?,

can rceference fail when a definite description is used referentially?, etc.

In my own reading and re-reading of Domnellan's article I always find it both
fascinating and maddening. Fascinating, because. the fundamental distinction so
clearly reflects an accurate insight into language use, and maddening, because: first,
the examples seem to me to alternate between at least two clearly discriminable concepts

of referential use, second, the notion of having someone in mind is not analyzed but

used, and third, the connections with the developed body of knowledge concerning
intensional logics = their syntax and semantics - are not explicitly made, so we can
not immediately see what Donnellan and intensional logic have to offer each other, if
anything.

-As one of the body devlopers, I find this last snub especially inexcusable. This
is not a divergent perception for those of my ilk. Hintikka remarks (plaintively?)
"The only thing I miss in Donnellan's excellent paper is a clear realization that the
distnction he is talking about is only operative in contexts governed by propositional
attitudes or 6ther modal terms",

Hintikka's remark at first seems surprising)since none of Donnellan's examples
seem to have this form. But the remark falls into place when we recognize that
Donnellan is concerned essentially with a given speaker who is assertiné something,
askingz something, or commanding something. And thus if we pull back and focus our
attention on tﬁe sentence describing the speech act:

John asserted that Mary's husband is kind to her,
the intensional operator appears.

Probably Hintikka wanted to argue that the sentence,

ller husband is kind to her,
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is not itsclf ambiguous in tﬂe way that say,
Every boy kissed a girl.

is. The fact that an ambiguous sentence is produced by embedding ¥ in some
sentential context (for example, an intensional or temporal operator) should not
be construed to indicate.an ambiguity in §. For were it so, (almost?) all sentences
would be ambiguous,

Donnellan's distinétipn is a contribution to the re-development of an cld,
and common-sensical theory about language that - at least in the philosophical
literature -~ has rather been in a decline dﬁring the ascendency of semantics over
epistemology of the 30's, 40's and 50's. The commcn sense thezrv is one that Russell

ut.‘“" y 3
vrestled with in Principles of Math®(1903) but seemed to reject in“On Denoting (1905).

This theory asserts roughtly that the correct analysis of a typical speech act, for
example,
iohn is tall,
distinguishes who is being talked about i.e. the individual under consideration, -
here, John - from how he is being characterized - here, as tall.
Russell's analysis of ché proposition expressed by
John is tall,

provides it with two components: the property expressed by the predicate "is tall",

and the individual John. That's right, John himself, right there, trapped in a
proposition.
During the Golden Age of Pure Semantics we were developing a nice homogenious

theory with language, meanings, and entities of the world each properly segregated

and related one to another in rather smooth and comfortable ways. This development

probably came to its peak in Meaninz and Necessitv. Each 'designator' has both an

intension and an extension. Sentences have truth values as extensions and propositions
as intension, predicates have classes as extensions and properties as intension, terms

have individuals as extension and 'individual concepts' as intension, and so on. The
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5 intension of a cowpound is a function of the intensions of the parts and similarly

{- the extension. There is great beauty and power in this theory.

But there remained some nagging doubts: Proper names, demonstratives, and
quantification into intensional contexts. .

Proper names may be a practical convenience in our mﬁndane transactions, but they
are a theoretician$ nightmare. They are like bicycles. Everyone easily learns to
ride, but no one can correctly explain how they do it. Completely new theories have
been proposed within the last few years, in spite of the fact that the subject has
received intense attention throughout this century, and in some portions of Tibet
people have had proper names for even longer than that.

The main difficulty has to do, I believe, with the special intimate relatiouship
between a proper namz and it's bearer. Russell said that in contrast witﬂ a common
noun, like "Unicorn", a proper name means what it names. And iflit names nothing,

( it means nothing. In the case pf "unicorn'" we have a meaning, perhaps better &
"descriptive meaning', which we make use of in looking for such things. But in the
case of the name "Moravcsik" there is just Moravesik. There is no basis on which
to ask whether Moravcesik exists. Such:a question is - for Russell - meaningless.

But people persist in asking this quesgion. Maybe net this very question, but
analogous ones like

Does Santa Claus exist @

Then there were other apparent difficulties in Russells theory. The Astrononical
discovery that Hesperus was identical with Phosphous became a triviality. It expressed
the same proposition as Hesperus is identical with Hesperus. Furthermore, although

the bearer of given proper name is the be-all and end-all of the name's semantic relata,

almost every proper name has dozens of bearers.

And then there are the unforgiveable distortions of the minimal descriptive content

of proper names. We all know of butchkers named "Baker'" and dogs named "Sir Walter".

The ultimate in such perversity occurs in titles of the top administrative officers

Q

Eﬂié&; at UCLA. We have four vice-chancellor's at UCLA, one of whose title is ""The Vice~Chancellor
s = ) por o
2'70)




!

O

ERIC

s

0.4

All in all proper names are a mess and if it weren't for the problem of how
to get the kids to come in for dinmer, I'd be inclined to just junk them.
At any rate the attempt during the Golden Age was to whip proper names into linc.
In fact into the linc of common nouns. People do ask
Does Santa Claus cxist?
So that must mean something like

Does a unicorn exist?

They do ask

Is Hesperus identical to Phospﬁ?ﬁs?
So that must mean somcthing like

Are bachelors identical with college graduates?
Thus was waged a war of attrition against proper names. Many were unmasked as
disguised descriptions e.g. "Aristctle" means '"The student of Plato and teacher of

an ~ '

Alexander who..." - not“unreasonable proposal, =
However some of these exposgg did secem a ' it oppressive. e.g. Russell's suggestion
that |

Scott is Sir Walter,
really means

the person named 'Scott' is the person named 'Sir Walter',

followed by his nonchalant remark: 'This is a way in which names are frequently used
in practice, and there will, as a rule, be nothing in the phraseology to show whether
they arc being used in this way or as names". But at least they isolated the few recl

trouble makers - who turned out not to be our good old proper names at all but a handful

of determined outsicde demonstratives - 'This"'that', etc.

to
In sunmmary, the technique was firstlsxpose a proper name as a disguised
discription (sometimes on tenuous and unrcliable evidence) and then ruthlessly to

eliminate it.
We thus reduce the exciting uncertainties of,

Socrates is a man,



to the banality of

All men are mortal
The demonstratives were still there but they were so gross they could be
igporcd.
Lately, under the pressure of the new interest in singular propositions
generated by intensional logic, the verities of the Golden Age are breaking down.
Once logicians became intcrested in formal;zing,a logic of neéessity, belief, knowledge,
assertion, etc., traditional syntactical ways quickly led to formulas like

John asserted that x is a spy

with frce 'x', and then with 'x' bound to an anterior operator. Under what circum-

stances does a given individual, taken as value of 'x', satisf this. formula°'A“~°““"L
g ’ y

\{)‘U\l opEan \.Mai& A,uu\c\ ‘11\,5824“»’11:4‘"« ot Tha endtac b f -
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It scems that in at least certein speech acts, what I am trying to

express can't quité be put into words. It is that proposition of Russell's
with John trapped in ic.

The property of being tall is exactly expressed by 'is tall', and the

.concept of the unique spy who is shorter than all other spies is exactly

expressed by 'the shortest spy'; but no expression exactly expresses John.
An expression may express & concept or perer%y which, in reality, only John
satisfics. There. are many such distinct con. 2 .ts; none of which is John
himself.

I would like to distinguish between thc %ind of propositions which
were considered by Aristotle (all S is P, some 5 is not P, etc.) and the kin!
of proposition considered by the early Russell., I call the former generai
propositions and the latter singular ggoggsitiong. Suppose, just for
definiteness, that we fix attention on sentences of.aimple aubject-gredicate
form. The following are examples;'

(1) A spy is suspicious

(i11) Every spy is suspicious,
(111) The spy 1is suséicious.‘
(Iv) J hn is suspicious.
Now let us think of the proposition associated with each sentence as having
two components. COrresponding‘:o the predicate.we have the property of being
susnicious; and corresponding to the subject we have either what Russell called

a denoting concept or an individual. Let us take the proposition to be the

ordered couple of these two compor..ts.
_Again, to £.x ideas, let us provide a possible-world style of inter-

pretations for these notions. We think of each total or complete possible
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state of affairs asl a possible world .‘ The possible worlds ére each continuants
through time and may in fact overlap at for certain times. For example, a
possible world may agree with the actual world dp to the time at which some
individual made a particular decision; the possible world may then represent

en outcome of a decision other than the one actually taken. (In science

. fiction, such cases are called alterngte time lines.)
Within this framework we can represent a unumber of the semantic notions
' ~in question. We might represent the proper't‘:}" of _lg_g_n_g. suspicious by that
function P which assigns to each possible world w and each time t, the
set of all thcse individuals of w which, in w, are suspicious at t. We might
represent the l¢noting concepts expressed by the demoting phrases ‘A spy!,
'Every sﬁ', and 'The spy' as, nay, the ordered couples: <'A',82' <'Evefy',s>,
QThe', S} where S is the prduexiy (represento.ad as above) of Q_gll_n_&g_g_gl.l
The fact that the logical worcs 'A', 'Every', and 'The' are just carried along

reflects our treatment of them as syncategorematic; i.e. as having no independant

meaning but as indicators of how to combine the meaning bearing parte (here}'spy’

and the predicite) in determining the neaning c¢f the whole. For (1)? 1), (qi1)

o the corresponding propositions are now represented by:
o : . ) <<'A'S> P>
(vi) (’\n\' Every' S) 13

(vii) <<".l‘he' s) P> )

It should be clear that each of (v) - (vii) will de.termi-n‘e a function which o ‘

-

assigns to each possible world w and time " a tr__;lth value. And in fact the
truth value so assigned to any wand t: will be exactly the truth value of the
centence in w at t. For example: (vi)determines that. function which assigns
Truth to a given w and t if andonly if every member of S(w,t) is a member of

P(w,t). Notice that the function so determined by (vi) also correctly assigns

e

e




to each w ar. t the trnth value of (ii) in w at t. [T?or the purpose of (vii},

let us take * to be a 'truth value' which ié assigned to w and t when S(w,t)
“contains other than a single member ._/

The proposition corresponding to (iv) would be:

(viii) <John, ,

not {lgohn', B> mind you, but (onn, p) And (viii) will detérmine that
function F which assigns Truth towand t if and only if John is a member
of P(w,t). If John is an individual of W'af.the time t (1.e. John exists
in w and is alive at t) but is not a member of P(w,t), then F(w,t) is Falsehood;
and if John is not an.individual of w at the time t, then F(w,t) is *,

Thi; bries axcursion into possible world semantics is only to fix -
ideas in a simple way withii that framework.(I will later make further use of
the framework) and is nof put forward as an ideal (in any sense; generalizability,

elegance, etc.) representation of the semant]: rotions of property, proposition,

_d.. wting concept, etc. My main motivation is tc present = representation which
will cie;;-'ly distinguish singular and general propositions ..

It would, of.course, have been possible to supply a representation
of the proposition expressed by (iv) which is, in a sense, formally equivalent
to (viii) and wl_'nich blurs the distinction I wish to emphasize. I do it now lest._
anyone think that the possibility is a relévan:‘ refutation of my later remarks. |

Let us clearly depart from Russell by associating a denoting concept also with |

. the dencting phrase 'John'. We might use {ix) <' Proper Name' J> .where. .
& . ' S
J is what we might call Johu's essence, the property of being Jo'.n, namely

tnat function which assigns to e:zch possible world w and time t the set {John}
if John is an individual of w and is alive in w at t and the empty set otherwise,

onipebebittmi, The analogue to (viii) is now( (x) Q Proper Name' J } P> }




‘i@-‘
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~conditions is largely a matter of logical ingenuity of the 'pure' kind.

-l -

It will be noted that we have now treated the proper name 'John'

rather 1ike the definite description 'The John' in which the pfoper nar.e

plays the role of a common noun. Accordingly the function from possible

worlds and times to truth values which is determined by (x) is identical

with that determined by((xi) £ 'The' J@
<

There are certainly other representations of these propositions which
ally various subgroups. In fact onea any formal structure is established,
the production of isomorphic structures satisfy'ing specified 'internal'

. rd . 2
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To return to the point, I have represented propositious in a way which emphasizes

the singular ew gencral distinctionbbecauae I want to revive a view of language
alternate to that of the Golden Age. The 1 .ew of the Golden Age is, I believe,
undoubtedly correct for a large portion of language behavior, in particular,
communication by means of general propositious, But the alternate view accounts
for a portion 6f language behavior not accommodated by the view of the Golden Age.

The alternate view is§that some or all of the devoting phrases used in an o

utterance should not be considered part of the content of what is said but should

rather be thought of as contextual factors which helpﬁgg to interpret the actual

i

~ physical utterance-as having a certain content, The most typical of sich contextual

-

 factors is the fact that the speaker's utterance is to be taken as an utterance of

some specific language, say, English. When I utter "Yes", which means Yes in
English and No in Knoh, you must know I am speaking Knoh to know I have said lo.

It is no part of wkat I have said that I am speaxing Knoh, though Knoh being &

compleat tongue I could add that by uttering "I am speaking English", Such an
. utterance is of doubtful utility in Ltself} but fortunatelx,there are Other means

~ by which this fact can be ascertained by my audicor, e.g. by my general physical

appearance, or, if I am not a native Knoh, by my pointing to Knoh an a celestial

"globe. A Lomelier exarple has a haberdasher utter to a banker "I am out of checks'".

Whether the utterance takes place in the store or at the bank will help the banker
to ¢ :rmine what the haberdasher has said. 1In either case it is no part of what
was said that the habccdasher used "checks" to mecn k-nk ehecks rather than suits
with a rattern of ehqgks. Of course the haberdasher ¢ -'1J gu on, 1f he desir-d,

to 80 <o n: on his nast performance} but that would be t- say something else,
Still clos>r to home is mv wifeh utterance: "Its up to you to punish Jordan for
waat harpened ccday," It 18 by means of various subtle contextual clues that I
understand her to be chargiing me to administer discipline to our son and not to be
calling on me to act wﬁere tiie United Nations have failed. Again, shouldvf exhibit

mowentary confusion she might, by a couinent, a gesture, or simply some more °
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discourse on the relevant naughtiness, assist mé in properly decoding her first

utterance so that I could understand what she was,in fact,saying. There are

other ways-emore controversial than the intentignal resolution of the reference
of:;roper name among the many persons so dubbedw in which contextual factors
determine the content of an utterance containing a proper name; but I am reserving

all but the most b1a§§t1y obvious remarks for later.

Now let us narrow our attention to utterances containing singular denoting
phrases ( i.e. denoting phrases which purport}to stand for a uniquénindividual, such

as " the spy", "John", "Ja'", etc.).28

How can contextual factor determine that part of the content of an utterance
which corresponds t> a singular demoting phrase? Two way have already been
‘mentioned: by determining what language is being spoken and by determing which of
the many persons so dubbed a proper name stands for. But the most striking way in

which such contextual factors enter is in connecc:ion with demonstratives: '"This",

“This spy", "That book", etec. 1In at least some cyplcal uses of these phrases, it

18 required that the utterancz be accompanied by a demonstrgbi®w = paradigmetically,

a pointing e= which iud‘ca.es the object for which the phrase stands.3 I will speak

of a demonstrative use of a singular de oting phrase when the speaker iutends that

the object for which the phrase stands be designated by an assocL:hted demonstra*ion.

Now we can add another example of a subject~-predicate @entence to those of (1) o=

().

(»1i1) He tﬁhe svaaker points at Johﬁ] 1s suspicious. (I am adopting the
-t S,

A
convention of enclosing a description of the relevant demonstration in square brackets .

immediately follow.ng each demoting nhrase which is used demonstratively.5
What sheil we'take as the proposition corresponding to (xil) (which I also czll
the conterk_ok the gtterance (x11))? In line with our program of studying contextual

'factors which are not gar t 6f what is said but whose role 18 rather to help us

-
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(xiv) He [fhe speaker poinfs at John,as John lurks in the shadows .

-7-

} |

Aihferpret the utterance as having a certain content, we shail take as the component

i

of the proposition which corresponds to the demonstrative,the individual demonstrated,
Thus the varying formg which such a demonstration can take are mot reflected in the
content of the utter;nce (1.e. the proposition). The demonstration 'gives us'

tﬁe element of the proposition corfeaponding to the demonstrative. But how the
demonstration gives that individual to us is here treated as irrelevant to the
content of the utterancg;just as the different ways by which.I might have come tp
understand which Jordan was relevant to.my'yifé's utterance,or the different ways

by which one might come to understand that a speaker is speaking Knoh rather

than English’do not alter the content of those utterances. Thus, for example, the
utterances (in Engl:.sh)

(xi11) He [Ehe speaker points at John,as John stands on the demonstration

platform rude’cleanshaven, and bathed in lighql is suspicious.

wearing a trenchcoat, bearded, with his hat pulled down over

————

his fach‘is suspicious.
are taken, along with other refinements of (xii), as.expressing the same proposition,.
nanely: | ] .
(xv) <:John,P)._
"1t. should immediately be apparent that'we are in store for some dclightful

anomalies, Erroneous beliefs may lead a speaker to put un a demonstration wﬁich
does not demonstrate what he thinks it does, with the result that he Qill be

under a misapprehens@&n as to what he has said. Utterances of identity sentencés
containing ore or more demonstratives may expresé}necessary propositions, though
neither the speaker nor his auditor$ are aware of that. In fact,we get extreme
cases in which linguistic competanée is simply insufficient to completely determine
the content of what is said., Of course thig was already es;ablished by the case

of the KnohesEnglish translation problem, but the situation is more dramatic using

*
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the demonstratives.

The present treatment 1s not inevitable, Aﬂ alternative ts to incorporate
the demonstration 16 the proposition. We would érgue as fbllows; Frege's sense
and depotation diséinction can be extended to all kinds of indicative devices,
In each case we have the object indicated (the 'denotation') and the manner of

indication (the 'sense'). It is interesting to note that (at least in Feigl's

St

translation) Frege wrote of "the serse (connotation, meaning) of the sign in which

is contained the manner and context of presentiation of the denotation of the
sign “.6 I think it reasonable to 1nterpr;t_Frege as 4aying that the sehue of .a
sign is what is grasped by the linguigtically compet@nt auditor, and it seems
natural to generalize and say that it is the 'sense' of the denonstration that is
grasped by the competant auditor of u!cerances contalning demonstrativci, Thus
we see how the drawawout English utterance. |
(xvi) That [}he speakef points at Phosporus jin early morﬁing] is the

same planet as that [Ehe speaker points at Hesperus in early evening] .
could be both informa.ive and true, ' |

Let us ca’l tie jveceding a Fregean treatment of demonstratives. It is worth

developing (@hich mean primarily ﬁorking on the ontology (metaphysics?) of -
demonstration$ and the semaﬁtics of dcmonstration descriptiong’but,l believe, will
vltimacely be unsat%sfactory. For now I1l just éuFline some of the reasons.. The
der..nstrative use of demonstratives plays an important role in language learning,

in general in the léarning and use of proper names, in our misty use of de re,
modalities, in our better grounded use of what Quine c®lls the relational senses

of epistemic verbes;(i.e. the senses of these intensional verbs that permit
quantification in). And’in general,I believe that we can sharpen our epistemological
insights in a number of areas by takea account of what i call the demonstrative

use of expression. Such uses are far more widespread than one imagined.

i ’ }
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I earlier calléd the Fregecam treatment of demonstratives "unsacisfactory",
I would be more cautious in saying.that it was wrong (though I think an empirical
argument from linguistic behavior could be developed to show that it is wrong.
I take Dod&llan's study of the phenomenology of what he calls referential use
to be an excellant start in that direction,) What I am confident of is that

if we force all phenomena that suggest a special demonstrative use of language,

along with what I regard as a corresponding feature: a special singular form of
proposition, into the Fregean mold of linguistic elements with a sense and ;
denotation, the sense being the element which appears in the propositién (thus leaving
us with only generai proposition), then important insights will Se lost. I don't
deny that on a phen-menun by phenomenon basis we ca; (in some sense) keep |
stretching Frege's brilli#nt insights to cover. With a {ittle ingehuity I thiak we
can do that. But we shouldn't.,

Now let me offer a slightly different and rcmewhat a priori justification for

studying the phenomena of demonstrative uses of expressions and singular propositicna,

—

I lcave as;dé the question of whether we heve correctly -nalyzed any actual
lingrictic benavior, whether concerned with the sowcailed demonstrativ : phrases
or otherwise., Iaving explained so clcarly and precisely what such a use of:
language would amount to, in terms‘of a possible world semantics, I can simply
resolve to 8o use the word "that" in the futwre. At a minimum I could introduce
the new word "dthat" for the demonstrative use of "that"., Couldn't I? I can, aud

~

I will., 1In fact, I do. hl
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I like this intentional (i.e., stipulative) bay of looking at the use

of "dthat" because I believe that in many cases where there are competing
Fregean and demonstrative analyses of some utterances or class of utterances
the matter can be resolved simply by the intentions of the speaker

(appropriately conveyed'to the audit-+?), Thus in the case of propcr names

(to which I will return below) I might simply resolve to use them demonstratively

(L.e. as demonstrating the individual whom they are a name of, in the

. -
nomenclature of an earlier paper)7 on certain occasions and in a Fregean way 7
on cther occasions. Of course one who did no. have a clear understanding of

the alternatives unight have difficulty in characterizing his own use, but

once we have explored each choice there is nothing tc prevent us from choosing

.eitner, 'unnatural' though the choice may be.

It should prcbably be noted tha’. despitc the accessibility of the
semaatics of "dthat" our grasp of the singular propositions so expressed is,

in John Periy's apt phrase, a bit ol knowledge by description as compar.d

’yith our rather noire direct acqJaintance with the general propnsitions

expressed by non-demonstrative utterances.

Armed with "dthLat" we can.now explore and pc3sibly even extend the
frontiers of demonstrations.

When we considered the Fregean analysis of demonstrations, we attempted
to establish paraliels_between demonstrations and descriptions.8 Insofar as
this Aspect of thc Fregean program 1s’;uccessfu1. it suggests the possibility.

of a demonstrative analysis >£ descriptions. If pointing can be taken as a

form of describing, then why not take desciibing as a form of pointing?

Note that our demonstrative analysis of demonstrations need not, indeed should

not, deny or even ignore the fact that demonstrations have both a sense and

a demonstratum, It is just that according to the demonstfative analysis




the scngse of the doimonstrations does not appear zin the proposition. Instecad
the scnse is used oinly to fix the demonstratum which itself appears directly
in the propos'ition. I propose now to do the same for descriptions. Instead
of taking the sense of the description as subject of the proposition, we Qse the
sense only to fix the denotation which we then take directly as subject com- -
ponent of the proposition. I now take the utterance of the aescripcion as
‘a demonstration and describe it with the usu§1 quotation devices, thus:
(xvii) Dthat E"the spy" J is suspicious.
For fixity of ideas, let us su_ppose,what is surely false, that in

fact, actuality, and ceality, there is one and caly one spy, and John is he.

We might express this som"the spy" dencteo Johkn,. )gn the 11ght:>
‘nf (xviii), (xvii) expres‘s@.lohn, P,':" (zlso known as (viii) and (xv)). >

Recollecting and collecting we have:

(1ii) The spy is suspicious, . \
(‘" o (iv) ;lohn is suspiciou: .
wit) < 'me’ s} 2N
(xii) He Ethe ;peaker prints at J~hn { is suspicious,

—  —

cr, as we might now write ‘(xii),Sixx) Dhe rthe spe..ker poinis at Joth

9a o - — —
F;fsuspicious . '

Earlier we said that an utterance of (1ii) exprcsses (vii), and only

an utterance of (xii) (1.e.(xx)) or possibly (iv) expresses (xix). I have
already suggested that an utferance of \(iv) may sometimes be taken in a
Fregean way to express something like (vii), andj now . want to point out
that for want of "dthat" some speakers may be driven to utter (iii) when -

they intend what is expressed by (xvii).
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1f an utterance of (iii) may indeed sometimes express (xix), then
Donnellan was essentially correct in describing his referential and attcoibutive
uses of definite descriptions as a ""duality of function'". And it might even
be correct to describe this duality as an ambiguity in the sentence typé (1ii).
I should note right here that my demonstrative use is not quite Donnellan's
referential use e # deviation that I will expatiate on below = but it is
close enough for present purposes.

The ambiguity in question here is of a/rather special kind. For under
no circumstances could the choice of disambiguation for an utteran:e of (iii)

affect the truth value. Still there are two distinct propositions involved,

and even two distinct functions from possible worlds and times to truth

‘values,determined by the two propositions.

Before continuing wich the ambiguity in ({ii). it would be well to
-nt-:ject some remarks on senter.e types and gertcuce toiuns (of which

utterances are one kind) especial’v as they relate to-%emonscrattves.
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Sentences types vary considerably in the degree to which they contaiu
implicit and explicit referenées to features of the context of utterance., The
references I have in mind here are those which affect the truth value of the
sentence type on a particular occasion of uttérance. At onc extreme stand

what Quine (in Wordaw Object) called eternal sentence those in which the feature

linguists call tecnse does not recally reflect a perspective from some point in
time, which contain no indexicals such as "now', '"here", "I", etc., and whose
components names and defintte descriptions are not understood to require

contextual determination as did the "Jordan'" of our earlier example.

-Quine describes such seutences as "those whose truth value stays fixed through

, 1
time snd from spcaker to speakor," Bu I pr:fer my own vaguer formulatiou:

those sentence which do not e:ipress a perspective from within space-time. Quine

and I would both count "In 1970 American women exceed American mer in wealth"

as 2 .mmal; he would ( resu.uably) .lso count "The UCLA football recsm always

hos, does, and will continue to outclass the Stanford foutball ccuam" as eternal,
I would not.

Truth vaiues are awarded directly to eternal sentences without any
relativization to time,.place, etc. 11 Byt for the fugitive sentence no stable
truth value can awarded. Let us consider first tensed sentences, e.g. |
(xxi) American men will come to exceed American women in

intelligence. ) .
Without disputing the facts, if (xxi) were true at one time, it would fail to
be true at some later time. (Since one doesn't come to exceed what one alrcady
exceeds.) |

No+ lets dredge up the possible worlds. We associate with (xii) a functions

which assigns to each possible world and time a truth value. Such a. function

. 285
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scems to represent, for reasons which have been much discussed, at least part
of the meaning of (xxi) or part of what we grasp when we understand (xxi). 12

There is another kind of 'content' associated with a fugitive sentence like

(xxi), namely the content of a particular utterance of (xxi). In a sense, any

particular utterance- (token) of a fugitive sentence (type) is an eternalization

of the fugitive sentence. The relativization to time is fixed by the time of
utterance, We can associate with each uttérénce of ; fugitive sentence the
same kind of function from possible woélds to truth values that we associate
directly with caternal sentences.

Before be:oming c;mpletely lo:t a vague nofienclature, let me make some
stipulations. I wf.l call the function which assigns to a time and a possible
world tiie truth value o a jiven fugitive sentence (type) at that time in that
~sorld, the meaning of the give: sertence, The meaning of a sentence is wlat
a person who is linguistica..y competent grasps, it is common te 'li utterances
of the senéence, and it is one of the components which goes into determing the.
content of any particular utterance of the sentence. The content of an utterance
i¢ that function which assigns to each possible world the truth value which the
utterance would take if it were evaluated with respect to that world. There
is some unfortunate slack in the preceding characterizations, which I wili try
to reduce,

Let @ be a fugitive sentence 1ike (xxi), let -Qrbe the meaning of Q, let
W be the set of possible worlds, let T ﬁe the set of times (I assume that all
possible worlds have the same temporal structure and,in fact,the very same times,
i.ec. a given time in one world has a.unique counterpart in all others), let U
be the set of possible utterances, for uelU letagku) be the sentence uttered in
u, let I(u) be the time of u (when only‘!(u) and 9'(u) are relevant'we might

identify u with<£(u)5?u)> and let u be the content of u. The relation between
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the meaning of a sentence (whose only fugitive aspect is its temporality) and
the content of one of its possible utteranc. i can now be concisely expressed
as follows.
(xxii) /\u.eU Aw JJ( W (w)= Jg( e (S w-)) .
or, identifying u with { ) Jwm)d
0xi) A €W ALeT ( ¢ ¢x) (w) = @ (4 w)),
To put it another way, an uttcrance of @ fixes a tima, and the content of the
utterance takes account ¢f the truth value of @ in all pres‘tle worlds but only

at that time.

From (xxii) and (xxiii) it would appear that the notions of meaning
and content are inter2:2iinabl ., Therefore,siacc we alreacy have begun developing
the theory og\hgaaing for fugitive senterces (see especially the work of
Montague) why devote any speclal attention to the theory of content? Is it not
simply a subtheory of a definitional extensicn of the theory of meaning. I
think not. But the reasons go beyond simple examples like (xxi) and take
LF hopefullx‘back to the main track of this paper. It is wor:h looking more
deeply into fthe structure of utterances than a simple definition of that notion
within the theory of meaning would suggest. (I stress simple because I have
not yet really investigated sophisticated definitions.)

First we have ) roblems about the counterfactual status of poss1b1e utterances.

Are utterances in worlds, are they assumed to occur 1n! he 1nfamous "I am here
unnﬂ u\ur«a Jvmuluajkpa
' -
now", Lr perhaps more simply, O‘Lm'\"'-t-z W—ﬁp Uub\. Mz

(xxiv) An utterance is occurring,

Is the msaning of (xxiv) to assign to a time and world, the truth value which
an utterance of (xxiv) would take were it to oc.ur in that would at that time?
Or does it assign simply'the truth value of (xxiv) in that world at that time?

Presumably the latter.
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But this is to assume that utterances come complete, with the valuc of all of
their contextually detérmined features filled in (otherwise the utterance alone =

without being set in a world - would not have a content). T do not want to make

this assumption since I am particularly interested in the way in which a demons=
stration, for example, picks out its démonstratum.

And now we are back to the ambiguity in (iii). I would like to couwl! my
verbal demonstration, as in (xvii), as part of the sentence typé. Then it seems
that an utterance of such a sentence either must include a world, or else, what is
more plausible must bg in a world. I guess what I want to say, what i should hava
said, is that an utterance has to occur somewhere, in some world, and the world ia
which it occurs is a crucial factor in determining what the content is. This really
says something about how (I think) I want to treat‘(possible) demonstrations. I want

"1) to determine different demonstrata

the same (possible) demonstrations (e.g. [Vthe spy
in different worlds (or possibly even at different times in the samé world). Now
I see—why-I1I was so taken with the Frggean treatment of Aemonstrations. ﬁe should be
able to represent demonstrations as something like functions from worlds, times, etc.
to demonstrata. Thus,just like the meaning of a definite descfiption. The differénce
lies in how the content of a particular utterance is computed.

I realize that the foregoing is mildly iqconsistent, but leg us push on. Let u
be an utterance of (xvii) in w'at t, and let u' be an utterance of (iii) gn w at t.
‘Let's not worry, for now, about the possibility of a clash of utterances. If we look
at the content of u and the content of u' we will see that they differ ~ though they
will élways agree in w. The content of u 1is like what I earlier called a éingular
proposition (except that I should have fixed the time). Wheﬁ%s the content of u; is
like what I earlier called a general proposition. For the content of u to assign truth
to a given world w', the individual who must be suspicious in w' at t is not the deno-
tation of 'the spy" in .g_' at t, but rather the denotation of 'the spy" ing at . t. The

relevant individual is determined in the world in which the utterance takes place,
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and then that same individual is checked for suspicioun in all other worlds. Whereas for the

o~ content of u'

i pve determine a (possibly) new relevant individual in each world.la
b .

What is especially interesting is that these two contents must agree in the world
w, the world in which the utterance took place.

Now note that the verbal form of (iii) might have been adopted by onme who lacked

"dthat'" to express what is expressed by (xvii). We seem to have here a kind of de dicto -

de re ambiguity in the verbal form of (iii) and without benefit of any intensional
operator. No cuestion of an utterer's intentions have been brought into play. There
is no question of an anaiysis in terms of scope, since thére.is no operator. The two
sentence types (iii) and (xvii) are such that when uttered in the same context they
have different contents but always the same truth value where uttered. Donnellan
vindicated! (Contfary to my own earlier expectatioms.)

I am beginning to suspect that I bungled things even worse than I thought in

talking about meanings, contents, etc. 7The meanin3g of a sentence type should probably

be a function from utiterances to contents rather than from something like utterances
to truth values. If this correction were madq’then we could pfoperly say that (iii).
and (xvii) differ in meanings

It would also give a more satisfactory analysis of a sentence type like,

(xxv) Dthat ["the morning star"] is identical with

e
~
dthat ["the evening star"]

Although it expresses a true content on some occasions of use and a false content on
others [ is not simply continéent. Since on all occasions its content is either
necessary or impossible. (I am assuming that distinct individuals don't ﬁerge.)
'Even one who grasped the meaning of (xxv) would not of course know its truth value
'simply on witnessing an utterance. Thus we answer the question of how an utterance

of an identity sentence can be informative though necessary}

(;; Another example on the question of necessity. Suppose I now utter:
gi (xxvi) T am more than 36 years old. ¢What I have said is true. Is it necessary?
IR <

<.
This may be arguable.(€ould I be younger than I am at this very same time?) But the
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fact that che sentence, if uttered at an earlier time or by another person, could
express something false is certainly irrelevant. The point is: to simply look

at the spectrum of truth values of different utterances of (xxv) and(xxvi) and

not at the spectrum of contents of different utterances of &xv) and (xxvi) is to
miss something interestirg and importani.

I earlier said that my demonstrative use is not quite Donnellan's referential
use, and I want now to return to that point. When a speaker uses an expression
demonstratively he usually has in mind - so to speak - an intended demonstratum,
and the demonstratior is thus teleological. Donnellan and I disagree on how to
bring the intended demonmstratum into the picture. To put it crudely, Donnellan
believes that for most purposes we shodld take the demonstratum to be the intended
demonstratum. I believe that these are different notions that may we'l involve
different objects.

From my point of view the situation is interesfing precisely because we have
a case here in which a person can fail to say what he intended to say, and the
failure is not a linguistic error (such as using‘the wrong word) but a factual
one. It seems to me that such a situation can arise only in the demonstrative mode.

Suppose that without turning and looking I point to the place on my wall which
has long been occupied by a picture of Rudolf Carnap and I say,

(xxvii) Dthat [ I point as above] is a pictufe of one of the greatest

philosophers of the fwentieth Century.
But unbeknownst to me, someone hgs replaced‘my picture of Carnap with one of
Spiro Agnew, I think:it would simply be wrong to argue an 'ambiguity' in the
demonstrationbéo great that it can be bent to my intended demonstratum. I have
said of a picture of Spiro Agnew that it pictures one of the greatest philosophers
of the Twentieth Century. And my speech and demonstration suggest no other natural
interpretation to tﬁe linguistically compethnt p;blic observor.

Still, it wou;d be perﬁaps equally wrong not to pursue the notion of the

intended demonstratum. Let me give three reasons for that pursuit. 280
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(1) The notion is cpistemologically interesting in itself.

{ (2) It may well happen-as Donnellan has pointed out - that we succeed in
communicating what we intended to say in spite of our failure to say it.
(c.g. The mischevious fellow who switched pictures on me would understand
full well what I was intending to say.)
| (3) There are situations where the demonstration is sufficiently ill-structured

’ in itself so that we would regularly take account of the intended demonstratum

as, within limits, a legitimate disambigdating or vagueness removing device.
I have two kinds of examples for this 3rd point. First,there are the cases of vague
’ demonstrations by a ceésual waye of the hand. I suppose that ordinarily we would allow
% that a demonstration had been successful if the intended object were roughlv where the
speaker pointed. That is, we would not bring out surveying equipment to help determine
the content of the speakers assertion; much more relevant is what he intended to point

at. Second, whenever I point at something, from the surveyor's point of view I point

o~

at many things. When I point at my son (and say "I love dthat"), I may also be
pointing at a book he is holding, hi; jacket, a button on his jacket, his skin, his
heart, and his dog standing behind him ~ from the surveyor's point of view. My point
is that if I intended to point at my son and it is true that I love him, then what I
said is true. Aﬁd the fact that I do not ler his jacket does not make it equally
false. There are,'of course, limits to what tan be accomplished by. intentions (even
the best of them). No matter how hard I intend Carnap's picture, in the earlier
described case, I do not think it reasonable to call the content of my utterance true.
Another example where I would simply distinguish the content asserted and the

is
content intendedain the use of "I".15 A perscn might utter,

(xxviii) I am a general,{intending - that is 'having in mind' = De Gaulle, and being

< -y s

homeplf
under the delusion that heAwas°De Gaulle. But the linguistic constraints on the

possible demonstrata of "I" will not allow anyone other than De Gaulle to so
demonstrate De Gaulle, no matter how hard they try.

[ERJ!:‘ All this familiarity with demonstratives has led me to believe that I was mistaken

2ol
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in "Quantifying In" in thinking that the most fundamental cases of what I might now
describe as a person having a propositional attitude (believing, asserting, etc.)

tovard a singular proposition required that the person be en rapport with the

subject of the proposition. It is now clear that I can assert of the first child

to be born in the 215t'Ccntury that he will be bald, simply by assertively uttering,
(xxix) Dthat ["the first child to be born in the 21lst Century"j will be bald.

I do not now see exactly how the requirement of being en rapport with the
subject of a singular proposition fits in. Are tﬁ?e two kinds of singular propositions?

Or are there just two different ways to know “hem?
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EXCITING FUTURE EPISODES:

o

1. 'Making sense out of the foregoing.

2. Showing how nicely (iii) and (xvii) illustrate an early point about the possibility
of incorporating contextual factors (here, a demonstration) aé part of the content
of the utterance. Another example compares uses of "the person I am pointing at"
as demonstration and as subject.

3. .ustifying calling (xvii) a 23.52 form by shéwing how it can be used to explicate
the notion of modality de re without depending on scope.

4. Extending the demenstrative notion to indefinite descriptions to see if it is
possible to so explicate the + specific ide;. (1t isn't.)

5. Improving (by starting all over) the analysis of the relation between Montague%
treatment of indexicals and my treatment of demonstratives.

{ 6. 'Showing how the treatment of proper names in the Kripke=-Kaplan-Donnellan way

(if there is such) is akin (?) to demonstratives.

7. Discussion of the role of common noun phréses in connection with demonstratives,
as in:

(xxx) Dthat coat [the speaker points at a boy wearing a coat] is dirty..

8. Quine's contention that the content of any utterance can also be expressed by an
eternal sentence. Is it true? | . }

9. Much more to say about the phenomenology of intend&ng to demonstrate %, and also |
about its ﬁruth conditions. 0 ‘

10. Demonstratives, dubbings, definitions, and other forms of language learning.
Common nouns: what they mean and how we learn it. This section will include such

.... pontifications as the following:

. It is a mistake to believe that normal communication takes place
{ through the encoding and decoding of general propositioms, by means
of our grasp of meanings.
It is a more serious mistzke, because more pernicious, to belie