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ABSTRACT

Posslble blas in selectlon procedures used for employment and college admlssrons is of great
- social and educational .importance.- However there -are many drfferent deflmtnons of what

K constatutes bias, wuth each definition based on dafferent values and with different |mpl|cat|ons - . -
. jior how selectaon should be accompilshed A number of these definitions of blas and their
implications are exammed and a- new model of fanrnéss based on equal opportumty for
" . potentially saccessfui aqphcants is prosented. The equal opportumty model is suggested asan

‘ |ntu|t|vew appeahng and: socaally dessrable model for use in many selection sltuatlons o L.
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e s oo BIAS IN

The rssue of bcas, in ‘the use of te..ts for the

" ) _selectlon of mmorrty group members for empldy
~ -ment and for admlssron to college has rectived *
. fuch attentlon in recent years. However in spite
ot .of wide concern with the issue and its bPoad
' implications fer our society, there has been little
agreement about what constltutes bias or what
prooedur‘és should be followed to allevrate it
It ‘it the purpose of this paper to identify the

’ ».'alu_es and -beliefs , gbout fairness which' are the
. ‘ bases-for several .definitions of bias.and to provnde
’ . actual procedures for the practmoner to follow to
_ . alleviate" bcas according to the. definition he}
TN \chooses Tn addition, u new defrmtlon?pras baged
TT—""on the eoncept of equal opporturity far /t he

membershrp is presented and suggested as an
ih‘tumvely appealmg and sociz.ly desirable idea of -

.ent an: college admissions.

(o' . . . ———
) * Definitions of Selection Rjas

~ -
N .

\ -
Slx models of selection braas or its converse

v selectlon falrness wm be consldered They will be
' . referred to here as the quota model, the regression’
_model the Darlington model, the employer’s

" model, the\'%i:;ndrke model,‘ and ' the equal

7
opportumty mo ,» »

- o PR Ky .
by

.oy . 7 Nemeys.Cler’ v

potentrally successful applicagt regardless of group _

fairness -for many. seIectrpn situations ifi employ- .

-4

SELECTION  ~ ',

" The Ouota Mode/-. .

» The quota model of bias’ mvolves the |dea that
., fairness lies In some specnfled proportlonal repre- '
sentation, For example, a procedure which requires
a priori that half of those selected must be' men
~@nd -half women is, based on a quota model.
Simitarly, another-qdota modgel. might requike that .
the proportiori of minority. mémbers empjoyed by .
.- a firm.match the proportion of mindrity members , °
"~ in the bc;pulation\ In both cases, the proportiopal '
.representatlon of. partlcular groups is specified
a priori on the basis of value judgmeqts about
* fairness, and any prooedure which fails to yield the~
*specified proportions is consicered biased. * '
The Regressiory Model ‘*
. ~
" The regression model of test bias follows from’
definitionst of bias which deal with. consistent
errors of prediction. For example, CIeary (1968) .
~defined bras in the fcliowing way: ’

)

A test is biased fos members of a subgroup of the
_population if, in the prediction of a criterion for which the
test is designed, consistent nonzern errors of prediction are -
made for members of’the subgroup (p. 115]. ‘ -.' '
] . . ‘ ) . . e s 4

author acknowledges the mpny helpful suggestlons of James
- W.'L. Cole,.Gary R. Hanson, Leo A. Munday, and Meivin R. Novrck o
m the pmparatnon of this paper.
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Anas'tasi (1968) gavr a similar definition' "Test

bias refers to overprediction or underpreductlon of-
 criterion, medsures [p. 559]."

These definitions
assume that fairness is achieved by seIectlng on the
basis of pred|ct|ons of a criterion score and lead to
the examlnatlon of regression equatjons in the

- separate groups for consistent érrors of prediction.

‘The regression model of .bias has been followed

“in a number of empirical studies of bias in the use
. of tests in college admissions (e.g:, Bowers, 1970;

Cleary, 1968; Temp,» 1971). These studies have
been ‘concerned With possible bias in the yse with

minority group 'memb'brs of regressiop .equations’

based on a majorlty group.. If the regression .lines

~are identical in the groups, then the use of a single
- pred|ct|on equation is considered fair. However, if
then separate -

th> equations are not i-dentical,
regression equatlons must be used accordlng to this
defmutuon of fairness. ’

Under a "fair” regression procedyurg—~in which
separate wwithin-group regressrorLge?fa‘tions are

used, the ‘selecting institution _is assured of the.

selection of those applucants wnth the -highest
predicted criterion scores on .the basis of the
available preductor variables. However, if the pre-

~ diction is poorer in one group than in another,
then the selection cutoff point will be relatively "

higltd in the group with the poorer prediction.

Int(ntlvely,’when predlctlon is poor, one might

wish the cutoff points to be lowered to reflect the
incredsed uncertainty. Under the regression model

_the opposite occurs, and members of groups for
i which prediction is poor.are penalized in :the
" selection process.

- . ¢

The Da_rlingtop Mode! .

w .

Darlington {1971) argued that fairness can be

achieved only’ by a kind of comb|nat|on of the

regression model and the type of value ;udgments
made in the quota model. According to this model,
one must.first decide if there is;special-value in the
selection of members of some cultural group. If so,
then one accepts some difference between cr'|ter|on
scores which will yreld equally deslrable candldates
fr Am drfferent groups. :

. point at wh|ch the criterion pass point (Yp) is

" member’s score ot Y opa critefion ic as deslrable as

-lent to a difference of one on C. Thus, by "electlng '

is no reason to’ favor one cuIturaI qruup) thus

" The Emplo yer;.f Model

N\ Another -definition of bms has led to a dlfferent
' seIectlon model Guion_(1966) stated that

Thls detinition was’ implemented in a model

-tion of criterion scores about. the regression line,

_(oy.,) below -the preductcd criterion (Y)" since

.
W - ) .

. For example, if it is valuable to obtain minority .
group members, gne might decnde that a mrnonty

a.score of Y # k on the criterion for malorlty
members. Using a variable C which has value zero
for, mrnornty group members and one, for majorlty
group members a difference of k on Y is-equiva-

on the basls of the variable’ Y — kC, the subjectlve
judgment about the importanct of selecting. minor-
ity group members can be implemented; and in,
Datlington’s terms a cuIturaIIy optimum procedure
is achreved When k is set mual to zero (when there -

model reduces to the regression mode'.

F.
. -0

.,‘ v € '

unfair discriminatnon .axsts “when persons with equal
probabrlmes ‘of success on the job habe unequal probabili-
tres of belng hired for the ]Ob [p, 26] ' .

proposed by Einhorn and Bass (1971). . )
Einhorn and Bass, by considering the distribu-

prescribed predictar cutoff points for each suD-
g ~up above  which applicants have a specific
minimai chance of being successful (or scoring
abbve some specified criterion). For example,
suppose an empioyer (o selector) iswilling to hire

"all applicanits with at least a 70% chance of successx,
~(or a 30% risk) as gauged by the predlctor varlables'

used. Then the. predictor cutqff is chosen at. the o
approxlmately one-half standard error of estimate

about 70% of the chses fall above minus one-half ‘ - ; !
standard devuatlon 'n a normal “distribution. In "

: .terms of a unit normal devrate Z., where Z_ ="

. level of risk he is willing to assume, this model is
esp.eclally advantageous to the employer—hence,

"p’ -p
Y)/ot;,x,Pr{z>z } o

Bflcause the employer (or selector) can set the -



. ) ‘ .
the  reference .to _it s the employer’'s model.

However, as with the regression’ model, poor

predlctlon in_one group .decreases the chances of .

selection of members of that group. When the
predlctlon is poor, the standard errqf of estimate is
. large; consequently, a higher predicted score (and
predlctor cutoff) is requlre’d to maintain the same .
one-half standard error of estimate - difference
‘between predicted criterion and the criterion, pass
point in the example. Thus, pozrr predlctlon lowers -
- the chances, of success of a person with a hlgh
predictor score and -consequeéntly decreases his
chance of selectlon

.
. . ~

The Thorndike Model ‘
. K o N

© Thorridike (1971) proposéd vet a fifth defini;

tion_of bias or ‘its complement, fairness. 1n a fair

selection procedure;

-the qualifying scores on a test should be set at Ievels that
wrll quallfy appllcants tn the two gioups in proportlon to

" the fraction of the two groups reaching a specrfled fvel of»“’*

criterion performance [p 63].

- -/
_ Although. more complicated -sounding _/'at “first
glancé, Thorndike's is actually a very simple
notion.
successful and in Group B, 80% of the members
are successful, then the proportior of Group A
members selected t
" "should match ‘the’ 50:80 success ’ratlc Thus,
Thorndike's mode! requires that the success ratio
equal the selection ratio, or in terms of probablllty
statements - N\

’ . S~

PrY> Yy} Pr, IX> %} . .
e —— )
v L ?‘ I

.

where X is the predictor variable in the two groups ‘

”

Y the criterion, Y the criterion ""pass point’’ or
the predetelmlned criterion level of success, and X

if, in Group A, 50% of the members are -

those selected from Group B

o !

~ the selectlon cutoff pornts in the two groups on .

"the predictor variable.

Thorndike's idea o#’falrness as a match of
selection rate to’success rate has intuitive appeal in

. that it eliminates the. |nequ|ty of over- selecting in a

group in wh|ch pred|ct|on is' better even when a

substantial proportion of the,group with poorer

prediction could surceed if selected. Thus, whereas
. L3 . .
the regression and employer’'s models are advan-

_tageous primarily. from the selecting institutior's
- point of vuew Thorndlke s model proposes a kind "

- The Equal Opportunity Mode! . )

of falrness more nearly approprlate from the

"appllcant s viewpoint. The model of bias proposed

next, can be _seen as a logucal extension and
refmen‘ At of the Thorndike ‘model to an even
mor/=I |ntu|t|vely appealing idea of farrne,ss to the
applucant ina selection proce‘ssl

- - R v o

“In many selection: Sltuatl(‘ ns the appllcant who,

- if selected would be able .to succeed deserves a

guarantee of fairness in selectloq Usually, not all

,potendally successful appllcants can be selected

’

____._of-whom-could_succeed (achleve a criterj

both because too few posrtlons afe available and
because - one iz unable to |dent|fy in advance wlth
surety who will and, who will not Succeed. How-
ever, when_ the dustrlbutlon of a predlctor and a_

crlterlon ¢f success are known by past experlera_ce

one can compuéthe probablllty that potentlally
successful apphcant has of being sele ted given a
fixed selection procedure - , :

Under each of the previous mbdels drscussed rt

Y]

!

.

—

v

may happen "that the chance-(of selel:tlon of a

potentially successful appl.cant in Gr‘oup A is

different from the chance of selectlon of such an
applicant. in Group °B. Thus, two appllcants both

' score
above a criterion p\ss point) if selectéd, may have
different cchances of séfection because |of theif

group memb.ershlp Under the equal opporturnity - '

mode! this type of unfalrness is eIlmlnated

.The prmcuplevof the equal opportuplty model is
that, as a group, people who can achieve a
satisfactory criterion ccore Yy > > Yp) should have

- the .same probabrllty of being selected whether




monty or majority g embers, In terms of
probability statemems/t‘;/? equal opportunity

ode| speclf‘es that a selection procedure is. falr

_l /‘/@/ . e

=Pry {X>X, |'¢>'Yp}.

R SR>

Thus equal opportumty as defmed in this model is
’equal oppOrtumty to thoseWwho could be. success-
ful. If a-predictor cutoff is set in one group so that
the -probability of being selected when potentiaily

“vsuccessful is*,80, then the mode| requires that to -

be fair the predictor cutoff must be set in the
other subgroup to g|ve the same condmonal
- probabllnty o . N

»

Six definitions of bias have been presented, &nd

“each has some point of intuitive appeal. Howevér,

there aremany situations in which they yield quite
different answers to the questaon “Is a selection
.-procedure baased7" In- this section “a type of
selection - situation is described and the. pre-
scnptaons for fairness which each defmmon of bias

. .-yields are derived in order to provude a cornmon

grouna for direct comparison of the models of bias
in several hypothetical situations,

.-

A Selection Situation

. ga

‘In this paper a selection situation will involve'a -

. certain’ number of .applicants. N; from each of
several groups and a number of available openings

, Ng where N, < Z N, For Slmp|ICIty only _ two
2 i

4 groups in this sectaon and m the examples whlch ‘

follow.-in" the next section agg considered, Also

only the case of a single predictor is considered .

a'though ‘the results are m!entlcal for multiple

predlcuon when ’fhe wnhm-group multiple regres- .

sion equation is ysed as a single predictor. Iy

[N

_ Applications of the Bias Modelfto a Selection Situation

-ployer’s rnopei and Thorndike’s model, ‘requires

- time the selecting instituticn often is toncerned
“with degrees of relative success. The equal oppor- .

of relative. syccess i i5 not included. However, when,

" the means (“x(|) “arid u (l)) the standard dewa- ‘

The equal’ opportunity model, like the em-'
the specificacion of a criterion pass point (Y )
above which,pefformanﬂce is satisfactory and below
whnch unsatisfactory. Although it is probably .

o refsonable to set sucha point in‘fmost sityationsof .

*employment’. and college admissions, aj the same’ o

tumty model, like fhe othier two models, uses a
.zero-one utifity model in wﬁlch utility for degrees

sglecting -institution’ rewards with graduatlon or

ntinuing employment those who achnéve a . .
‘minimal level of competence; the zerd- one utility . -4 -
model is certainly relevant to the selection pfocess. , L

o I.

. . . .
¢ Select:on is accomphshed through the use of a
predlctor variable? X which in eax.h group has a ~
knovsn relationship to & critdfion Y. In the cases '
examined here, it is assymegd that X and Y have a -
bwanate normal dlstrlbutnon in each group and that " '

tions ("x( i) ‘and. - y(\y) and the correlatlon
('xy(l)) are known from past’ expenence Then,
* for a- criterion pass _point or success point, Yp the

" selection problem is to choose predictor cutdff

points in each group, X;; so that N, appl'cants are
selected é/nd that the parncular faarness model is '

" satis’ |ed

2l'.)ar'l'ington {1971) described foir defir{_itior;s of cuiturally fair 1asts

in terme of the corretation, r_ ., of the predictor varidble X snd a ., .

puitural variable C and then rejected all of the defm‘iuons in favor of
the Dartington modsl descpbed al Fve However, it |s intereiting to
note that the equal bpportunity mode! sanshes Darlmmon 5 {p. 73)
definition - (3) which reqmres that " 'cvr v ; and conseguentlv - {

the present mode! provudes an entnre-v dlﬂe.ent ratlonale Yor that ) —
dehnmon IR - i

(33
.

Yt is ossible to use dlﬂerent predictors for lhe dnﬂerem groups
under each madel except Derlington’s ‘modsl. However, tor " .
notational sumprny the same ‘)rechctor variable X is dealt wnh in ' ', LR
«each group. P -

¢ A [




: .

- PR In order to achleve N seIectees the followrng ) uumberdoes not equal No a:new-value of X, must

equation must be satlsfred v . ' be selected and the rteratrve process continues )
o ' . - until values of X, and X, which yield precrsely No -
, - - _ .. . ¥  selectees are found. -
L NiP'_" {X} X',-}‘+ N2Pra{X> Xy} = Ng. (3 .. - Under the Darllnqton model, the data from the .
. : ' ' ' ° ] two groups are combmed and a predn,tlon equa -t

tion for Y is computed using. both X'andC, where
‘C.is a drchotomous variable in which G = O for

~Group.1 (the minority group) and C = 1 for Group 5
2 (the majority group). ThenkC is subtracted from

that equation tmgwe the prediction equatlon for=
Y - kC (Darlmgton 1971,.p. 81). If Y kC =

Thus, by simultaneousl'y satisfying (3).and its own -,
-restrictions of fairness, each modlel wull speclfy the

. vaIuesofX, and X,
v

The Bios Models as Selection Models . .+

“An extension must be made in each of the - C* X+ eC istheresulting equation then, o
- “modejs of ‘bias in order to solve for the predictor Lt ' r
_cutoffs X, and X; in the selectron procedure - ! ~ et : ‘ .
~ described above. - /,c+d)(, = octdX, +e N - S
" In the quota model, for each ‘group the pro- - T e ‘
portion of the total selected, the ouota is set.at, . o . \ ' : .
©say, p; where - o ‘ and . ., " :
- \." ' '.l ' ‘ "‘ ' ’ "L’-:q’ ’v:"i . -. ~
= ... : NiPl.'i {X‘> Xi} * . v ' : , ! . ‘ v .'_- - . :
- R e s Ky = Xy —eld .» 7N
: Pi = — _ A C ” A : -
Thus, in- each  group, X; is- set so that (4) rs Thus; as was dlscussed wrth the regresslon model )
satisfied. If there are 100 appllcants from group i © . using an iterative procedure a pair of probabllrtres
arid 50 openings and" the group's quota i§ 50% of ,  Pry{X>X;} inwhich-X, and X, -are reiated"as in""
" those selected, thén X; must be. set so that (7)and¢\vhjch satisfy (3) canbe found.* 5.
p,- {X> x } =251 . o In the employer s model as descrrbed‘ by - B

Ernhorn \and Bass (1971), the first step is the " (
specrfrcatron of the risk the employer is wrllmg to
‘take (or the minimal change of ;uccess he will
'allow in a\selectee). Rather than %etting the risk
,Y = a, + by X, =a, + b;X,. Thus, X,.cdn be : aprlorl one \assumes that the employer wants to fill

~ expressed in terms of X, as follows: i’ N, openings and is wrllrng to adjust the risk level
T - N ' ‘ .o , to get them, \su Iong as the risk js the same ip the

Under the regresslon miodel, the separate within-
group reqressron lines are used to - select the N
applicants with:the hrghest \predlcted ciiterjon,. Y
. Therefore at that predu.ted criterion cutoff pornt

*

‘ -‘ two groups, Therciore, in this specification of the .
, . IR . v " - selection process, one looks for predictor cutoff’
X; = (a,—a, +bX)/b, . 5) points which il fill the N, openings while at the
. , - e . same time kee lng the employer s risk thesame in _
. . PR " . bothgroups. s rt
Then, for any value of X, X, can be computed_,?' . “In equation (4) of Emhorn and Bass (1971, p
. and Pr,{X > X.}and Pry{X > X,}can be'read . -.. 266); ohe specifies the risk. by - choosing a unit .
. from tables of the normal distribution. By sub- 5 normal deviate p. The probability of a devrate
stituting Pr; X > X jtinto (3), the number - ‘of . S above -that _valu correspords to the nunrmum
applicants whrch would be selzcted usrng these o tolerahle chance of success. Rather than specifying R
values of X, and X2 can be computed If that '_.' Zp, one requires nly that Z, = (Y, — Yo, , be =

. . .
! “ - : . o - . a 0
. . . . s . » A ' N . 0




the same in each grdup Again usmg Y aj + biX;,
one can solve for X, in terms of X,,'s before:

-,

~

) (al +b-,Xl :Yp),:

——

OV'X(z

b2 Oy. x( )

o
-

finding by iteration the pair of 'probabilities

. Pr{X > X}whuch satisfy - (8) -and  (3),

r°QU|red cutoff points X, and X2 can be found

_ Wita Thorndike's model “one -solves (3) for
. PryfX > -X;}in terms of Pr,{X > Xz}and

subsintutes into (1) to-obtain . :

S O e V1
PQ(XI> xz}--——<;~_«~—n—»e e
o pmv Y}-“-
- Ny + Ny -
‘o . Pry{Y > Yp},'

\

. ':'.‘_ - R ,v(é)_

<

Pr {x > X,} follows from
probabulutles[/mply “valuesof X ; and X, whichare® -
the required solution for the Thorndike model. .
-In-the equal opportunity modei, equatuons (2)
and (3) must fbe. simultaneously ‘solved.’ The
- solution @_ge,accompllshed by. expressmg ‘the-

~. conditional probabilitiés in"(2) in ‘terms; of int "

“'obabulmes by the wellknown relatlonshup, o

- " .ﬂ.*mfx>x Y»Y}

v

*ERIC
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*" where Oy-)t(i).= ouli) *,1___-—r§(;(—i—')~‘-1'fjen,.by ..

(1) and the, two - '

4

LTnen.

Br XX, CYSY b

i
4 n

-mi

" can be’ computed usung Pr, {X > X,,Y > Yp}and
L Prily > Y }from ‘tables of the normal’ distribu-
t|on From the: bivariate normal tables the value of -
X3 y;eldlngapartucular PrdX > X,,Y > Y, }ean be
found . Then” for X, and X,, Pri{X > X;}and.:
Prz{)( > )y}can be computed. The iteration
continues until values of Pr; {X > X; }whtch satlsfy
(3) are .found. . .

~The, ctual solutlons the . models produce in
several hypothetlcal situations: wull now be con- -
~ sidered. Only the |ast five models wnllbe exphcttly

.+ examined. However ‘the proportlons of each qroup

) selected will be presented so that any quota model
. ¢dn be compared with the’ results of the other
models - . :

. Co:nparis_on“"of ée:eéfioti'Modelﬁ h

In many dlscussmns of blas in college admissions .-
and employment (e. g., Ana‘Sta5| -1968; Bartlétt &
o’ Leary, 1969}, the- posstbtluty that tha . - minority
‘regression line.is. parallel to but above the- ma]orlty
line has been of great concern ssincé the ma]orlty
regressuon equatlon ‘is.often used for selecticn in
. both graups, IhLIq, the comparlson of the.selectton

models -is beg un by constdermg/ Fs s.tuatton in

CaseA— Ve e, L

However m avaulable emptrueal studles mvolvnng,
mmoruty ramal/ethmc groups, especla1ly in thearea
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i _regression- line may be smaller than that- for the

~ majority group, or the two lines may differ both in

" slope and intercept with the najority .line -lying
above the minority line in the region of practlcal
predictions ‘and (3) the minority ‘line having “the

- smaller slope or (4) the majonty line having ‘the

~“smaller slope. Thus, thege four situations will also
be explored in Cases B, C, D; and.E in order to

compare the -prescriptions for fawness of the. -

-various blas models in commonly found situations.

_—’
s

CaseA . - 7 g

In Case - A, which corresnonds to cise A of

'i'horndlke (1971) and .is specified in Figure 1, the

TN o two regressnon lines are parallel but with dlfferent ..

: ;.' intercepts. In each of the cases considered, - the
_ mlnonty group is Group 1 and the majonty, Group
"2, and - sefection is requnred smce there are 500
_appllcants (100 mlnorlty and ‘400 ma]orlty) for
"‘i100 opemngs .

and,t'hg critéripn;,(Z) the slope of the mipority -

< IN/IN,
Pr {Z> 0.842}
" 1onemust convert back to the origirfal scores where
‘the cutoff becomes-—.158. Thus, }

-miarized in Tale 1.

. r '

Because the regression lines differ in Case A,

. according to. the regression ‘model the separate

regression equations must be used to select the 100
students_with the" highest predicted grades. Using
(5) we find that X, =1+ X,. Because the means
alio differ: by -one, the standard normab cutoff -
variable Z; = (X; — X){o is the same in the two :
groups. Thus Pr {Z>2) =priz>2,})-=

No/tN;a-+ N;), and one need only use standard .
normal tables to find~the Z above which 20% )
+.N;)] of the applicants fall. Since
= .%0,,.842 t cutoff. For Group

ccording“to the -
regression model, one should sefect all minarity
group members with test scotes above ~:.158 and-
all majority group members dbove 542, as sum-
This procedure will yield the
required 100 persons and ‘will be fair in the sense
that the 100 persons with the highest predicted
criterion scores will be chosenk

In the Dar/gton’mod’l thes mlnorlty group |s .

4

_ favored/b(predlctmg (Y —, 5C) The reqwred

‘ ‘Minc')rity-
Y = 56X+ .b-

Y = 5bX .
Majority - . o
il ;




TABLE 1}

I

|

|

!

|
\

. \ ' . . / I ) v ..
: L Results of Selection Models for Five Common Selection Situations

‘ X \_ ' .Regression . Darlington Employer’s . ' Thorndike .Equél'opportur'iit_y.
L model "model ~._. model model * model '
" Case A—Pérallel régression lines, minority intercept larger - ) ST
= . Cutoff point -.16 ’ —90 . . -6 -.16 -.16
- Minority: Pers:entage'selected © - 20.0% -46.0% B - 20.0% 2Q.0°/3 20.0%
L Number selected 20 .46 | =20 . QQ : 20
. - L N R o oy -
Cutoff point 84 B R T T Y 84 84
Majority:  Percentage selected . 20.0% 13.6% 20.0% 20.0% - 20.0%
. ' Number selected .80 . 54 ) © 80 . 80 A 80 ‘
"_ Case .B—'ld”entica.r»‘_:liegiession lines, mino\ri?tny‘me"ém's gmva_ller o N \ .
Cutoff point~ A B A A 1 +-.02 y
Minority:  Percéntage selected- _  4:5% ~ . ©20.0% ¢ 4.5% 13.3% ., 16.4% .
""" < Number. selected. - 20 4 _ 13. © 16 o
. Cutoff point ~Tn R e SR/ U - 81 ’
. Majority:- *Percentage selected” '23.9% | .200% - T™N23.9% - ».21.6% . 209%  *
. . Number selected 96 - 80 96 - 86 - - 84 :
. N l‘v}f ) ) B . . ‘_ o 4& = . L 3 . -
- Casé_hé—[_)'.if'fe'rent regression slopes, minority slope smaller - . . : ) .\.: ' o
. ... Cutoff point g . 239 .22 © 1324 - ..84 .,“.\\ .- .60
Minority ;- Percentage selected 8% - '41.3% . SN % 20:0% , 27.4%
' . - "Number selected . L . 41 0 ° ;20 27
7 “Cutoff point! 68 - ies =~ 67 84. SRR | T
Majority:  Percentage selected 248% . - "14.6% - 25.0%. 20.0% . 18.1% e
o * Number selected - 99 ., .58 ~ 100 80 » 72 .
Case D'—'Pi_ff;e:ent regre;sion slopes and intercepts, minority slope smaller,[ ‘ ) ' ,
.  Cutoff point’ 300 . T 3.16 95 47 -
L Minori}ty': Percentage selected - 0.0% 5.4% o 0.0% - 7.4% 16.6% .
’ - Number selected 0 5 " 0 7 _ 17..
, .. Cutoff point 68 . 72 . 67 , 73 4 .81
Majority:  Percentage selected 24.8%, L237% 25.0% 23.2% 21.0%
. - Number selected ‘99 95 . ©-. - 100 o g3 - 84
. : R R " . . . n - , ) -
Case E—Different regression slopes and intercepts, minority siope largér L : _ )
. Cutoff point Co1B3. 0 134 . 157, . . 95 ' 80+
Minority: Percentage sélec_ted 1'.7%’ : 3.3% ‘.;\ 1.9% 1 7.4% Q.Z%_
: " Number selected .. 2 3 L 2 7 0
: ¢ 4\_._1 . ':rr.‘»_.,. . )
. " Cutoff point ..089 , [ 70 -~ 069 73 76 .
Majority: ~ Percentage selected -244% - t 24.1% 245% ° 1232%"" : 225% . -
. " . - Number selected .97 1 - /96 98 93 - -90
N R e .. o
o ’ LT- N re T
” . .
.« i 8 . N ‘
' .. ,J * g PEL PN aa. a8, .




prediction equation, tollowing the ‘ prooedure
described by Darlington {1971, p. 81),is Y — 5C =
5.+ B5X — 1.0C. By equation (7) one finds that

Prz {X > X,1}= 20; and’ again —.168. and
842 are the predictor cutoff points, respectlvely, :

- required to achleve/a fair - procedure. Under this: _

X; = X, + 2.0. Solving iteratively one findsthat . 'model . the  procedure -is consrdere_d‘ _f_a”'

predictor cutoff points of —.90. for the minority - since. .the- ratio .of  success probeblhtles; ‘

group and 1.10 for the majority group produce the = PriiY >" Yp}/Prz{Y > ¥pi= 1.0, s equal
. to the ratio of.the selection " probabilities,

desired 100 selectees. Thus, 46% of the r,mnnorlty

~ group.and 13.6%. of the majority group would be

selected by this procedure as given in Table 1.

In the case of the employcr's model, equation
{8) reduces to X, =.1+ X, which implies that
Pro{Z >.2,} = Pry (2> 2Z,} = 120, using (3).
Consequently, as with the regression model Z, =
Z, = B42.and in terms of raw scores X, = —.158
_and X, = .842. This procedure is-fair according to
the employer's model because all those chosen
- have above a certain minimum probability of
success. In Case A that probability can be com-
uted by computing Zp and carr be shown to be|
.69. Thus, any persori with a probablllty of
. above .69, regardless of group m_embersh?p: is
“selected. A .

-In the Thorndlke model since Prl 8% > Yp} =

P (Y Y}, from (9) wesee'that Pr, {X > X, } -g

‘

ccess -

Case B

Pr, {x>-15817T=r2{x> 8421=1.0,

For the equal opportunrty model when 'xy( ) =

xy( ) and PrI {Y>Y }—Prz{Y> Y }, then

2, =2,;and the same result as in the other three - - -

models is found here also, IUIS model, the result
is considered fair because the potentlally successful’
members of the’ nnnornty group have a probability
of .31 of béing selected as do the potentlally

' successful majority members.

e Y -

In Case B the consideration of situations: com-

rnonly found in empirical studies of racial/ethnic *
“minoritigs is begun? Case, B corresponds to Thorn-

dike’s (1971) case B and is presented in Figure 2. )
fiecause the regression lines are i’dentlcal according *

o> |
e L -
. / Minority Majority
[4 . - . &
My (i -10 . . 00 . N .
x"’{/ o ’ ) _ Mmorltyand Majorlty °
coonll o 10
v xym\ 05. . 05
. ) . A ﬂ‘\
Hy (i) \ =05 00 g
C . L N _ | .
Oy(l) } 1.0 1.0 ) ll : .
R . L !
- N |
i .
. . g I}
A} : 1. -
: Yp ‘- 00;, | i o i
N, = 100,N, = 400,N, = 100 S N S
: - g ’ —-10 0.0 C <X
' .;.v\ ‘\_j\.“ »’j;" : . . RS a \' A
Fig. 2. Case B inwhich the regression lines are identical for the two groups but with lower minofity group means. ~
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-

- .66.

_ score .of 71

. majority group is

- equal
- successful applicants in both groups. Thu_s, these

) S T/—\\ /
to the regression.model one needs select only the
highest predlcted orades or equivalently the highes
test’ scores (X2 X by (5)). A predictor cuttmg
in each - group provides thé '100
seIectlons Of course since the mm{g

are accepted. The action is deemed fair bec use the
‘'same -action is taken with all perso’s wuth equal
criterion predicted scores
membership. -

in the Darlington model, with k =
order to-favor the minority group, the test.cutoff

" points are-—.16 and 84 for thé minority and
majority groups respectlvely Thus, 2C% of (\ach'

‘group would be selected by this proceduin
. Under the embloyers model, the cutoff points

are 71 for_the__minority._group. and - 71 for. the .
majorlty group just asin the regression model. The
" same cutoffs for the groups here assure equal

minimum probabllltles of - success. among the
selected members of both groups In this case,,the
‘minimum chance of success of *those selected is

Since the success ratio“ of the ‘m ority to
617 in Case B, under the
Thorndike model ‘cutoff points of .11 and .78 are
chosen because they provide 100 persons and a
sel_ectioh ratio of .617 as required. Thus, according
to this idea of fairness, 13. 3% of the minority
group and 21.6% of the ma]onty group are
selected, giving considerably more minority group

members than either the regress|on or employer's

model. . - -

Cutoff points of —.02 in the mifiority group and |

81 in the majority group give A00 selectees and
probabilities of selectioh for potentially

cutoff points are prescribed by the equal oppor-

ase B are ﬂlustrated

tunity “model. The computat.}é)ns requrred for the -

-equal opportunity model in

__in Table 2..Under this model, still more mmonty

group members are .chosen, 16. 4%, and in both

_groups Pr;{X> X; |Y>Y }=

Thus, in Case B in splte ‘of equal regresslon

equations in the two groups, the différent defini-,

regardless -of group ,

.5 again in -

/

i
. - 1

tions of fairness call for dramatlcally drfferent

selectlon procedures as’ can be seen from the

summary in Table 1.-Mary more m'norlty students

~~ would be selected under . Darlmgtons 'model

rity group has': -
" lower test scores, only 4.5 of the mmonty group :
~are selected while 23.9% of the majority ap icants’.

Thorndike's model, and . the equal opportumty

“model than underpthe regression model and the
- employer's model.

Case C '
In Case C the sl

criterion on tests
in Fdigure 3, a

the basic results for each of the
flve models a reported in Table1 .
Very few ity students are selected in the
regression and e poyer s models because of the
small sliope of s regression. line in thit group.
When the slope is smaII predicted scores are Iow as
“are the chances-of a person with a high test score

. ‘achieving a particular criterion séore. Considerably

. interest and-with a larger majority slope as shown
in Figure 4,

more minority students would be selected under
‘Darlington’s model Thorndike's model, .and the
Pqual opportumty model. In fact, when the means
and variances of the groups are equal as in Case C,
under the equal opportunity model -
pr<oport|on of minority group than mdjority group

members are selected precisely because of the small

slope of the line in that group. If only a poor
predlctor is available, proportionately more appli-
cants will have to.be selected to insufe that ‘the
potentiaHy successful ones have the same oppor-'
tumty for selection as members of a group with a’
Iarger regression slope. ' N
< ¢,

Case D B

.

L
%

ln Case D the SltuatIOn is exammed in whrch

, both the slopes and the. mtercepts of the regression

" lines of the groups differ, w1§h the majorjty line
above the minority line in the regron of practical

lhe results for each of the selection

models are given in Table 1. In Case D no minority

group
regression or,
156.9% 0f the

members would- be selected under ther
ployer's models even thou&h ‘

mor_lwupcould suc_ceed if

ffer fn the two groups ag shown

a hlgher .




TABLE 2

—~—
3
fo

J " Computations for t_he‘Ehual ‘Ob'ponu;;ity Model in Case B

Iv(,) N
. . 7 -
o ._ . .
‘ xv(‘.//) 05 xy(;). T 0% a
] o . R G
\ Z, [ L| - L2 22' ) Pf-(‘l) ‘:‘-—‘ ?'12);‘, ) NO
J - - !

.368
. 264

178

-0.18
0.33
£ 0.73

© 0.50-

0.31

048 -
0.164 -

.162.
1569

08T

0.82

L.
=
=}

0161 |.

0.37

. 0.209

057 .
023"

.0206 | 987,

278
179
110

'Note.' L|
‘A\ . R . Lz
o Pr{i).

Nyt

[Prz{ }/Pr,{Y>Y }] Ll
"'f'Erci.{ }
'N,'Pr(‘l;) + N2Pr(2_) ;'100'-&(1?) + 40

Pr ‘2).

= 1.62 L,.

- iz =oee > x =002 N\ T ! :‘ |
N . - o s ’ o
2, =081 > X, = 0.81- "
. . e vv. ' . ' * |
N . R | . .
- " S . s '
PR . . S | * ' -
. (‘: - .“"rw:,.,‘ . ) ‘. . . .
- Prz{X>081 Y>00} - 3 / ™
S p— = - :
- . Prz-{v>o.'o} e
o L] - N - N
o o N C’-/I)-'/

Prl { X> X,, Y > Y } taken from Natlonal Bureau of Standards (1958, pp. 52 53)“’
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Minority Majority - Y e .
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rxy'(i) 02 ) 07 o ) .

’ . W . 00 bt - ] . )
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' selected. By contrast, if equal opportu‘r'li\t_'y for’  members must be selecteu to provrde equal oppor-
l ’ ~ selection were granted the potentially successful tunity. Thus, even in some situations in whichi
S minqrilty members, 17% of.. them would - be - prediction is betfer in the mincrity group than in ,
selected. One -should note that-even the Darlington ‘the majority group but there are dxfferences in the
¥ . model which explicitly favors the minority group . . means, the regresgon and employer s models may
o ' on the predicted criterion score does not require _ be unfalr to mii¢rity members acrOxdmg to the
" the - selection of as many minority appllcants as © . equal opportunlty rnardel . Lo -
' requnred by the equa’ opoortunity model , o . ve /2
. ‘..,"' : c ’ . 1 .
_ y ' ‘?evvrsals of M/nor/ty and Ma/or/ty Data in the
Case E ‘ o T Five Cases !
. s ~ . : . . -
_ . Case E is similar to Case D-except that in Case E - _ Even though the cases examinedyare those of .
"the slope of the majority regression ling is smaller .~ most, importance in ihe con3|derat|ons of, bias
¢, than that of the minority group as shown in Figure against racial/ethnic.. minorities, tﬁe selection -
~ - 5. The increase”in the minority slope results i in the - models apply t> any identifiable groups in which .
: selection’ of two mincrity group Mmemisers unger.  other. relatioriships of regression lines may. occure
the regression -and employer s models compa;ed ' ‘Consequel tly, the reversals of mlnorlty and major-
with no selections .in Case D, gs-tan be seen in < |ty data in the five cases are briefly examlned here
Table 1. However, the two mogels still do not . in order to illustrate -the effects of the various - )
o provnde equal opportunity to potenthlly successful - models of bias in awider variety of sutuq_tlons .The
minority members and neuther does Darlington’s results for each of the moders for the,rpversed data N
.model ngr Thoindike’s model -as 10 -minority " are given in Table3 . .,' vt S
L‘, »Mjnority,Majori;y; B ot
Mgy 05 L . LT -
\\ ) "x(i)o. 10 10 B 4 Majority - T
R T U : Y =.4X
(%(y i) 4 . 0.6 \ 0.4 4
g/ ' S S .
Byty . -1.0 - 0.0 . 'f- e )
Oyl 10 10 ' = 6X—.7
v - Minority
\--\ . ;Ol
. © Ny = 100, N, =-400,N, = 100

e E ® )




' I TABLE 3.

¢

Results of Selection Models When Mjndrity 'and_Majority‘Data Are Reversed in th_e Five Cases -, *

o c A N .
- .“ L — \\ " o e Y e W ’
e ‘ . . Regression . Darlington Employer’s _‘Thor{udike' . Equal opportunity .
h model + * model model model " model o
— : . ~ ~ .t . _\_.- ‘ . :
Case A Reversed Parallel regression iines, minority |ntercept smaller ‘ ’ s .
R Cutoff point ' - _ 84 o0 D 84 © 84 -, - 84 e .
‘Minority: Percentage selected % 46.0% [ 2Q0% . 200% S 200% .
: . Number selected o200 a6 Y7 0 20 20 T
. o . : ' * ) R .. . T .o. l ! “ i ‘ - »
Cutoff point & -.16 P 10 .- =16 » . 16 o "\—.1_6 J
=Major|ty Percentage selected T20.0% L 13.6%. .+ 200% 20.0% .- -20.0% N
\ Number selected; 80,0 . . 54 , 80 80, - » 80 o
‘ . g g o .
Caee 8 Reversed—ldc;m\tcal regressmn lines, mmouty means larger LT o ’ R
Cutoff point RERTY | _55 10 /56 - 1
~ Minority: Percentage selected . 46.0° 70.9% ' . _46'0% . .28.8% . & ¢ 239% 7 .
S N_urgber selected v = 46 n oo 46 29 -, 24 -,
‘Cutoff point S 11 B |- .10 -08 - -2 VIS
Majofity: Percentage selected s -13.6% - L 1.4% \ 13.6% 17.8‘79' , T 19.0% -
. Number selected . 54 %, .. 2 - . 54 7 ’ U [ ' "
Case Cc Reversed—leferent regressuon slopes mmorly slope larger,, . - . * '
: Cutoff point . "~ 29 ~34 22 . 84~ 1.08 o
Mindrity:" Percentage selected "38.2% 63.3% Mn3% 20.0% .. 140% '
- Number selected ~ 38- - 63 L4 . 20 , e :
. N . . A 4 ¢ . T
o Cutoff point - 1.02 . 133, 106 . 84 79 _ 1
Maiority:’ Percentage selected, '15.4% - 9.2% .145%" ~20.0% T21.3% o
Number selected . 62. 37 .88 80 - - " 85 :
“ Case D Reversed—Different regression slopes and intercepts, minorigy slope larger =~ ) R L.
) Cutoff point -.65 '—1.38 } -59 .15 g2 . o
Minority: * Percentage selected 74.2% 91.6% 722% 44.1% o owe% o
Nymber selected - 74 922 .- 2 . M oy 28
_ Cutoff point. - 1025 ' 1.53 99 62 .37
Majority: Pércentage,selected 6.4% 2.1% £69% ~ 0 " 14.0%. 19.1%
. Number selected .25 .87 . A2 7 56 76 R
: . h T . ‘ . o .
- Case E Reversed—Different slopes and intercepts, minority sinpe smaller. . . v \
" Cutoff point . -a3 —97. ~ a6 5 . 40° ’ :
«Minority: Percentage selected 66.6% 83.4% , '43.1%' g 34.5% ‘\0
Number selected - 67 © 83 * a4 7235 o
~ Cutoff point - 88, To123 62 - , 48 s ©
Majority:  Percentage selected 84%_ : 42% " e 14.0% Y = 16.3%

Nuwber selected '

17 -




i v . )
hen the data ip Case A are reversed for each
of . the models except - Darl‘ngtoq’s model, the
cutoff pornts are siniply reversed énd, as before, .-
20% of each group is selected. The cutoff points
under Dar.lngton{model change because srhe

" combined gredp ‘regression line is aitered By~ the

reversal, and even ~a larger number of mmorny ~

applicants wauld Be- selected undWl/ reversed cases in which the regressron and employ-

than orlgmally in Casg'A. _ )
“ In. the reversal of data in .the remalnlr.g cases,! .
even though ‘the two, cutofY’ poants maintain_the

- same relatmmp under the regresslon and employ-+

er's models as specified by equations’ (51 and(8),
respectlvely, the particular pair of cutoff pojnty’
which yield 100 selectees differs from each case o
|ts reVersaI Thus, in Case B the cutoff points of .71
|n each group provide 100 selectees; but wheh the -

data. are reverSed; gutoff points of £10 in each

. . ! . .
* . . 1] .
N
o - ‘e x -
. . B - :

. S - “\ et L . " .

. . o .o
' fy:;rbup re. require'd under both models to- provide
100%eldctees. - ~ Lo
‘In the ,last four. orlgmal cases (B through E),
omd.kes model and the equal opportunity
model prescribed the. selection: of-more minority
~ group membe ,m'ea’ﬁ’case than the regression or
erployer’s models. Howevel ~when the data are (

ers models are unfair. (by Thorndike's definition ¥

. and the equ\ opportunlty deflnltlon) to the‘ o

s ma)onty group are illusptated. - oL

- Chances “of Selection of Potengla/// Successfu/ -
App//can ts and Expected Success Rates

y - Table 4 gives the chances for selection which the
potentially successful applicants have under each
model in each of {he five orrgmal cases As rs clear

‘3

) "Case E Drfferent regressron stopes and tntercepts mrnorrty slope Iarger

Mlnorlty o " ‘ .08 P

. . . . ’ ) o o , § (RN L. ‘
T TABLE ¥y L . ot
" ‘ Potentrany Successful Applmms Chanees of Seiecuon . ‘ \- L.
k - ’ *
ey {x>x Iv>v} A 3
- n" e o . ‘; B} L e ' (
Regr_ession Qarlingtbn Employer’s Thormndike Equalopportumty 1 |
- ‘mode] ‘inodel ' ‘model - model mode! |
: . . .. ) . . . 1
’ ) . < E L <« ! \ e
Case A—Paralle! regression lines, minority intercept I_gr'gér - ‘ . . . o
Minority ' ) 63 . 31 R : 31 .
s Majority ° . ) 22 .3 ] ) .31 R ' :
) - . % ‘ . . . .- R .
: ' ‘ . o L : . N, T ? - |
.Case B—Identical rengssion lines, minority means smaller =~ —= L T Cel . 5
Minority _ 10 .38 10 T <21 - S o
Majority 3% 3 t 36 34 32 S
. . : sy . . . B R . R i . L v\
Ca‘se C—Different regression slopes, minority slope smalter: N . A AN .
o Minority . - 01 - 47 . .00 . . I
Majority , a3 .21 44 o3 . .33
. . s .
CaseD Different regressron slopes and mtercepts minority slope smeller : ' : co L .
Minority . - .00 4 do 8 .35._' ) s
Majonty ) ¢ 40 ) .38 N 40 38 - .35 B e :

"
Y

aa -
34
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from that tab}e ‘potentially successful minority
apollcants have\ almost no chance of selec*'on

under the regreésnon and . employers models in

Cases C- ‘and D Thelr chances of selection are
befter under the
“cohorts in the malonty group in CasesA‘ B, andC

gton model than for their -

but poorer than majorlty apphcants in Cases D and ‘

. Only under the equal opportumty model are
those chances the same \ n:each group in each case.

The dlfferent models also yield selectees with
different chanceg, of succeSs orce in the institution

the

succeed is a Wgure .of great importance S
selecting-institutign in that the institutich seekg to’

e

Lo

~ or on'the job. The proportion of selectees who will -

w

‘.Jfgnly 88 to 81in Case Cand .B81t0.75in CaseD. ~

° -

mlplmlze “failures. An overall expected success rate

i, the selected group can b‘é)obtamed by comput
ing Pri{Y > Yp |, X > X;}. By assuming bivariate
normallt/ of- X Y, the required probability carf
be computed usi tables of the blvarlato normal
distribution. Th expected - <uCCOsS rates thus
computed are regorted in Table 5.

.As can be seen from Table 5, although there are
“dlfferent expected success rates in the. minority -
and majority groups, the overall expected SUCCess
rates differ very little. The most dlfference occurs:.
in‘Cases C and D although "the drop from the-
eraployer’s. model o the equa! opportunity mogel

Ty Overall - - 11

7

[ - . .l' s . -~ an
N . ~ p ‘ N N s .
L S o e TABLES. o e
< . Lo -.' o ’ i e .\‘ - . Tt e ‘:Vj
D Expeaed Success Rates of Selectees S , e '
; R \/ Pr {v>v I x>xi}, o -
- o o B !
’ . e RIS ' I Regression _.‘"daflihgton.' ~ Employer’s * THorn'dike Equal opportumty
‘ ' “model . - \unodel mode ~ model . model
5 o= ' L S : "
¢ . Case A—Parallel regression lines, mihor¥ty sntercept larger o L .- .
C ~Minority- - 78 5% .68 v/ I [
Majority _* DU /- I 82 P’@e_ .78
O\}erall : _ . as a6, . . WR38, -8
. Case B—Ident|cal regressnon Ilnes, mlnorlty means smaller ‘ i} - : .
" Minority T .70 1 I L70 e 64"
- Majority .. 1B .78 ' 76 .78
’ : 'Overall : - 760 L ° 74 . ! 76 . 75
‘Case C—leferent regressuon slopes,mmarf pe'sma'lier : o “
. o Minority I ) .57 Y 4 A 61 60
s - Majority® ‘ 87 92 .88 8 80
by Pverall, 87 77 .88 8 |
- . B - . i '/—’ﬂ .
- . ,," . ’ . . e \\
~Case D-Differe gressio n slppes and intércepts, minofity slope smaller Co '?/ e
g U /.42 .. 88 40 ., 33
Majority - : 81 ’ .82 - .81 R < :
‘ Overall 81 ~.80. - .81, - .80, “ 75
% o x - .t B . . R e fr o ' . : '1‘
' CsSJE—Dufferent regression slopesand intercepts, n\norlty slope Iarger ' B I ' ST
A , Minoity S a2 . g6 Tl 56'\ o83
Majority ' wh! A ' . [N & B

- .




> . © Discussion S
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The preceding examples bring into focus the'

differences in-the ide? of fairness used in each of -

.the models examined. .!n addition, because the

hypothetical cases are realistic irnitations of many -

, ‘ © common selection situations, the examples show

using the different models in selection. .
- Both the quota model and the Darlingtor‘rmodel
use an cxpllcm’tatement of value associated with
the selection of members of -some group over
i another group. Thus when social values dictate that
~ .some-group be favored in the selection process,
* each of these models provides a means of imple-

- useful in some situations, their appll\.atlons are
¢ limited by the a priori favoritism and the fact that
they place "other fagtors above - the |mportance of

-the criterion. In cases in which selection’ rnvolves

- cost and effort and then possible failure, the scial

agarnst the possrble negatlve effect of large-sqale-
failure..In the quota model and Darlmgton model,

e in the concern with' the Value of selection the

importance of the crlterlon may be overlooked. .

“In the regresslon model arld employer s model
the concemn is solely with'the’ importance of the
critewion at the: expense of ideas of faimess to the
'+ " applicant. Both models provide high expected
success ratés a/mong the selectees and are therefore

appllcant may see _little advantage in them, The
pptentlally successfu | applicant’s concern is that he
have a fair chance of selection regardless of the
group of, which he is- @ member: In gcases in. which

though he could succeed he will have less:=chance of

.i

. cants’ with' highest predlcted criterion scores will
©, - receive much sympathy And whenpoor prédiction
in his group is the cause of his chances of sélection
being lowered, the appllcant will rightly blame the

; . mstltutlon for its failure to find a good predlctor—

penallzed . =

the actual .different effects to be expected from -

". must .compensate~; for the poor - p’/edlctors by |

menting those values. While both models mayge

good of selection must be carefully balanced -

advantageous to the selecting msmu"lon but the

the regressron’ ine for his group is such that even

lectlon than. members of other iroups, no select '
£ing |hstrtut|ons cor>. sern wnth selection of applu .

a situation _for which. the appllcant should not be -

In many situations ti& rights of the pot'entially
successful’ appIncantv to fa|rness should  be of .
primary concern. Under the equal opportumty
_ model sush applicants are guarante%d equal chance

7 ~of selection regardless of groupcmembershlp “This

p'ocedure piaces the burden of improying predic-
tionon tk2 selecting Jnstitution and even allows for
the use‘of different predictors in. dlfferent groups -

A preser't tests tend to work rfoorly in predlctmg

criterion scores for mmorlty members, under the
equal opportunlty model the selectlng institution o

selecti/ more, nag fewer, minegity studengs. r g
lt’vaﬁme noted that the eyual op:)%rtunity’

modeI does not el|m|nate or de-emphasize the use’

of tests ov Jtlrer predlctor variables in the 4elect|on-

. process. .4 fact under .this model the’ selectmg

institution, and the potentially successful appllcant

both benefit from the use of ‘better tests or other _

predictors within each group However, use of this R

model should provrde an important step in the _

diragtion of insuring mmorlty group members that - . c T

their rughts are not belng subverted by tests chosen : .

by and constructed by ma|or|ty grOup member’s '

: / ~ 3 .
R - .‘Conclusions ' e

-y

|
The selection procedure most commonly used is |
the regressien model. That model was designed to l
meet the needs of the selecting institution to select ~ -
successful persons. -Where a, large investment of . ' J
. inoney or time is made in tach individual seleLcted .
the mstututron naturally seek.s those most likely to - \ .
succeed. As can_ be seen in the examiples consudered " ' '
here, both the regression modei and the empldyer's ,
model dlrectly meet these needs of the (selectmg : ‘ '

._institution. . T

However, it seems likely that the applicant’s

 rights will-be ruled. dominant to those of ' the .

selectmg institution by many people, especlally' o .1
when-the, investment is not prohibitive. Certamly '

_in the field“of education and other areas in which
the spcial bekefits of selection are considerable,

fairness go the applic :nt is very important, especial- }
ly when fairness and equal Opportumty mean ‘not - ) _
the*opportumty to fail but the oppo\rtumty to .

. , . e ————— e —
. R 0 . -




succeed as under the equal opportunity model.

, When  public institGtions such as government .
- Fagencies or public colleges and universities are the’
selectlng institutions; it becomes even more dltfu
_cult to ‘argue that the institution’s rlght to success:
ful selectees eXceeds the potentlally successful

) regardless of his group membershrp

appluccnt s right to the same chance of seIectlon.

. In some situations cultural-social velues may be

|udged dominant to _ this right to equal opportu-
nity. However, in the common selection situations

. .« tion of r"clal/ethnlc m|nor|ty members as illus-
* trated in Cases B through E, even the use of the

- . equal opportunuty madel will have a decided cocial
’ effect, in providing - for the selection of more -

) : Lt .
. ’
. ~ . ‘ -

v

encountered in empirical studies of bias in selec- -

mlnorlty group members than under the 4£0mmon-

ly used regression model.

.selecting

~ equal

~ selection s|tuat|ons

The usé of the equal opportunity modeu can
assure all groups of an |ntu|t|vely.,mean|r_lgful and

\

defensible type of fairness.. In addition, the model’

promotes the equal opportunity of mirority group
members who have missed selection under com-

‘monly used models of bias 'in many selection’

situations. At the same time the rnodel does not

dramatically reduce the expected surcess rate

among those selected—a major concern of the

opportunity  model
implemerited .in many college and employment

. =
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