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ABSTRACT
The EIN (Educational Information Network) is a

non-profit operation which coordinates the sharing of educational
computing resources. It is administered by EDUCOM and funded jointly
by the U. S. Office of Education and the National Science Foundation.
EIN maintains a group of contact personnel at member institutions to
serve as a liaison between the institution and EIN. Through these
persons items of software are offered for distribution. EIN also
publishes a catalog of the software which is available through the
network. The four-volume catalog contains an alphabetical listing of
the participating EIN members that are represented in the catalog by
program descriptions; descriptions of each computer facility listed
and its general pricing algorithm; abstracts of available programs,
subdivided into 13 areas of application; three indexes--by EIN number
by descriptive title, and by keyword; and complete descriptions of
programs, including user instructions, samples of input and output,
and cost estimates. This first volume contains a description of EIN,
facilities descriptions, abstracts, and indexes. Volumes two through
four contain the complete program descriptions. (JY)
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The program descriptions that arc contained in this catalog are
based on information furnished to EDUCOM by the computer centers
associated with EIN. EDUCOM shall have no liability whatsoever,
including, without limitation, liability for errors contained in
the description or arising out of the inappropriateness of the
program for the purpose for which it is selected, to the user in-

stitutions. EDUCOM would appreciate being advised of any errors
contained in these program descriptions.

1

The work presented or reported herein was performed pursuant to a
Grant from the U.S. Office of Education, Department of Health, Ed-
ucation, and Welfare. However, the opinions expressed herein do
not necessarily reflect the position or policy of the U.S. Office
of Education, and no official endorsement by the U.S. Office of
Education should be inferred.
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THE EDUCATIONAL INFORMATION NETWORK

The Purpose of EIN

The Educational Information Netwolk (EIN) is a nonprofit operation

concerned with the sharing of educational computing resources.

It is administered by EDUCOM and funded jointly by USOE and NSF.

EIN is a network operating on the following premises.

(1) Software is used at the installation where it is

currently running.

(2) The network is to distribute information about the

availability of this software.

(3) The network is to act as administrative middleman

between the user and the resburce. It will secure

the commitment of the resource to the user and will

handle the billing and accounting.

(4) The network is in no way to interpose itself into

the technical transaction.

Eligibility

Membership is open to any member of EDUCOM. Nonmembers may use

the network by working through an EIN member at the discretion

of that member.

How EIN Works

EIN maintains a group of contact personnel at member institutions,

nationally and internationally, called the EIN technical represent-

atives. Each of these persons is the liaison between his institu-

tion and EIN.

12/70 1
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Through these persons, items of software are offered for distribu-

tion through the network. These include programs, systems of pro-

grams, facilities, interactive systems, etc. In other words, any

item of software that is of interest to the academic community

can be included.

EIN publishes writeups of the software in this periodical, called

the EIN Software CataZog. It is supplemented monthly, updated as

needed, and distributed to all institutions which are members of

EIN. It makes all programs listed with EIN available for inspection.

Persons wishing to use a program make the arrangements through

the EIN technical representative at their institution.

The Intended Benefits of EIN

In General: Computational facilities are expensive. Tech-

nical abilities are in short supply. Require-

ments for many types of facility exist at the

same institution.

All these problems are helped by resource

sharing.

To the Resource: The EIN Software Catalog provides a medium for

the publication and recognition of software.

It is like a scholarly journal in that respect.

In addition, EIN will notify the disciplinary

journals of the inclusion of specific items.

To the Users:

Usage of a facility by the network can provide

better utilization by adding billable hours.

EIN vastly increases the computational power

available. The sum of the facilities listed

in the Catalog is a larger resource than any

single institution can afford.
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HOW TO USE THE EIN SOFTWARE CATALOG

The EIN Software Catalog is made up of four main sections.

I. Facilities

--includes (1) an alphabetical listing of the participating EIN

members that are represented in the Catalog by program descrip-

tions; (2) descriptions of each computer facility listed and its

general pricing algorithm. New material for this section is sent

with the update packages, as needed.

II. Abstracts

--is subdivided into 13 areas of application to facilitate the se-

lection of programs; within subsections, functional abstracts of

programs available for use are ordered by EIN Number. The 13 areas

of application are:

1. Administrative

2. Behavioral Science
(education, psychology, sociology, etc.)

3. Computer Utility
(languages, utility programs, systems, etc.)

4. Earth Sciences
(geography, geology, mineralogy, etc.)

5. Engineering & Technology

6. Humanities
(art, history, music, etc.)

7. Library & Information Sciences

8. Life Sciences
(bioi;ogy, medicine, zoology, etc.)

9. Mathematics

10. Operations Research
(linear programming, simulations, etc.)

11. Physical Sciences
(astronomy, chemistry, physics, etc.)

12. Statistics & Measurement

13. General Facility Access
(entire facility accessible)
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The Abstracts Section is supplemented monthly along with the En-

tries Section.

III. Index

--is made up of three indices: by (1) EIN Number, (2) descriptive

title, and (3) key words. The programs covered in the Keyword In-

dex are those listed in the EIN Number Index bearing the same date.

The Index Section will be made current at regular intervals and

sent as part of the update packages.

IV. Entries

--contains more-complete descriptions of provams available for

use than are given in the Abstracts Section; includes user in-

structions, samples of input and output, and cost estimates; pro-

grams are ordered by BIN Number. The Entries Section is supple-

mented monthly along with the Abstracts Section.

How to Find a Program

There are basically two ways to use this Catalog to find a program

that might serve your needs. If you can find in the Keyword Index

words or phrases that describe the operation that you want, the

associated EIN Numbers can then be used to locate the pertinent

program writeups in the Entries Section.

Alternately, by browsing through the relevant areas of application

in the Abstracts Section, you should be able to determine the EIN

Numbers of programs that may be of use to you. The more complete

description of the Catalog entry for a particular program can then

be located by the EIN Number in the Entries Section.

How to Use a Program

Material in the Entries Section is designed to contain enough in-

formation and instruction so that, in most cases, a program may
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be used immediately. It is generally not designed to delineate

al/ of the available options and minor details of a given program.

If a program or system is too extensive or complex to allow a con-

cise dest;rintion, other literature is cited so that with the aid

of your EIN technical representative, you can obtain further docu-

mentation. On the basis of the catalog entry, or with additional

documentation, you should be able to decide upon your interest in

a program and to prepare the necessary inputs for its use.

How to Submit a Request for Service

The first submitted request for a program to be run at one of the

participating facilities requires contact through your EIN tech-

nical representative. He will have the necessary forms and in-

structions on how to establish an account with the selected par-

ticipant. In addition, he may be of help in determining whether

valid input data have been prepared.

How to Use the Network

Prior to any use of the network, a credit sufficient to cover the

intended use must first be established with EIN. This can be done

by issuing Purchase Orders, by depositing cash, or by depositing

a cash-equivalent quantity of computing power. Each user must

then establish an account for each resource that he wishes to use.

For this purpose the EIN Account Initiation Form is provided.

Once the account is initiated, you work directly with the resource

institution. Work is ordered by submitting an EIN Job Run Form

directly to the resource EIN technical representative. Remember,

however, that the work authorized may not exceed the amount re-

maining in the account.
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At the end of each month, you will receive an account statement,

listing your institution's total credits with the Network, the

charges against each of your accounts, and the amount remaining

in that account. You will also receive a separate invoice for

each user, which can be used for internal purposes.

How to Use a Remote-Access System

The user will establish an account with EIN by submitting an EIN

Account Initiation Form for each resource that he wishes to use.

Upon validation, the EIN office will notify the resource institu-

tion of the initiation of the account.

The resource institution will then issue to the user the system-

access instructions, log-in procedures, user codes, and special

information. Once the user has acquired the information necessary

to the use of a special remote-access system, he may then make use

of the resource without having to submit individual Job Run Forms.

The resource institution will be responsible for ensuring that

each user does not exceed his allowable usage. The resource will

invoice the BIN office, which, in turn, will invoice the user.

How to Supply Services to the Network

You will be authorized to perform work for a given user upon re-

ceipt from EIN of a verified Account Initiation Form. You will

receive individual job orders specified on the EIN Job Run Form.

When a job is completed, the work should be invoiced to EIN. You

may use your standard accounting procedures. This invoice must

be issued to EIN against the number appearing on the EIN Account

Initiation Form.

*.
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Invoices should be directed to

Educational Information Network

EDUCOM

100 Charles River Plaza

Boston, Massachusetts 02114

EIN Network Overhead Charge

A charge of use of the EIN Network, amounting to 20% of the total

resource charge, will be invoiced to the user.

How to Make Complaints and Comments

All complaints and comments (we hope that they will not all be

complaints) should be channeled through your local EIN technical

representative. He will be able to relay your remarks both to

the EIN office and to the appropriate participant. He is also

specially equipped to troubleshoot whenever necessary.

How to Get Additional Information

Your first source of additional information is your local EIN

technical representative. He will be able to obtain information

either from other participants or from the EIN office in Boston.

How to Submit Software to the Catalog

The network is prepared to consider any item of software that

could be of use to the academic community. Both academic and ad-

ministrative resources are eligible.

Software will be operated at the institution which submits it.

The Catalog, therefore, does not list items which are intended

only for export to the user.

10/70 7
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Three categories of resources are being distributed through the

network at this time: (1) programs; (2) systems of programs, in-

cluding remote-access systems, and (3) entire facilities, acces-

sible either electronically or otherwise.

Persons interested in submitting software in one of these catego-

ries should consult the EIN Documentation Standards Handbook and

contact their EIN technical representative.

8

11
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LIST OF EIN MEMBERS

Alabama, University of
Tuscaloosa, Alabama

Alberta, University of
Edmonton, Alberta

Amherst College
Amherst, Massachusetts

Arizona, The University of
Tucson, Arizona

Boston University
Boston, Massachusetts

British Columbia, The University of
Vancouver, British Columbia

Brooklyn, Polytechnic Institute of
Brooklyn, New York

Bucknell University
Lewisburg, Pennsylvania

Calgary, The University of
Calgary, Alberta

California, University of
Berkeley, California
Davis, California
Irvine, California
Los Angeles, California
Riverside, California
San Diego, California
San Francisco, California
Santa Barbara, California
Santa Cruz, California

CarnegieMellon University
Pittsburgh, Pennsylvania

Catholic University of America, The
Washington, D.C.

Cleveland State University, The
Cleveland, Ohio

Dalhousie University
Halifax, Nova Scotia
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TECHNICAL REPRESENTATIVE

Mr. Roger B. Wicks

Dr. Dale H. Bent

Mr. Paul J. Plourde

Dr. Roger van Norton

Mr. John E. Alman

Program Librarian

Mr. Stanley Habib

Mr. E. F. Staiano

Dr. Dennis Ojakangas

Mr. Kenneth Hebert
Mr. G. J. Kurowski
Mr. Julian Feldman
Mr. William B. Kehl
Mr. Morris J. Garber
Mr. Kenneth L. Bowles
Mr. John A. Starkweather
Mr. Charles R. Loepkey
Mr. Harry D. Huskey

Mr. Harry Rowell

Dr. Andrew G. Favret

Mr. C. William Marcy III

Mr. John Howard Oxley

continued
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LIST OF EIN MEMBERS

Dartmouth College
Hanover, New Hampshire

Dayton, University of
Dayton, Ohio

Drexel Institute of Technology
Philadelphia, Pennsylvania

Duke University
Durham, North Carolina

Educational Testing Service
Princeton, New Jersey

Evergreen State College, The
Olympia, Washington

Florida, University of
Gainesville, Florida

Florida State University, The
Tallahassee, Florida

Georgia, The University of
Athens, Georgia

Georgia Institute of Technology
Atlanta, Georgia

Harvard University
Cambridge, Massachusetts

Hawaii, University of
Honolulu, Hawaii

Indiana University
Indianapolis, Indiana

Iowa, The University of
Iowa City, Iowa

Iowa State University of Science
and Technology

Ames, Iowa

Kansas, University of
Lawrence, Kansas

10

TECHNICAL REPRESENTATIVE

Mr. A. Kent Morton

Mr. Leo J. Chico

Prof. James B. Maginnis

Mr. Hamilton Hoyler

Mr. Ernest Anastasio

Dr. Robert Barringer

Dr. R. G. Selfridge

Mr. Ray Soller

Dr. James L. Carmon

Mr. A. P. Jensen

Dr. Norman Zachary

Miss Jean Foytik

Dr. David A. Neal

Mr. Phillip Dylhoff

Dr. Clair G. Maple

Mr. Paul J. Wolfe

continued
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LIST OF EIN MEMBERS

Lehigh University
Bethlehem, Pennsylvania

Liege Universite de
Liege, Belgium

Maine, University of
Orono, Maine

Marquette University
Milwaukee, Wisconsin

Maryland, University of
College Park, Maryland

McGill University
Montreal, Quebec

Miami, University of
Coral Gables, Florida

Michigan State University
East Lansing, Michigan

Michigan, Western, University
Kalamazoo, Michigan

Middle Atlantic Educational &
Research Center

Lancaster, Pennsylvania

Minnesota, University of
Minneapolis, Minnesota

Missouri, The University of
Rolla, Missouri

Nevada, University of
Reno, Nevada

New Hampshire, The University of
Durham, New Hampshire

New Mexico, The University of
Alburquerque, New Mexico

New York Institute of Technology
New York, New York

New York University
New York, New York
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TECHNICAL REPRESENTATIVE

Dr. John E. Walker

Dr. A. Danthine

Mr. Jeremy Johnson

Mr. Robert Miller

Dr. John P. Menard

Prof. W. D. Thorpe

Mr. Bruce M. Weber

Dr. Harry Eick

Prof. Jack Meagher

Dr. Paul W. Ross

Dr. William Craig

Prof. Ralph E. Lee

Dr. Dan Oppelman

Mr. Richard Burrows

Dr. Stoughton Bell

Dr. Alexander Schure

Prof. Max Goldstein

continued
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LIST OF EIN MEMBERS TECHNICAL REPRESENTATIVE

New York, The City University of
New York, New York

New York, State University of
Albany, New York

New York, State University of
Albany, New York

Northeastern Universitj
Boston, Massachusetts

Northwestern University
Evanston, Illinois

Notre Dame, University of
Notre Dame, Indiana

Oberlin College
Oberlin, Ohio

Ohio College Library Center, The
Columbus, Ohio

Oklahoma Medical Center, The
University of

Oklahoma City, Oklahoma

Pennsylvania, University of
Philadelphia, Pennsylvania

Pennsylvania State University, The Dr. Daniel Bernitt
University Park, Pennsylvania

Pittsburgh, University of Mr. John Nold
Pittsburgh, Pennsylvania

Principia College
Elsah, Illinois

Dean Robin E. Spock

Mr. Harold Wakefield

Mr. Robert J. Robinson

Prof. Thomas E. Hulbert

Mrs. Lorraine Borman

Mrs. Elizabeth Hutcheson

Mr. Eric A. Sosman

Dr. Frederick G. Kilgour

Dr. Arthur Nunnery

Dr. Charles W. McClintock

Mr. William H. Miller

Quebec, Universite de Mr. Jean Paul Pelchat
Quebec, Quebec

Rochester Institute of Technology Mr. Ronald E. Stappenbeck
Rochester, New York

continued
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LIST OF EIN MEMBERS

Southern Methodist University
Dallas, Texas

Temple University
Philadelphia, Pennsylvania

Texas Tech University
Lubbock, Texas

Vanderbilt University
Nashville, Tennessee

Virginia, University of
Charlottesville, Virginia

Virginia Polytechnic Institute
Blacksburgh, Virginia

Washington University
St. Louis, Missouri

Washington State University
Pullman, Washington

Wayne State University
Detroit, Michigan

West Virginia University
Morgantown, West Virginia

Wilkes College
Wilkes-Barre, Pennsylvania
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TECHNICAL REPRESENTATIVE

Mr. James Stephens

Mr. David Remis

Mr. Thomas F. Lee

Mr. Parker L. Coddington

Dr. Alan P. Batson

Dr. Robert Heterick

Dr. Jon C. Strauss

Dr. Mads Ledet

Dr. Charles H. Briggs

Dr. Wayne Muth

Dr. David Williams
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PARTICIPATING COMPUTER FACILITIES

California, University of
Santa Barbara, California

Catholic University of
America, The

Washington, D.C.

Dalhousie University
Halifax, Nova Scotia

Dartmouth College
Hanover, New Hampshire

Educational Testing Service
Princeton, New Jersey

Florida State University, The
Tallahassee, Florida

Georgia, University of
Athens, Georgia

Indiana University --Purdue
University at Indianapolis

Indianapolis, Indiana

Iowa, University of
Iowa City, Iowa

Iowa State University of Science
and Technology

Ames, Iowa

Marquette University
Milwaukee, Wisconsin

Maryland, University of
College Park, Maryland

Michigan State University, The
East Lansing, Michigan

Middle Atlantic Educational and
Research Center

Lancaster, Pennsylvania

8/71

Minnesota, University of
Minneapolis, Minnesota

New York, The City University of
New York, New York

Northwestern University
Evanston, Illinois

Notre Dame, University of
Notre Dame, Indiana

Pennsylvania, University of
Philadelphia, Pennsylvania

Pennsylvania State University,
The

University Park, Pennsylvania

Pittsburgh, University of
Pittsburgh, Pennsylvania

Virginia, University of
Charlottesville, Virginia

Washington University
St. Louis, Missouri
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

PRINCIPAL EQUIPMENT

EDUCATIONAL INFORMATION NETWORK

University of California, Santa Barbara
Computer Center

Mr. Charles R. Loepkey, Assistant
Director, Computer Center, University
of California, Santa Barbara,
California 93106
Tel.: (805) 961-2261

IBM 360/75
IBM 360/20

STANDARD SYSTEM USE

The operating system in use is OS/MVT with HASP. Information
on system usage can be found in the references listed under
the specific software entry.

PRICING

Charges for use of the On-Line System are the sum of the follow-
ing.

Description

Connect time
Central processor unit (CPU)
Core units
Disk storage

Price

$4.00/hr.
0.0001793/CRUa
0.1776/K-byte-hr.
0.10/X-byte-month

a
A CRU is defined as CPU sec. X a program weighting factor

which is dependent on the characteristics of the program.

The cost per hour varies from user to user but the average for
all users is $8.40. Student usage is nearly always on the
low side of the mean cost/hr.
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

PRINCIPAL EQUIPMENT

EDUCATIONAL INFORMATION NETWORK

The Catholic University of America
Computer Center

Dr. Andrew G. Favret, Dir., Computer
Center, The Catholic University of
America, Washington, D.C. 20017
Tel.: (202) 529-6000 ext. 661

PDP 10

STANDARD SYSTEM USE

The PDP-10 is a timesharing system operating under the standard
timesharing monitor. Details on use of the PDP---10 can be
found in the reference listed below.

PRICE

Current charges for timesharing use are:

Central Processor Time

plus

Kilo-core Seconds

plus

Connect Time

$150./hr.

$ 20./hr. before 5 p.m.
$ 10./hr. after 5 p.m.

$ 2.40/hr.

REFERENCES

PDP-10 User's Guide (Washington, D.C.: Catholic Univ. Comp.
Ctr., March 1971). Available from Catholic University
on request.
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

PRINCIPAL EQUIPMENT

STANDARD SYSTEM USE

EDUCATIONAL INFORMATION NETWORK

The Dalhousie University Computing Center

John Howard Oxley, Dept. of Communica-
tions Services, I.W. Killam Memorial
Library, Dalhousie University, Halifax,
Nova Scotia, Canada

CDC 6400

The operating System used is the standard SCOPE system. Control
cards for the program run will be provided at run time.

PRICING

The present rate for computer time supplied to external educa-
tional users is $150./processing hr (Canadian currency), where
processing time is derived by the algorithm:

3(CP + .132T) in seconds, CP = CPU time
PP = peripheral

processor
time

and charges are computed as:

pp)
3(cP ' 7'

x $150.
3600

The minimum charge is $5.00 (Canadian), which includes postage
and handling. Extra charges for special transmission modes,
special forms or other custom work are available on request be-
fore job submission.

Non-educational external users' rate available on request.
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

PRINCIPAL EQUIPMENT

Kiewit Computation Center
Dartmouth College

Mr. A. Kent Morton, Kiewit Computation
Center, Dartmouth College, Hanover,
New Hampshire 03755
Tel.: (603) 646-2864

Dual GE-635

STANDARD SYSTEM USE

The GE-635 normally operates in a time-sharing mode, supporting
such low-speed terminals as Teletype models 33, 35, and 37,
Friden 7100, and IBM 2741. Other teletype-compatible and
IBM-compatible devices will also be accepted by the system.

Dartmouth Time-Sharing (DTSS) is available from 8:00 a.m. to
1:00 a.m. on Monday, Tuesday, Thursday, Friday, and Saturday;
from 8:00 a.m. to 8:00 p.m. on Wednesday; and from 8:00 p.m.
to 1:00 a.m. on Sunday.

To be accepted by the system, a user must supply a valid user
number which is provided when a new account is approved. Log-
on procedures and other necessary information will be found in
the reference below.

A potential user should first file an Account Initiation Form
with the EIN Project Office. EIN will subsequently notify
the Technical Representative at Dartmouth, who will contact the
potential user and arrange for validating a passworded user
number.

PRICING

Terminal connect time
110 bps
150 bps

Central Processor

Storage

Educational Users Commercial Users

$3.50/hr.
$4.35/hr.

$0.11/sec.

$2.95/1000 words

$11.00/hr.
$12.75/hr.

$ 0.35/sec.

$ 3.00/1000 words

REFERENCES

Morton, A. Kent, Concise Handbook to i,ne Dartmouth Time-Sharing
System, (Kiewit Comput. Center, Dartmouth College, Hanover,
N.H., June,1970). Available from the EIN Office at the
cost of reproduction and mailing.
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NAME OF FACILITY Office of Data Analysis Research
Educational Testing Service

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

Mr. Ernest Anastasio, Assistant
Director, Office of Data Analysis
Research, Educational Testing Ser-
vice, Rosedale Road, Princeton,
N.J. 08540
Tel.: (609) 921-9000 ext. 2552

PRINCIPAL EQUIPMENT IBM System 360/65

STANDARD SYSTEM USE

The operating system in use is an OS/MVT with HASP.

PRICING

In a multi-programming environment, the elapsed time for a job
is affected by other jobs that may be resident in the system.
Consequently, the elapsed wall-clock time is not an equitable
measure of usage. Recognizing the inadequacies of billing on
wall-clock time, the new job billing algorithm is designed
around a theoretical elapsed time called Computed Elapsed Time
(CET). CET is an estimate of the elapsed job time through
knowledge of the number of f/O-device accesses and the central
processing unit (CPU) time for the job step.1

In brief, the cost for a job is computed according to the
following equation.

C = Dp x T
cet

+ T
wct .

x E D. + H + F

where:

C = Cost

D = Design partition hourly ratea

T
cet = Computed Elapsed Time

T
wct = Wall Clock Time

D. = Hourly rate for the i-th dedicated device

H = HASP standard charge for I/0

F = Fixed charges (not presently used, but allows for flexibility)

aDesign partition is the portion of the machine used for a job
and can be determined from the table on the following page.

continued
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CET Hourly Rates by Design Partition

Core 0

Tapes
1-4 5-7 8 and up

<20 $ 52. $ 73. $ 87. $ 116.

21-40 106. 131. 145. 174.

41-60 158. 174. 196. 225.

61-80 210. 225. 247. 276.

81-100 264. 283. 305. 334.

101-120 316. 334. 355. 384.

121-140 370. 392. 413. 442.

141-160 422. 442. 464. 493.

161-180 476. 500. 515. 544.

181-200 528. 551. 566. 595.

201-220 580. 595. 616. 645.

221-240 632. 653. 674. 703.

241-260 687. 711. 732. 761.

261-300 792. 812. 834. 863.

301-350 924. 943. 964. 993.

351-400 1056. 1080. 1095. 1124.

401-500 1318. 1334. 1356. 1385.

>500 1450. 1450. 1450. 1450.

At present the rate for the full usage of the ETS computational
facilities is $1,450/CET-hr.

Further information on the full pricing algorithm and details of
an approximate algorithm can be obtained from the reference listed
below. Interested persons should contact the EIN technical rep-
resentative at ETS.

In addition to the basic computer charges, there will be a fee
of $5.00 for postage and handling.

REFERENCE

1. Webb, J.H., Systems and Programming Report SPG.TR.6: Machine
Accounting and the Job Billing Algorithm (Princeton, N.J.:
Educational Testing Service, July 1970).
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NAME OF FACILITY The Florida State University Computing
Center

NAME AND ADDRESS OF
EIN TECHNICAL
REPRESENTATIVE

Mr. Ray Soller, Computing Center,
The Florida State University,
Tallahassee, Florida 32306
Tel.: (904) 599-4770

PRINCIPAL EQUIPMENT CDC 6400

STANDARD SYSTEM USE

The operating system used is the standard Scope system. Control
cards (as dictated by the system) will, in general, be provided
at run time.

PRICING

The algorithm used for computing charges is based on the number of
computational units (hours) used for each device.

The number of computational units of computer time is obtained by
adding the amounts of central-processor and peripheral-processor
time used. The current rate for computer time is $150./CU if the
memory used is < 70,0008, or $225./CU if the memory used is
> 70,000.. (Se-e- note below.) Usage of I/0 devices is charged at
a rate of $50./CU.

In addition, there will be a fee for consulting and handling (at
a rate of $7.50/h), with a minimum of one hour of the same being
charged for each run.

Note: These rates do not apply when using the transportation pack-
age, for which the rate is set at $400./CU.

8/71
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

PRINCIPAL EQUIPMENT

STANDARD SYSTEM USE

The IBM 360/65 operates under OS 360, MVT, with HASP. The
IBM 7094 is run under the IBSYS operating system. The CDC 6400
uses the standard Scope operating system.

EDUCATIONAL INFORMATION NETWORK

University of Georgia Computer Center

Dr. James L. Carmon, Director, Computer
Center, University of Georgib, Athens,
Ga. 30601
Tel.: (404) 542-3106

IBM 360/65, IBM 7094, CDC 6400

PRICING

Pricing policies for the specific information search services from
the University of Georgia announced in this catalog are avail-
able upon request.

2/71 1
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

PRINCIPAL EQUIPMENT

EDUCATIONAL INFORMATION NETWORK

Indiana University Purdue University
at Indianapolis Research Computation
Center

Dr. David A. Neal, Director, Research
Computation Center, 1100 West Michigan
St., Indianapolis, Ind. 46202
Tel.: (317) 264-7951

IBM 7040 (batch mode) 32K words memory
PDP-8-I (time-sharing mode) 20K words

memory

STANDARD SYSTEM USE

The IBM 7040 and the PDP-8-I at IU Med. Center, Indianapolis,
are offered to EIN users, with RCC personnel available for
consultation in utilizing the Library, keypunching, etc. Execu-
tive system of the 7040 is IBSYS. Control Cards are described
in Refs. 1 and 2. Jobs may be submitted to the 7040 from 8:30
to 5:30, Monday through Friday. Output is usually available
within 24 hours.

The PDP-8-I (TSS-8) is available 24 hours a day, except long
weekends. It can be accessed by any ASCII terminal operating
at 110 baud, full duplex. Access instructions can be obtained
from the EIN Technical Representative. User instructions can
be found in Ref. 3.

The 7040 can be programmed in FORTRAN IV, COBOL, MAP and COMIT.
Peripherals available for use by the 7040 include two disk
modules with 56 million characters, four IBM 729 VI magnetic
tape drives, an IBM 1403 printer, an IBM 1402 card reader/punch
and an 11' CalComp plotter.

The PDP-8-I can be programmed in FOCAL, BASIC and PAL-D. Peri-
pherals available include a 256K disk module, 2 DEC tape drives
and a paper tape punch/reader.

PRICING

Prices are for educational use only.

Description

IBM 7040

Computer Time

8/71 1

Cost
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Description Cost

Programming
Basic $7.50/hr.
General $10.00/hr.
Complex $15.00/hr.

PDP-8-I
CPU Time $3.75/min.
Device Hours $3.00/hr.
Hybrid System $30.00/hr.

REFERENCES

1. Programmer's Guide, CG28-6318-8 (White Plains, N.Y.: IBM).

2. Programmer's Guide Supplement, RCC #20.0 (Indianapolis:
IUPUI RCC).

3. Introduction to Programming (Maynard, Mass: Digital
Equip. Corp.).
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL
REPRESENTATIVE

PRINCIPAL EQUIPMENT

EDUCATIONAL INFORMATION NETWORK

University Computer Center
The University of Iowa

Mr. Phillip A. Dylhoff, Head, Applica-
tions Programming, University Computer
Center, The University of Iowa, Iowa
City, Iowa 52240
Tel.: (319) 353-3832

IBM System 3,.9/65

STANDARD SYSTEM USE

The operating system used is the OS/MVT with HASP II. Control
cards for the running of programs will, in general, be provided
at run time.

PRICING

Processor Charges

Device

Central processor
unit (CPU)

Core storage
Main
Slow*

Disk access

Tape access

I/0 Charges

Device

Terminal access

Card input
Local
Remote

Card output

University rate

$125./hr.

$0.25/megabyte-sec.
$0.06/megabyte-sec.

$0.0003/access

$0.005/device-sec.

University rate

$1.75/connect-hr.

$0.0005/card
$0.0002/card

$0.0015/card

*: not available for batch jobs

8/71 1

Commercial rate

$260./hr.

$0.37/hr.
$0.10/megabyte-sec.

$0.0005/access

$0.016/device-sec.

Commercial rate

$3.00/connect-hr.

$0.0008/card
$0.0005/card

$0.0018/card

continued
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Device

Printing
Local
Remote

Plotting

Paper tape access

Supplies

University rate

$0.0003/1ine
$0.0002/1ine

$14./hr.

$0.36/device-sec.

$0.0035/page

EDUCOM

Commercial rate

$0.0007/1ine
$0.0003/1ine

$20./hr.

$0.05/device-sec.

$0.0035/page
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

Iowa State University Computation Center

Dr. Clair G. Maple, Director, Computation
Center, Iowa State University, Ames,
Ia. 50010
Tel.; (515) 294-3402

PRINCIPAL EQUIPMENT IBM System 360/65

STANDARD SYSTEM USE

The operating system used is the OS/MVT (not under BASP). Control
cards for the running of programs will, in general, be provided
at run time.

PRICING

The rate schedule for usage of computational facilities is very
simple. The rate for expended CPU time is $375./h; in real time,
however, the rates for core storage are $125./h for main core (per
256K bytes) and $17.50/h for large core storage (per 256K bytes).

All charges incurred will be subject to a minimum of $5.00/run.
This includes postage, handling, and consulting fees. For runs
that require greater amounts of computer time (for which computer
charges alone exceed $5.00), there will be no additional charges.
Thus, for larger jobs, the total charge will be comprised only of
the specific computer usage costs.
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

EDUCATIONAL INFORMAT ION NETWORK

Marquette University Computing Center

Mr. Robert Miller, Acting Director,
Computing Center, Marquette University,
1515 W. Wisconsin Avenue, Milwaukee,
Wisc. 53233
Tel.: (414) 224-7700

PRINCIPAL EQUIPMENT IBM 7040

STANDARD SYSTEM USE

The executive system used is the IBSYS system. Control cards
are described in the User's Manual: MUCC 00, and the
Programmer's Guide: MUCC 10.

PRICING

Charges for computational services for small colleges may be
waived. The Computing Center personnel are available for
consultation, programming assistance, and keypunching without
charge on a limited basis; extensive utilization of these
services can be obtained on a contractual basis.

Service

Computation
Consultation
Programming
Keypunching

9/70
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NAME OF FACILITY The University of Maryland Computer
Science Center

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

Dr. John P. Menard, Associate Director,
Computer Science Center, University of
Maryland, College Park, Md. 20742
Tel.: (301) 454-0100

PRINCIPAL EQUIPMENT UNIVAC 1108, IBM 7094

STANDARD SYSTEM USE

The UNIVAC 1108 is run under the EXEC 8 operating system while
the IBM 7094 executive system is IBSYS. The 1108 has both
remote and local batch capacity as well as demand processing
capability. The 7094 is a batch-oriented system.

PRICING

The UNIVAC 1108 charge is $720./hour of CPU usage with a minimum
of 2 seconds per run. The 7094 charge of $222./hour is based
on the total time the job was in the system. Excessive con-
sumption of cards and paper during output may result in an
additional charge.

In addition to the computer usage charges, a $15. postage and
handling fee will be charged for each job that originates at
another institution.
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL
REPRESENTATIVE

PRINCIPAL EQUIPMENT

EDUCATIONAL INFORMATION NETWORK

The Michigan State University Computer
Laboratory

Dr. Harry Eick, Professor of Chemistry,
Michigan State University, East
Lansing, Michigan 48823
Tel.: (517) 355-5047

CDC 6500
CDC 3600

STANDARD SYSTEM USE

The operating system used is the standard Scope system. System
Control Cards will be provided by The Michigan State University
Computer Laboratory Applications Programming group.

PRICING

Computer Rate Structure*

3600 System

Central processor
Card read
Card punch
Plot
Print

6500 System

Central process
Central memory
Peripheral processor
Connect time
File storage
Card read
Card punch
Print

$245/hour
$0.50/1000 cards
$0.75/1000 cards

$14.40/plotter hour
$0.20/1000 lines

$175/hour
$0.002/octal word--CPU hour

$25/hour
$4/hour

$0.03/PRU--month
$0.50/1000 cards
$0.75/1000 cards
$0.20/1000 lines

Extra paper and card Aiarges will be assessed for all classes
service in the following marner,

Card punch

of

$1.10/1000 cards for all output greater
than 250 cards per problem number per
month

*Billings made to a non-University account number will be assessed
a surcharge of 10%.

8/71 1
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Print $0.005/page for all output greater
than 250 pages per problem number
per month

Plot $0.01/inch for all output

Supplies and Miscellaneous Services

Keypunch
Verify
Tape storage
1200 ft. magnetic tape
2400 ft. magnetic tape

Applications Programm4ng

Decks submitted through EIN to the Michigan State University
for processing will be handled by the Applications Programming
group. A fee of $10.00 per hour is charged for this service.

$4.50/hour
$4.50/hour
$0.50/month
$13.00/each
$16.75/each

2 8/71
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

PRINCIPAL EQUIPMENT

STANDARD SYSTEM USE

The RCA Spectra 70/46G normally operates in a time-sharing mode
under TSOS, supporting such low-speed terminals as Teletype
Model 33 or 35.

Middle Atlantic Educational and
Research Center

Mr. Paul W. Ross, Manager of Services,
MERC, P. 0. BOX 1372, Lancaster, Pa.
17604
Tel.: (717) 393-0132 or 393-5021

RCA Spectra 70/46G

MERC facilities are available 8:00 a.m. to midnight Monday
through Friday and 10:00 a.m. to 6:00 p.m. on Saturday, except
for scheduled maintenance time 8:00 a.m. to 10:00 a.m. on
Tuesday and Friday. Other hours may be specially arranged.

MERC is using all language capabilities offered by RCA:
Assembly, COBOL, FORTRAN IV, BASIC, Interactive FORTRAN
(IFOR), and COBOL Syntax Checker. Interested persons should
consult the contact person.

PRICING

Description Cost

CPU Time $0.05/CRUa

Connect Time

110 baud to 150 baud
300 baud

1200 baud
2000 baud

Peripheral Time

Card reading
Card punching
Line printing
Private volume usage

(tape & disk)

$ 9.00/hr.
$12.00/hr.
$15.00/hr.
$20.00/hr.

$0.20/1000 cards
$2.00/1000 cards
$0.75/1000 lines
$0.10/minute

a
A CRU is defined as CPU seconds times a program weighting factor

which is dependent upon the characteristics of the program.

continued
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Description Cost

Storage Charges
On Line Storage (590 Disks)

First 25 pages* No charge
Next 75 pages $1.00/page
Next 400 pages $0.70/page
Next 500 pages $0.50/page
Above 1000 pages $0.25/page

*A page is 2048 characters (8 bit parity) of storage

Off Line Storage (Magnetic tape)

MERC supplied tapes $2.00/month
Customer supplied tape $1.00/month

Guaranteed Minimum Discount Policy

If the user is willing to guarantee MERC a monthly minimum
billing, MERC will give the user a discount on computer charges
(i.e., CPU Time, Connect Time, and Perioheral Time) in the amount
of (minimum guaranteed by customer/100)% up to a maximum of 30%.

Educational users fall under the following minimum discount
policy. There is no maximum to the amount of discount available
and the discount is calculated as:

(31/minimum guaranteed/month) %

Educational Discount

Because of MERC's dedication to the educational community, a
very liberal discount of 50% is allowed to educational institu-
tions. This discount is applied to the total billing after any
guaranteed minimum discounts are applied. However, educational
institutions electing the guaranteed minimum discount will be
expected to make the minimum amount after all discounts are ap-
plied.

Costs of manuals, consulting, supplies, and other support costs
are not covered by the above discount policies.
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL
REPRESENTATIVE

University of Minnesota
University Computer Center

Mr. William J. Craig, Assistant
Director, CURA, 311 Walker Library,
University of Minnesota, Minneapolis,
Minn. 55455
Tel.: (612) 373-7833

PRINCIPAL EQUIPMENT CDC 660C

STANDARD SYSTEM USE

The operating system in use is the SCOPE system. Description
of the necessary control cards and additional information of
use of the University of Minnesota facilities can be found in
the reference cited below.

PRICING

Description Price

Central processor time
Educational usage
Other usage

Printed output

$12./min.
20./min.
.02/page

In addition, charges for postage and handling will be made
commensurate with the costs incurred.

REFERENCE

Computer User's ManuaZ (Minneapolis: Univ. of Minn. Comp.
Center, Jan. 1971).
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NAME OF FACILITY The City College of The City University of
New York Computation Center

NAME AND ADDRESS OF Dean Robin E. Spock, The City University
EIN TECHNICAL of New York, 535 East 80 Street, New York

REPRESENTATIVE N.Y. 10021
Tel.: (212) 360-2187

George W. Elder, Computation Center, The
City College of The City University of
New York, 139 Street & Convent Avenue,
New York, N.Y. 10031
Tel.: (212) 621-2374

PRINCIPAL EQUIPMENT IBM System 360/50 I, IBM 7040

STANDARD SYSTEM USE

The IBM 360/50 I is run under IBM's 0.S./360 and the IBM 7040 under
the IDSYS.

PRICING

The cost of using the IBM 360/50 I is computed according to the fol-
lowing formula.

CR LP CP
COST = [ET + (TT + + 77)/100] X $2.50 (per minute),

where ET is execution time (including CPU time and voluntary wait
time), CR is cards read, LP is lines printed, and CP is cards
punched.

Use of the IBM 7040 is at the rate of $150/h.
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NAME OF FACILITY Vogelback Computing Center
Northwestern University

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE
Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

PRINCIPAL EQUIPMENT CDC 6400

STANDARD SYSTEM USE

The Scope 3.1 operating system is used. Two special cards are used
to subdivide a job deck. An end-of-record (EOR) card contains a
7-8-9 multipunch in Col. 1. An end-of-information (EOI) card con-
tains a 6-7-8-9 multipunch in Col. 1. Generally, the remainder of
these two cards should remain unpunched.

A job consists of a deck of punched cards, beginning with a se-
quence card (supplied at Vogelback Computing Center) and ending
with an EOI card.

Sequence card (supplied by center)
Job card--
C2

Cn
7-8-9 (EdiT)
Data Deck 1
7-8-9 (EOR)
Data Deck 2
7-8-9 (EOR)

control cards

Data Deck i
6-7-8-9 (EOI)

PRICING

Charges for usage are based on the amount of central-processor and
peripheral-processor time used and the amount of central memory
occupied. The total computer charge is given by the formula

4/70
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where:

Regular Job

Long Joba

RI TABLE

Job Field Length

0-43K 43K-100K >100K

$7.50/min. $8.50/min. $9.50/min.

$6.50/min. $7.00/min. 4)7.50/min.

The minimum computer charge for each job run at the central site
is $1.00. The minimum charge for remote terminal jobs is $0.50.
In addition to the computer charge, there is a $15.00 handling
and postage fee for each job that originates at another institution.

"Long jobs are those printing over 200 pages of output or those us-
ing more than 10 minutes of central-processor plus peripheral-pro-
cessor time with a core usage of over 70,000 words. Most EIN jobs
will not be subject to this rate.
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL
REPRESENTATIVE

PRINCIPAL EQUIPMENT

EDUCATIONAL INFORMATION NETWORK

The University of Notre Dame Computing
Center

Mrs. Elizabeth Hutcheson, Computing
Center, University of Notre Dame,
Notre Dame, Ind. 46556
Tel.: (219) 283-7784

UNIVAC 1107 with 65,536 36-bit words of
core memory and 786,432 36-bit words of
drum storage; 14 Uniservo HA tape units.

STANDARD SYSTEM USE

The operating system used is the EXEC II system. Control cards
will be provided at run time.

PRICING

Charges are based on total CPU time used during one calendar
month and input-output usage.

Central Processor Charges

0 5 hrs.
5 10 hrs.

10 15 hrs.
15 20 hrs.
20 25 hrs.
use in excess of 25 hrs.

$480.00/hr
480.00 less 5% = $456.00/hr.

" 10% = $432.00/hr.
" 15% = $408.00/hr.
" 20% = $384.00/hr.
" 25% = $360.00/hr.

If

tt

The above rates for extended use of the computer do not apply
to the total number of hours used. That is, the rate for the
first five hours is $480.00/hr.; for the next five hours of
use, $456.00/hr.; the next five hours, $432.00/hr.; etc.

Input/Output Charges

Card reader:
Card punch:
Printer:

5 cards read for 1* (rounded down)
1 card punched for 1*
1 page (single-ply) paper printed for 5*
(additional charges will be made for printing
on multiple-part paper.)

In addition to the basic computer charge, there will be a fee
of $10.00 for postage and handling.
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

University of Pennsylvania Computer Center

Dr. Charles W. McClintock, Director of
Operations, The Computer Center, Univer-
sity of Pennsylvania, 3401 Market Street,
Philadelphia, Pennsylvania 19104
Tel.: (215) 594-5841

PRINCIPAL EQUIPMENT IBM System 360/75

STANDARD SYSTEM USE

The operating system is comprised of HASP II (Houston Automatic
Spooling with Priority) and MFT II (Multiprogramming with a Fixed
Number of Tasks), spooling input to disk prior to execution and
output back to disk after execution, so as to maximize the flexi-
bility, i.e., minimize the expended time, with regard to I/O. Jobs

are partitioned into priority classes to allow greater efficiency
in scheduling jobs for processing. HASP also has the capability
of remote job entry.

In this hybrid operating system, a job has two priorities: an O.S.
(dispatching) priority and a HASP (scheduling) priority. The O.S.
priority depends on the partition in which the job is to be exe-
cuted, with partition 3 (P3) being the one with highest priority
for users, having 110K bytes of storage. [Partition (P4) has

200K bytes.]

The overall HASP priority is determined by two things: (1) the
HASP job class and (2) execution and IN requirements. At present,
there are seven of these job classes, summarized in the table be-
low and listed in their normal order of priority (decreasing).

Class Usual
Partition

Use Time Line
Limit Limit

Punched-
Card
Limit

3 All express WATFOR 10 sec 1000 0

jobs with no punched
output

All express jobs ex- 1 min 6000 2000
cept WATFOR

X 3

4/70 continued
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Class Usual
Partition

Use

EDUCOM

Time Line Punched-
Limit Limit Card

Limit

4 All WATFOR jobs to 10 sec 1000 0

be run in main batch
(no punched output)

Any O.S. job; sl,ort 60 min 50 000 9999
(premium) jobs processed first

(with 2 min,5000 lines,
and 600 cards being de-
fault limits when no
other limits are spe-
cified)

A 4 Any 0.S. job (same 60 min 5000 9999
(base) default limits as

class C)

(standby) 4 Any 0.S. job (same 100 min 100 000 9999
default limits as
class C)

4 Any 0.S. job (same 100 min 100 000 9999
(lastrun) default limits as

class C)

Note: Classes E and F are run only when there are no jobs in any
of the other classes.

PRICING

Pricing policies for the specific University of Pennsylvania pro-
grams entered in this Catalog are listed as part of each program
writeup.
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NAME OF FACILITY The Pennsylvania State University
Computation Center

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

PRINCIPAL EQUIPMENT

STANDARD SYSTEM USE

Dr. Daniel L. Bernitt, The Pennsylvania
State University Computation Center,
105 Computer Building, The Pennsylvania
State University, University Park, Penn-
sylvania 16802
Tel.: (814) 865-9527

IBM System 360/67

The System 360/67 is run under IBM's 0.S./360 and a locally devel-
oped Remote Job Entry (RJE) system, supporting such low-speed ter-
minals as the IBM 2741, IBM 1050, and DATEL THIRTY-21. More de-
tailed information as to usage of the RJE system may be obtained
from the manual "Remote Job Entry SystemGeneral Information and
Summary Description," available from the EIN office at the cost of
duplication and mailing.

PRICING

Whether a batch-processing job originates directly (through high-
speed entry) or indirectly (via the RJE system), charges for com-
puter time on the 360/67 are calculated at the rate of $0.11/sec.

When the RJE system is used, there are, in addition, two types of
specific charges. First is the charge for usage of a typewriter
terminal, based upon the actual connection time (time between
"logging on" and "logging off"). The amount of time is calculated
to the nearest minute and charged at a rate of $0.07/min.

The second charge is for the use of storage space, computed on the
basis of the number of files (where a file consists of 500 eighty-
column card images) belonging to a user and the number of days each
such file is retained. In general the retentirn of files is charged
at a rate of $0.12/file/day.
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NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

PRINCIPAL EQUIPMENT

STANDARD SYSTEM USE

University of Pittsburgh Computer Center

JOhn Mold
Assistant Director for Services
Computer Center, University of Pittsburgh
800 Cathedral of Learning
Pittsburgh, Pennsylvania 15213
Tel.: (412) 621-3500, ext. 7185

IBM 7090
IBM System 360/50 (2)

The IBM 7090 and one of the 360/50 computers are utilized to pro-
vide batch-processing service. The 7090 uses a modified version
of the monitor-controlled University of Michigan Executive System,
while the model 50 is controlled by IBM's 0.S./360. Time-sharing
capability is available from the second 360/50, operating under
the University of Pittsburgh Time-Sharing System (PTSS), a system
which has the added feature of concurrent, background batch-pro-
cessing (for larger programs).

Use of the Time-Sharing System requires "signing on," by typing
$$ LOGON USERID, where the term userid refers to an assigned pro-
ject number followed by an individual "man-number" code. Upon
acceptance of the Zogon, the user may freely utilize PTSS. (For
detailed usage, it will be necessary to obtain the reference given
below.) When he is finished, he so indicates by typing $$ LOGOFF,
at which time the necessary accounting information is updated.

To use the 7090 system or 0.S./360, the approved project number
and man-number code are punched onto an ID card which must precede
all other cards in a submitted deck.

REFERENCES

Pitt Time-Sharing System for IBM Sy8tem/360 (Univ. Pittsburgh
Computer Center, Pittsburgh, Pa.; revised in Mar. 1968).

PRICING

Charges for batch-processing service are computed at fixed hourly
rates ($250/h for the 7090 and $2125/h for the 360/50). However,
the total charges resulting from use of the PTSS are determined by
the amount of usage of each of three system components:

10/70
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(a) CPU time, in tenths of a second;

(b) core storage, determined by the product of the number of
used blocks (where a block of core is 8192 bytes) and the
execution time to the nearest 1/300 sec;

(c) I/0 device usage, adding the individual device time-billing
factors, each of which is calculated to the nearest ]/300
sec.

The overall charges for the time-sharing service provided are deter-
mined, then, by summing the products of these three major billing
factors and their respective billing rates. The detailed rates
are not included in this description; however, a reasonably accur-
ate estimate of cost may be acquired by calculating time-sharing
charges at a rate of $247/h.
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EDUCOM EDUCATIONAL INFORMATION NETWORK

NAME OF FACILITY The University of Virginia Computer-
Science Center

NAME AND ADDRESS OF
EIN TECHNICAL

REPRESENTATIVE

Dr. Alan Batson, Director, Computer-
Science Center, Gilmer Hall, The
University of Virginia, Charlottesville,
Va. 22903
Tel.: (703) 924-3731

PRINCIPAL EQUIPMENT Burroughs B5500

STANDARD SYSTEM USE

The operating system used is a slightly modified form of the
Burroughs Mark 10 multiprogrammed batch processing system.
Control card information for normal runs is listed in the
Center's Users Manual which is available from the Center.
The primary language is ALGOL, with all the other regular
languages also available.

PRICING

It is expected that the B5500 will be replaced with a newer,
larger system in the near future. Therefore only short-term
projects that cannot effectively be processed elsewhere will
be accepted.

Processor time
I/0 time
Consulting service
Plotter time

Prime Shift

$116./hr
58./hr
7./hr

13./hr

Third Shift

$70./hr
35./hr

Nominal charges are made for disk storage, tape rental, key-
punching, etc.

The above charges represent the cost to other educational
instituticons only.
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EDUCOM EDUCATIONAL INFORMATION NETWORK

NAME OF FACILITY

NAME AND ADDRESS OF
EIN TECHNICAL
REPRESENTATIVE

PRINCIPAL EQUIPMENT

The Washington University Computing
Facilities

Dr. Jon C. Strauss, Director, Inform.
Processing Ctr., Sever Hall, Washington
University, St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3102

IBM System 360/50

STANDARD SYSTEM USE

The S/360 is run under IBM's OS/360 in a MFT-HASP environment,
OS JCL will, in general, be provided at run time.

PRICING

Charges for S/360 usage are computed from the following
formula:

S/360 Charge = CPU * PF * R1 + CI * R2 + CO * R3 + LO * R4

where:

CPU = The total CPU time spent in processing the job.
This does not include wait time, scheduler time, or
tape or disk mounting time.

8/71

PF = Partition factor. This factor is based upon the
resources of the machine (primarily core used) which
are devoted to the job. The values are:

Partition Size High or Low
Job Class PF (K=1024 bytes) Speed Core

A* 1.000 100K high
.400 50K high
.300 100K low

1.250 150K high
.375 150K low
.450 200K low
.525 250K low

*Default class value.

R1 = The CPU rate. Currently set at $8.40/minute for
contract research and $11.70/minute for industrial
sponsored research.

continued



WUCATIONAL INFORMATION NETWORK EDUCOM

CI = Cards in. The total number of cards of input
submitted with the job.

R2 = Rate for cards in. Currently set at $0.0002/card.

CO = Cards out. The total number of cards produced as
punched output from the job.

R3 = Rate for cards punched. Currently set at $0.0006/card.

LO = Lines out. The total number of lines of output
produced by the job.

R4 = Rate for lines of printed output. Currently set at
$0.0002/line.

A fee will also be charged for handling and consultation at
the rate of $10.00 per hour.

The total cost = S/360 charges + handling charges + postage

2

50
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INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANUAGE

COMPUTER

PROGRAM AVAILABILITY

PNTACT

10

li 7 P1fg1 Co:1 TrtiM

PMT (library tape)

The University of Notra Dame Computing
Center
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ULSCkIPTIVL 11111 1.4ORTAN Pi rai t, the Pn_A;c5s

of Political Reappovtionment

CALLING NAME

INSTALL/1110N NAME

AUTHOR(S) AND
AFFILIATION(S)

18 NU BELOW

Computer Center
The Florida State University

101liam Below, Consultant
Assembly Committee on Electioas

Reapportionment'
California Lesislatur,e

CDC

and
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program performance.

Political Considerations

The political portion of the criterion, CRIT,

NDA
SVPA = E WP (J)

J=1

given by

100
DESPR (J)

4'71

07.)

PAD

(J)

where WP (J) is a political weighting coefficient that may be set
independently for each district, PAD (.7,) and PBD (J) are political
quantities for district and DESPR-(J) is the desired rAtio Of
PAD GO to PBD (J) expressed as a tercentage.

districts according to a number ciar,ted,MODE (3),,;,. If k
.

.. .
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INSTALLATION NAME Washington University
Computing Facilities

AUTHOR(S) AND
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LANGUAGE

COMPUTER
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CALL I NG NAME

I WI ALLAT I ON NAME

:friatheinat Programming

MPS/ 360
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AUTHOR(S) AND
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. .
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

11DUCATIONAL INFORMATION NETWORK

000 0001

Mann-Whitney U Test

MANNWH NUCC085

Vogelback Computing Center, Northwestern
University

AUTHOR(S) AND
AFFILIATION(S) Alan Lupa, Department of Chemical

Engineering, Northwestern University

Dennis R. Goldenson, Department of
Poli.J.ical Science, Northwestern University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Deck and listing presently available

CONTACT Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201.
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

This program calculates the Mann-Whitney U statistic and reports
its significance at one of five levels of confidence (that is,
accept Ho, P > .10; reject Ho, P < .10, P < .05, P < .02, and
P < .01). There is no limit to the number of problems that can
be handled. Each subsample in a problem can have up to 2,000
cases. This is purely arbitrary; if one would want a larger sam-
ple-size capacity, he could merely alter the DIMENSION statements
in the source deck to the limits of core storage. Printed output
gives the probler number, alphanumeric problem label, the sample
sizes, the input variable format, the median and decile range for
each group, the U-test statistic (the smaller value), the value of
Z where the larger group is greater than 8, and a statement of the
level of confidence in the significance of U. (For a one-tailed
test, the points of significance are found by dividing levels by
two.) Since many behavioral-science data do not achieve interval
scaling, the U test is a very useful alternative for one who does
not wish to make the assumptions required by the parametric t test
in determining if two independent samples are drawn from the same
population. It is one of the most powerful of the nonparametric
inferential statistics.
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1. Siegel, S., Nonparametric Statistics for the Behavioral
Sciences (McGraw-Hill Book Co., Inc., New York, 1956).

2. Mann, H.B., and Whitney, D., "On a Test of Whether One of Two
Random Variables is Stochastically Larger Than the Other,"
Ann. Math. Statistics 18, 50-60 (1947).
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DESCRIPTIVE TITLE Subtle, Unbiased, Zealous Yatagen of Ques-
0
0 tionnaires

0
0 CALLING NAME SUZYQ NUCC150
0

INSTALLATION NAME Vogelback Computing Center,
Northwestern University

AUTHOR(S) AND
AFFILIATION(S) Program written by Brent M. Rutherford,

Northwestern Univer-
sity

Converted for the
CDC 6400 by Janos B. Koplyay

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400 (Scope 3.1 O.S.)

PROGRAM AVAILABILITY Deck and listing presently available

CONTACT Lorraine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

This cycling program makes pOssible a scoring and weighting of
questionnaire items, as well as providing comprehensive item-anal-
ysis measures, test-analysis measures, and factor analysis with
varimax rotation of the tetrachoric interitem correlation matrix.
For the purpose of item analysis, internal as well as external cri-
terion scores may be utilized.

The program permits the user to correct and/or weight a set of test
responses (including data that have already been scored). For the
cases where some data values may be skipped or missing, there is
an option for the insertion of a specified average value in their
place. SUZYQ provides a count of the total-response score per it-

em and per subject, expressed in raw score units, z score units,
and t score units. In addition, a total-test-score frequency dis-
tribution is constructed, using the same three types of units.

The totaZ test score is then subjected to an item analysis with
corrections for the nonindependence of the calculated correlations.

continued
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Finally, a two-way variance analysis is performed, using the meth-
od of Hoyt, with basic analytic parameters computed from the ele-

ments of the summary table. Options include item analysis by cri-

terion and a derivation of up to ten factors from the tetrachoric
interitem correlation matrix (using a Kaiser varimax factor anal-

ysis).
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FORTRAN Program for Guttman and Other
Scalogram Analyses

GUTTSCL NUCC115

Vogelback Computing Center,
Northwestern University

AUTHOR(S) AND
AFFILIATION(S) Roland Werner, Department of Sociology,

Syracuse University

Donald G. Morrison, Northwestern
University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Deck and listing presently available

CONTACT Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

GUTTSCL is designed to perform Guttman and other useful analyses
on data supplied in scalogram form. Originally limited to 10 items
with up to 7 response categories per item and 200 respondents, the
capacity has recently been expanded to 30 items and 350 persons,
the Chilton and Raju indices have been added, and other minor modi-
fications have been made. Each data set constitutes an analysis.
An unlimited number of such analyses can be treated serially.

Using the Cornell technique for scalogram analysis,1 a scalogram
is displayed in the output with.the frequency of the response type,
the Guttman and psychometric scores of the response type, and the
number of errors in the response type. The item marginal frequen-
cies and the item marginal probabilities are also provided. This
information is utilized to calculate the Guttman coefficient of
reproducibility. Other coefficients of reproducibility are based
upon Loevinger's,2 Sagi's,3 and Green's4 methods of counting errors
in a response pattern. The expected coefficients of reproducibility
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for each of the error-counting methods are also calculated and are
based on Goodman's5 statistical techniques.

Since a wide range of flexibility in analyzing attitude data is
desirable, additional indexes are calculated. These indexes are
the Loevinger homogeneity index,2 the KuderRichardson formula,
the corrected KuderRichardson formula for test reliability,6 the
Green index of consistency,4 the Borgatta error ratio,7 the Menzel
coefficient of scalability,8 and the Schuessler e tests9 for the
frequency distribution of response types. The source of these
indexes and their method of calculation is fully described in the
references cited below.

REFERENCES

1. Guttman, L., "The Cornell Technique for Scale and Intensity
Analysis," Educ. Psychol. Meas. 71 247.280 (1947).

2. Loevinger, J., "The Technique of Homogeneous Test Compared
with Some Aspects of 'Scalogram Analysis' and Factor Analysis,"
Psychol. Bull. 45, 507-529 (1948).

3. Sagi, P.C., "A Statistical Test for the Significance of a
Coefficient of Reproducibility," Psychometrika 241 19-27
(1959).

4. Green, B.F., "A Method of Scalogram Analysis Using Summary
Statistics," Psychometrika 21, 79-88 (1956).

5. Goodman, L.A., "Simple Statistical Methods for Scalogram
Analysis," Psychometrika 24, 29-43 (1959).

6. Horst, P., "Correcting the Kuder Richardson Reliability for
Dispersion of Item Difficulty," Psychol. Bull. 501 371-374
(1953).

7. Borgatta, E.F., "An Error Ratio for Scalogram Analysis,"
Public Opinion Quart. 7, 96-100 (1955).

8. Menzel, H., "A New Coefficient for Scalogram Analysis," Public
Opinion Quart. 17, 269-280 (1953).

9. Schuessler, K.F., "A Note on Statistical Significance of
Scalograms," Sociometry 24, 312-318 (1961).
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Guttman, L., "The Basis for Scalogram Analysis," in Meastrement
and Prediction, S.A. Stauffer, L. Guttman, and E.A. Suchman, etal,
Eds. (Princeton University Press, Princeton, N.J., 1950),0

0 pp. 60-90.
0

Werner, R., "A FORTRAN Program for Guttman and Other Scalogram
Analyses," Syracuse Univ. (CPA 257). This manual provides the
program listing and the instructions for the program's use.
The control of the program is achieved with control cards that
allow two modes of operation: one mode provides the user with
summary frequencies of the attitude data; the other, in addi-
tion, calculates various indexes appropriate to attitude data.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT
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Automatic Interaction Detector

AID NUCC113

Vogelback Computing Center,
Northwestern University

J. Sonquist
The University of Michigan

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road
Evanston, Ill. 60201
Tel.: (312) 492-3682

AID was originally programmed for the IBM 7090 in the MAD lan-
guage at The University of Michigan. A detailed discussion of
the theory, methods, and control parameters of the program are
contained in Ref. 1. Since 1964, two parameters have been added
to the main-parameter card.

AID is focused on a particular kind of data-analysis problem,
characteristic of many social-science research situations, in
which the purpose of the analysis involves more than the reporting
of descriptive statistics but may not necessarily involve the
exact testing of specific hypotheses. In this type of situations
the problem is often one of determining which of the variables,
for which data have been collected, are related to the phenonmenon
in question, under what conditions, and through what intervening
processes, with appropriate controls for spuriousness.

AID is useful in studying the interrelationships among a set of

up to 37 variables. Regarding one of the variables as a depend-
ent variable, the analysis employs a nonsymmetrical branching
process, based on variance-analysis techniques, to subdivide the

sample into a series of subgroups that maximizes one's ability to
predict values of the dependent variable. Linearity and additivity
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assumptions inherent in conventional multiple-regression techniques

are not required. AID will handle variables that are only nominal

scales, i.e., mere classifications.

REFERENCES

1. Morgan, J.N., and Sonquist, J.A., "The Detection of Inter-
action Effects: A Report on a Comluter Program for the
Selection of Optimal Combinations of Explanatory Variables,"
Univ. Mich. Inst. Soc. Res. Survey Res. Ctr. Monograph
No. 35 (1964); copies may be obtained from the EIN office
for the cost of duplication and mailing,
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT
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Nerthwestern University Cross Classifica-
tion and Tabulation

NUCROS NUCC017

Vogeiback Computing Center,
Northwestern University

Betty Benson
Vogelback Computing Center,
Northwestern University

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

NUCROS is a general program for preparing crossclassifications
(also called crosstabulations or contingency tables) in two, three,

or four dimensions. For all tables, it is also possible to obtain

row and column percentages, chi square, Kendall's tau, the Goodman
Kruskal gamma, and Somers D. A maximum of 99 problems may be exe-

cuted in one run; each run is able to produce up to 72 tables from

a given set of Control Cards and data. Data input may be from

cards or tape. For each problem, a maximum of 9999 cases, with up

to 80 variables/case, may be processed. The input data must be of

the integer type; however, they may be recoded.

REFERENCES

Janda, K., Data Processing (Northwestern University Press, Evans-

ton, Ill., 1968), 2nd ed.

Bonato, R. R., and Wax,:in, B. D., "A General Cross-Classification
Program for Digital Computers," Behavioral Sci. 6, No. 4, 347-357

(Oct. 1961).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

EDUCATIONAL INFORMATION NETWORK
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Test Scorer and Statistical Analysis

TSSA NUCC072

Vogelback Computing Center
Northwestern University

Richard Wolf and Leopold Klopfer
The University of Chicago

K. Jones
Harvard University Graduate School of
Education

A. Gasche, B. Wright, and C. Bradford
The University of Chicago

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Lorraine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

TSSA scores multiple-response tests that have a single correct
response for each item, computes test and item statistics, com-
putes the tetrachoric interitem correlation matrix, and performs
a factor analysis and varimax rotation. The point-biserial cor-
relation of each item with a criterion score also may be obtained.
The number of alternative responses may vary from item to item.

Multiple-scoring keys may be used with the same set of data cards.
This feature makes TSSA applicable for scoring and analysis of
the Kuder preference record and similarly constructed multikeyed
instruments. In addition, multiple jobs may be run.

Computational results include the following.

Individual Scores, including raw scores and scores corrected for
guessing
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Item-Response Information, including the proportion of subjects
selecting the correct response for each item (i.e., difficulty)
and the proportion of subjects selecting each response

Test Statistics,' including the mean, standard deviation, skewness,
and kurtosis (and their standard errors computed from formulas
outlined by Fisher); test reliability (computed by KuderRichardson
formula 20); a validity coefficient; and a Pearson productmoment
correlation

Item-An ,lysis Information,2" including the proportion of subjects
passing an item, the item standard deviation, point-biserial cor-
relations, reliability index, and validity index (computed from
formulas given by Guilford and Gullicksen)

Tetrachoric Interitem Correlations4

Factor Analysis of Interitem Correlation Matrix,' with varimax
rotation and plot

Multiple-Scoring Keys

A special feature of TSSA is the use of Multiple-Scoring Keys.
Such a feature has two uses. (1) It allows a single set of re-
sponses to be scored in more than one way; practical application
of this is the use of the program with data from an instrument
such as the Kuder preference record where several scores, based
on analyses of the same set of items, are desired. (2) A more
common situation is the use of the program to obtain subtest
scores and a total test score from owle instrument. An application
of this might be to score all the responses on a reading test and
to obtain scores for reading speed, reading vocabulary, and level
of comprehension, as well as a total reading score.

Multiple Jobs

The limitation of the procedures in the ana!yses of subtests is
that only the raw scores for each individual or each subject will
be meaningful. Corrected scores will not have any meaning. Thus,
if an analysis exciudes any items initially read, no corrected
score will be printed. The reason for this is that the program
treats all items excluded from analysis as incorrect responses.
Thus, the use of a formula for correcting scores for guessing is
fallacious in this instance. If the user desires meaningful
corrected scores for subtests, he will have to reproduce his Data
Cards and run multiple jobs, selecting for reading on any one job
only those items for which analysis is desired, i.e., the subtest.

2
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The use of the Multiple-Jobs feature for scoring subtests yields
tr) meaningful corrected scores, as already mentioned. However, the
o advantage of the Multiple-Scoring-Key feature of the program is

that the data need be read from cards only once. Subsequent
CD

cm reading of the data is done from binary tape (tape B3), thus
achieving savings of time and, hence, cost.

The Multiple-Jobs feature may also be used for scoring and ana-
lyzing severly entirely different tests, with only a single load-
ing of the program.

REFERENCES

1. Fisher, R.A., Statistical Methods for Research Workers (Oliver
& Boyd, Edinburgh, 1954), 12th ed., pp. 70-75.

2. Guilford, J.P., Psychometric Methods (McGrawHill Book co.,
Inc., New York, 1954), pp. 373-464.

3. Gullicksen, H., Theory of Mental Tests (John Wiley & Sons,
Inc., New York, 1950), pp. 363-396.

4. Farrell, R.H., and Stern, G.G., "A Measure of Tetrachoric
Association," presented at APA convention, Sept. 1951, Chicago
(unpublished; a copy of this paper may be obtained by writing
The University of Chicago Computing Center).

5. Wright, B.D., "120X120 Principle Components Analysis: Sym-
metric (with Varimax Rotation and Plot)," Univ. Chicago Soc.
Sci. Div. Computer Library (1963; unpublished).
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

000 0037

Simulator of SAMOS (A Simple Imaginary
Machine Language for Instruction)

SAMOS

Computing Center, The Florida State Uni-

versity.

Marilyn Zupsich, Computing Center, The

Florida State University

FORTRAN IV

CDC 6400, 65K

Decks and listings presently available

Marilyn Zupsich, Computing Center, The
Florida State University, Tallahassee,
Fla. 32306
Tel.: (904) 599-3418

This program simulates the SAMOS computer described in the text-

books referred to below. The SAMOS programming language is a

simplified machine-type language and is used to illustrate the lo-

gic of a computer to beginning-programming students. The simula-

tor accepts programs written in the SAMOS language and executes

them just as the mythical SAMOS computer would.

The SAMOS computer has 10,000 words of magnetic-core storage, each

of which contains 10 characters and a sign (+ or -). Fifteen in-

struction types, covering arithmetic, branching, input, output,

shifting, and the use of index registers, are simulated.

The basic design of the SAMOS computer is described in the follow-

ing diagrams.

9/69

continued



irgb

EDUCATIONAL INFORMATION NETWORK EDUCOM

000 0037

Description of SAMOS Computer

Basic Design

INPUT
(card
reader)

Control Unit

CONTROL UNIT

ARITHMETIC UNIT

STORAGE UNIT

411),

Instruction

r-

Operation Address

Arithmetic Unit

PERFORMS

additions, subtrac-
tions, divisions,
uitiplications

OUTPUT

(Printer)

The control -nit is the part of

the computer that determines which
instruction is to be done next, de-
codes the operation to be done,
and coordinates machine working
with the programmed instruction.
To begin, the instruction counter
is set to show where the program
begins.

Idata from storage

=1.

ACCUMULATOR

data to be stored
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I, REFERENCES
to
0
0

1. School Mathematics Study Group, Algorithms, Computation and
o
o Mathematics [A.C. Vroman, Inc. (367 S. Pasadena Ave.),
0 Pasadena, Calif. 91105, 1966].

2. Forsythe, A., Keenan, T., Organick, E., and Stenberg, W.,

Computer Science: A First Course (John Wiley & Sons, Inc.,
New York, 1969).

3. Forsythe, A., Keenan, T., Organick, E., and Stenberg, W.,
Computer Science: A Primer (John Wiley & Sons, Inc., New
York, 1969).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)
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Synagraphic Computer-Mapping Program

SYMAP 5.12

Computing Center,
The Florida State University

Howard T. Fisher, Northwestern Techno-
logical Institute (overall design and
mathematical model)

Mrs. O.G. Benson, Northwestern University
Computing Center (programming)

LANGUAGE FORTRAN IV

COMPUTER Originally developed on IBM 709; also on
IBM 360/40 and IBM 7094 at Harvard Uni-

versity

PROGRAM AVAILABILITY

Available in EIN through The Florida
State University CDC 6400

Decks, listings, and documentation pres-
ently available from The Florida State
University Computing Center

CONTACT Ray Soller, Librarian, Computing Center,
The Florida State University, Tallahassee,
Fla. 32306
Tel.: (904) 599-3418

FUNCTIONAL ABSTRACT

The Synagraphic Computer-Mapping Program (SYMAP) produces maps

that depict spatially disposed quantitative and qualitative infor-

mation. Raw data of every kind (physical, social, economic, etc.)

may be related, weighted, and aggregated in a graphic format by

assigning values to the coordinate locations of data points or

data zones. According to the application and desired representa-
tion of data, three basic types of mapping procedure may be speci-

fied: contour, conformant, or proximal.

CONTOURbased on the use of contour lines, each of which represents
a value remaining constant throughout its length. The map consists

of closed curves that connect all points having the same numerical

continued
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value. The value at each of the different levels of contour
(where a single contour level will represent a particular data
value) is determined by the program, according to the scale of
the map and the range of the data. Between any two contour lines,
a continuous variation is assumed. Therefore, the use of contour
mapping should be restricted to the representation of continuously
varying information, such as topography, rainfall, or population
density.

CONFORMANT--based on the conformance to the boundaries of a data
zone. This type of mapping is best suited to data for which the
representation as a continuously varying surface is inappropriate
owing to the significance of physical limits or boundaries. Each
predefined data zone is assigned one data value and, depending
on its numeric class (range) , one representative character on the

map itself. Local variation within the zone boundaries will not
be apparent, but will, on the average, be correct.

PROXIMAL--based on proximity to a data point. In appearance, this
type of map is similar to the conformant map. However, point
information is used here to define the data zones. Each character
location on the output map is assigned the value of the nearest
data point, using nearest-neighbor techniques. Boundaries are
then assumed along the lines where these values change. Then the
mapping is carried out as in the conformant type.

REFERENCES

Robertson, J. C., "The SYMAP Programme for Computer Mapping,"
Cartographic 108-113 (Dec. 1967); taken from a report of the
Select Committee on the Ordinance Survey of Scotland.

Fisher, M., "The Laboratory for Computer Graphics," Harvard Univ.
Grad. School Design Suppl. (Summer 1967).

Shepard, D., "A Two-Dimensional Interpolation Function for Irreg-
ularly Spaced Data," Harvard Univ. Grad. School Design Lab.
Computer Graphics (Feb. 1968); available from the Computing
Center, The Florida State University. Deals with the subject
of analyzing irregularly spaced data derived from a continu-
ous surface. A method is developed for reconstructing the

surface from the sampled data. This method is the main de-
vice used to generate the maps produced by SYMAP.
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DESCRIPTIVE TITLE Transportation Planning Package

CALLING NAME TRAN/PLAN
0
0 INSTALLATION NAME The Florida State University
0 Computing Center

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

Charles E. Akers
William T. Gaupin
The Florida State University
Computing Center

Primary Language: FORTRAN IV
Secondary Language: COMPASS Assembly

Language

COMPUTER CDC 6400

PROGRAM AVAILABILITY

CONTACT

Programs generally available through the
CDC users group. PSU will make them avail-
able to EIN members.

William T. Gaupin, Computing Center, The
Florida State University, Tallahassee,
Fla. 32306
Tel.: (904) 599-4770

FUNCTIONAL ABSTRACT

The Transportation Planning Package incorporates a set of analyti-
cal techniques that enable the user to estimate future transpor-
tation requirements and evaluate proposed systems. The collection
of survey techniques, analysis method, and computer programs used
by TRAN/PLAN have evolved over the past two decades through
studies supported by State Highway Departments, U.S. Bureau of
Public Roads, and the U.S. Department of Housing and Urban Develop-
ment. The TRAN/PLAN programs perform the following functions,
(1) process data accumulated from inventories or surveys of exist-
ing transportation facilities, (2) calibrate and analyze several
parameters for a regional transportation network, and (3) predict
future intraregional transportation demands. The accuracy of
future estimates depends heavily upon the choice of a suitable
model, effective intermediate analysis-of-program output, and
iterative recalibration of model parameters. Reference 6 explains
the overall purpose of transportation planning systems in greater
detail.

3/70
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The TRAN/PLAN Package consists of the following subprograms'.

(a) RELINK
(b) NETWORK
(c) NETDVR
(d) MINPATH
(e) SKIM
(f) COLLECT
(g) TRPBLDR
(h) ADDER
(i) SPLITER
(j) UPDATE
(k) MERGE
(1) DEMERGE
(m) COMPRES
(n) SECTORS
(o) TRIPTAB
(p) TRIPEND
(q) GRAVITY
(r) FRATAR
(s) ASSIGN

CPACITY
(u) MODSPLT
(v) CAPRPT
(w) CPRSRPT
(x) COMPARE
(y) AVERAGE
(z) TIMESUM

(aa) TRPFREQ

Relink nodes of network
Build and edit network
Network report generator
Build minimum paths
Skim (summarize) tape of trees
Trip data collector
Build trip tables
Add selected trip tables
Split trips by direction
Update trip volumes
Merge trip tables
Demerge trip tables
Compress or expand trip tables
Select sector of network
Trip-table summary generator
Trip-end summary generator
Gravity model
Fratar expansion
Traffic assignment
Capacity restraint
Modal split model
Cross-reference historical-report generator
Historical-report generator
Statistical comparison of trip volumes
Historical-record summary-report generator
Time-table-report generator
Trip frequency distribution

Restrictions which apply to all programs,

1. the maximum allowed zone (centroid) number is 650
2. the maximum allowed node number is 3000
3. the maximum number of tables (purposes) is 4
4. the maximum table number is 4
5. a stacked table may contain a maximum of 8 merged tables

REFERENCES

Akers, C.E. and Gaupin, W.T., "User Manual Transportation Programs
for a CDC 6400 Computer," (The Florida State University Comput-
ing Center, November 1968; unpublished). Copies of this manual
are available through the Librarian, The Florida State University
Computing Center.

"Calibrating and Testing a Gravity Model for Any Size Urban Area,"
Bureau of Public Roads, Washington, D.C., October 1965.
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Manual Supplements for the Transportation Planning System, Highway

and Local Government Department of South Austrailia, Adelaide,
Austrailia, January 1966.

Martin, Brian V., "Minimum Path Algorithms for Transportation
Planning," Research Engineer, December 1963.

"Modal Split," U.S. Department of Commerce, Bureau of Public
Roads, Office of Planning, December 1966.

Shofer, R. and Goodyear, F., "Electronic Computer Applications
in Urban Transportation Planning," Proceedings of the 22n(:,

National Conference, Association for Computing Machinery
Publication P-67, 1967.

Traffic Assignment Manual, Bureau of Public Roads, Washington, D.C.,
June 1964.

Transportation Planning System for the Control Data 3600 Computer,
Data Centers Division of Control Data Corporation, Minneapolis,
Minnesota, May 1965.

Fratar, T.J., "Vehicular Trip Distributions by Successvie Approxi-

mation," Traffic Quarterly, January 1954, pp. 53-65.
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A Package of Three FORTRAN Programs for
Computerized Assistance in the Instruction
of Beginning and Remedial Reading and the
Evaluation of Such Instruction

CALLING NAME DOVACK

(a) DOVA; (b) DOVB; (c) REPORT

INSTALLATION NAME Computer Center,
The Florida State University

AUTHOR(5) AND
AFFILIATION(S) Florine Way, Project Director,

ESEA Title III, Jefferson County, Florida,
Board of Public Instruction

LANGUAGE FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT William Petty, Computer Center,
The Florida State University,
Tallahassee, Fla. 32306
Tel.: (904) 599-3418

FUNCTIONAL ABSTRACT

DOVACK is a program package for accepting unstructured student dic-
tations as input and returning these dictations in a structured
form for study by the student of his own individual vocabulary.
Each distinct English word is separated from the text of the dicta-
tion and listed alphabetically for comparison by the student of the
word in and out of context. Each student's vocabulary is retained
in a permanent file that is updated each time a new dictation is
entered. Random-sample vocabulary-recognition tests may be pre-
pared at the user's opticn from the individual student's vocabulary
list. Punched-card information is provided at test time for use
by the instructor in eva .uating the success of the instruction.
To facilitate the use of the program from the instructional site
via remote terminals, tho tasks are broken into three segments,
each handled by a separae program.

(a) DOVA

...scans the unstructured dictations, echoes them with numbered

continued
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(a c)

lines, breaks the text into separate English words, alphabetizes
and formats the word lists. The word lists, word frequency of oc-
currenceland location (line number) in the dictation are passed to
DOVB via magnetic tape. 4=6

(b) DOVB

...merges each student's word list with the permanent files kept
of the student's vocabulary. Two files are kept, one permanent
(tape 1), the other semipermanent (tape 2). Random-sample vocab-
ulary-recognition tests for the student group may be given from
either file (or both). When a test is given from the semipermanent
file, the file is erased, thus providing the capability of testing
only over new words used since the last vocabulary test. The num-
ber of words on a test is determined by the formula N/[1.+(N-1.)/40.],
where N is the total number of distinct words dictated. When tests
are given, cards are prepared containing information on each stu-
dent's vocabulary for use by REPORT.

(c) REPORT

...accepts the punched cards from DOVB, augmented by results of
tests from the instructor and summarizes the instructional results
in terms of new words learned by the student.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

Static Leontief InputOutput Analysis

INOUT

The Pennsylvania State University Compu-
tation Center

M.C. Hallberg
M. Swope
Department of Agricultural Economics,
The Pennsylvania Scate University

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Daniel Bernitt, 105 Computer Building,
The Pennsylvania State University, Univer-
sity Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

INOUT will solve the static Leontief inputoutput problem for a
model with as many as 175 sectors. From data consisting of a
square input matrix, an output vector, and a set of final demand
vectors, a great variety of results may be selectively opted, cal-
culated, and printed. Among these are matrices of technical and
interdependency coefficients, matrices of interdependency values
and net effects, and some other useful vectors.

REFERENCES

Leontief, W., et ca., Studies in the Structure of the American
Economy, Harvard Economic Research Proj. (Oxford Universkty
Press, New York, 1953); theoretical and empirical explorations
in inputoutput analysis.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

EDUCATIONAL INFORMATION NETWORK

Key Grapheme in Context

KGIC

Washington University
Computing Facilities

Joel Achtenberg
Computing Facilities
Washington University

000 0049

LANGUAGE PL/I

COMPUTER S/360 under OS

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT J. Philip Miller, Computing Facilities,
Washington University, St. Louis,
Mo. 63130
Tel.: (314) 863-0100 ext. 4041

FUNCTIONAL ABSTRACT

The KGIC program was written to facilitate the analysis of the
environmental distribution of graphic characters. It produces
a KWIC-like listing of all occurrences of a given grapheme along
with the graphic environment in which each instance appeared.
The listing may be sorted either forward or backward from the
key grapheme to facilitate inspection. Provision is made for
specification by the user of special alphabets for foreign
languages or for phonemic transcriptions.

If any word appears more than once in the data to be processed,
only one set or records will be produced for that word. A
counter will be increased and the frequency of occurrence printed
in both the alphabetical listing and in the KGIC listing. The
alpha listing thus will contain a complete frequency count of
the corpus under consideration.

It should be noted that whenever the user can attribute phonetic
or phonemic status to individual graphemes, the KGIC listing
provides correspondingly significant idformation about phonetic
and/or phonemic environments.

6/70
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The program produces the items listed below as output.
C:D

1. an alphabetical listing of all words processed by the KGIC C)
4=h

program, along with their absolute and relative frequencies
of occurrence,

2. the KGIC listing itself grouped by alphabetical character,
with the absolute frequency of occurrence given for each
unique occurrence, and the total number of occurrences
and the total number of unique occurrences given for each

character,

3. a summary table containing the absolute and relative fre-
quencies of occurrence for both the total number of occur-
rences and for the total of unique occurences,

4. optionally, a horizontal bar graph of the relative fre-
quencies of all occurrences of each grapheme,

5. a number of summary statistics, i.e.,

a) total number of words processed, i.e., tokens
b) average length of word
c) total number of unique words, i.e., types
d) the type/token ratio
e) total number of characters processed
f) total number of unique occurrences of all characters

6. a statement of all program options used in a particular
run, and a complete listing of the EMICTT, defining the
alphabet in use for that run.

2

Att..
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DESCRIPTIVE TITLE Bio-Medical Multivariate Statistical
0 Programs

CALLING NAME BMD

INSTALLATION NAME University of Notre Dame
Computing Center

AUTHOR(S) AND
AFFILIATION(S)

School of Medicine
University of California, Los Angeles

UNIVAC Division of Sperry Rand Corporation

College of Business Administration and
Computing Center
University of Notre Dame

LANGUAGE FORTRAN IV

COMPUTER UNIVAC 1107

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Elizabeth Hutcheson, EIN Technical
Representative, Computing Center,
University of Notre Dame, Notre Dame,
Ind. 46556
Tel.: (219) 283-7784

FUNCTIONAL ABSTRACT

The BMD system is a package of computer programs designed to
do both basic data processing and the subsequent statistical
analysis. The programs have been prepared in an easy-to-use
parametric form so that the researcher may adapt them to a
wide variety of statistical problems. For further details
of the package, see the User Instructions. The BMD is available
at the University of Notre Dame in its 1967 edition.

REFERENCES

Dixon, W.J. (Ed.), BMD: Biomedical Computer Program', (Univ.
of Calif. Press, Berkeley, 1967, 1970).

Univ. of Notre Dame Computing Center, BMD for the UNIVAC 1107,
(Rough draft, 1967 ed. of BMD). Available from Univ. of
Notre Dame Computing Center, Notre Dame, Ind.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

000 0058

Inquirer II System fur Content
Analysis

I/II

Washington University
Computing Facilities

J. Philip Miller
Washington University
Computing Facilities

PLR

S/360 under OS

Source listings and complete documenta-
tion available from Documentation
Librarian, Computing Facilities, Box
1152, Washington University, St.
Louis, Mo. 63130

CONTACT J. Philip Miller, Computing Facilities,
Box 1152, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863.0100 ext. 4041

FUNCTIONAL ABSTRACT

The Inquirer II is a set of computer programs comparable to,
but more flexible than, its predecessor, the General Inquirer,
developed by Stone and his colleagues at 4arvard. The original
version of the General Inquirer System was designed for prob-
lems encountered in the content analysis of textual and verbal
data. The General Inquirer was implemented for the IBM 7090
7094 computer along with the IBM 1401 computer. A later
version of the General Inquirer was designed by Psathas and
Miller to be used only with an IBM 1401 computer with an IBM
1311 disk drive. Stone originally described the General In-

quirer as "a set of computer programs to (a) identify, sys-
tematically within text, instances of words and phrases that
belong to categories specified by the investigator; (b) count
occurrences and specify co-occurreqces of these categories;
(c) print and graph tabulations; (d) perform statistical tests;
(e) sort and regroup sentences according to whether they con-
tain instances of a particular category of combination of cate-

gories." The Inquirer II contains these capabilities and also

6/70
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allows for more elaborate analysis of the data. The I/II is
able po make more elaborate contextual searches of the data
and provide more options to the potent5a1 users. These options
are described in detail in the Inquirer II Programmer's Guide.

Content analysis may be defined as a research technique which
includes a systematic identification of theoretically relevant
constructs in textual data. Content analysis is usually per-
formed so that inferences can be made about the source or
originator of the message, tht messag3 itself or the intended
receiver of the message. The investigator communicates the
constructs and the rules by which they may be identified within
the corpus of text by means of dictionary. This dictionary
is either one of his own construction or one which has been
utilized in previous research.

REFERENCES

Miller, J. Philip, editor, Inquirer II Programmer's Guide, 2nd
Edition, 1970, Washington University, (Available from
Documentation Librarian, Computing Facilities, Box 1152,
Washington University, St. Louis, Mo. for $5.00)

Stone, P.J., Dunphy, D.C., Smith, M.S., and Ogilvie, D.M.
The General Inquirer: A Computer Approach to Content
Analysis, Cambridge, Mass., The MIT Press, 1966.

MO.
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DESCRIPTIVE TITLE

0 CALLING NAME0
0

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

000 0059

Basic Information Retrieval System

BIRS

Michigan StLte University
Information Systems Laboratory

John F. Vinsonhaler, Ph.D.
John M. Hafterson
Stuart W. Thomas, Jr.
Michigan State University

LANGUAGE USASI Full FORTRAN

COMPUTER CDC 3600, CDC 6500, CDC 6600
IBM 360 G-level
GE 600 Series, others

PROGRAM AVAILABILITY Decks and listings are currently
available at cost from Michigan State
University for non-profit institutions.

The program is distributed to profit-
making institutions by Hygain Tech-
nologies, 65 Whitney Street, Westport,

Conn.

Maintenance for all users is provided

by Hygain Technologies.

CONTACT Dr. John F. Vinsonhaler, Director,
Information Systems Laboratory,
309 Computer Center, Michigan State
University, East Lansing, Mich. 48823

Tel.: (517) 353-7284

FUNCTIONAL ABSTRACT

BIRS is a general purpose system of programs for the behavioral

sciences and education. Essentially, BIRS is a set of funda-

mental program modules designed to allow scholars and scientists

to use their own locally based computer to construct and main-

tain a variety of information systoms. Search, maintenance,
and index creatiJn are performed automatically. Thus, BIRS

may be viewed as a set of essential tools; the research worker

may use these tools to construct the type of information system

which best meets his immediate needs.

6/70 1

103

continued



EDUCATIONAL INFORMATION NETWORK EDUCOM

000 0059

0
It is not economically practical for individual educators and 0
social scientists to develop their own special purpose program-
ming system; they must share the costs of system developments 0
by exchanging programs. General purpose systems like BIRS
(with machine, data, and application independent programming)
are ideally suited for free exchange among computer users.

REFERENCES

Vinsonhaler, J.F., Ed., Technical ManuaZ for the Basic Indexing
and Retrieval System, BIRS 2.0, Michigan State University,
East Lansing, Mich., 1968.

Vinsonhaler, J.F., and Hafterson, J.M., Eds., Technicar; Manual
for the Basic Indexing and Retrieval System, Appendix I,
BIRS 2.5, Michigan State University, East Lansing, Mich.,
1969.

Thomas, Jr., S.W., and Vinsonhaler, J.F., Eds., Technical ManuaZ
for the Easic Information Analysis System, BIRS Technical
Manual, Appendix II, BIAS 1.0, Michigan State University,
East Lansing, Mich., 1969.

Documentation is available at cost from the Information Systems
Laboratory and from Hygain Technologies.
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CALLING NAME

INSTALLATION NAME

EDUCATIONAL INFORMATION NETWORK
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Analysis of Change-over Experime-Ats

ZFE-03, ZFE-04

Office of Data Analysis Research
Educational Testing Service (ETS)

AUTHOR(S) AND Procedure:
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

Program:

G. Beall
formerly of Gillette Razor Co.

V. Halfmann
formerly of ETS

FORTRAN

IBM 360/65

Decks and listings presently availabie

Mr. Ernest Anastasio, Off. of Data Anal.
Research, Educational Testing Service,
Rosedale Road, Princeton, N.J. 08540
Tel.: (609) 921-9000 ext. 2552

FUNCTIONAL ABSTRACT

The class of designs covered by this program is latin squares
or Youden rectangles (incomplete latin squares). These may be
repeated fully or in part. The design may be defective, i.e.,
certain whole rows may be missing, but no allowance has been
made for missing cells, i.e., single observations.

The purpose of this program is primarily to analyze the results
for effect of treatment with allowance for carry-over of pre-
ceding treatment. There is also direct testing of the signi-
ficance of carry-over. There is included parallel estimation
and testing of significance without allowance for carry-over.
The program is self-contained and does not require any external
subroutines, such as mignt be presumed to exist in one form or
another at computation centers.

The program, as presently stored, allows analysis for designs
up to 40 rows (or blocks). This is limited by the dimensions
of the data matrices. It could be readily enough changed to
500 or 1000 if such an experiment were involved. The analysis
has been contrived so that such change does not increase the
size of the matrix involved in equation solving.

10/70
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Explanation

The basic equations are,

1. Yijk u ai Yk Eijk

where yiik is an observation assumed built uf a general level p ,

effect of the ith row or individual ai , the jth period or
column (3i , the kth treatment yk and extraneous variability
Eiik . This equation obtains foi the first column or period
when there has been no conditioning period. For the following
periods,

2' Yijkt 1.1 ai Yk 61t, Eijkt

where the effect of the kth treatment in the preceding period
is 69, . For a conditioned experiment Equ. (2) obtains in all
columns.

The data actually considered are the differences within rows
such as

Yijkt Bj Yk Yk' 69,

(j' j k t)

These differences are then set forth in a matrix. Thus for an'
unconditioned latin square for which the first line is,

Design: (1) (2) (4) (3)

Result: 4 5 7 6

we may consider the two differences,

yill Y1221 = 01 02 yi 12 61 C111 61221

Y1221 Y1342 = 02 03 4. 12 Y4 4' 61 62 4. 61221 61342

which results in two lines of the matrix as follows:

01 02 03 04 11 12 13 14 61 62 63 64 Result

+1 1
+1 1

+1 1
+1 1

1
+1 1

1
2

Least-squares equations are in the same form. For instance, to
get the equation associated with $2 ) each line is multiplied
by its content in the $2 column and the product accumulated
over all columns. For each set of effects ($ , y or 6), the
last equation is replaced by a condition equation,

continued
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0
The analysis without carry-over (SANS DELTA) is gotten by re-
placing, temporarily, all equations appropriate to 6 by

t
= 0

The analysis without treatment (SANS GAMMA) is obtained by the
temporary replacement, 9k = 0 .

The residual variability is gotten in several steps. First the
variability residual on a y and 6 is

A

3.
Y?ik E Ylikt E Yiik E Y'ikt)

ijk 1- ijkt j ik ikt 1-

A A

Yk(Eij Yijk Yijkt) 6t Yijkt .

Secondly, an estimate of fl is made by finding from Equ. (1) or
(2) the mean of the values

A A

A A A

Yijkt Yijkt Yk 62,

Thirdly, estimates of St. are made by finding the mean of the
values

1

Yijk Yijk P

Yuijkt Yijkt P

The residual variability as from equation (3) is then further
and finally reduced by

P E Yijkt cti .E Yijkt
ijkt 1 3106

Residual variability on the effects of p , rows and columns
only (SANS DELTA & SANS GAMMA) is gotten by the formula familiar
in analysis of variance.

10/70 3
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The test of significance for treatments without allowance for
carry-over is based on residua] variability SANS DELTA less
residual variability SANS DELTA & SANS GAMMA. The test with
allowance for carry-over is from residual variability on FULL
MATRIX less that on SANS GAMMA. The test for carry-over is
from residual variability on FULL MATRIX less that on SANS
DELTA.

It need only be added that there -s incorporated a test on
whether the situation is underdecermined. The program counts
the number of different row patterns, multiples this number
by the number of columns, and checks whether the result exceeds
the number of independent parameters to be estimated. In the
case of underdetermination, it refuses to analyze. A second
type of refusal arises if the simultaneous equations prove
insoluble, which may arise if the design is redundant. Finally,
if there is no residual freedom, the program will estimate the
parameters but declare F = 0.

10/70
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INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT
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Multidimensional Scalogram AnalyL,is

MSA-I

Office of Data Analysis Research
Educational Testing Service

Procedure due to:

Program due to:

Adaptation due to:

Advisor on use:

MAP

IBM 360/65

L. Guttman
J . Lingoes
University of Michigan

J. Lingoes
University of Michigan

D . Kirk
Educational Testing

Service

H . Harman
Educational Testing
Service

Decks and listings presently available

Mr. Ernest Anastasio, Off. of
Data Anal. Research, Educational Test-
ing Service, Rosedale Road, Princeton,
N.J. 08540
Tel.: (609) 921-9000 ext. 2552

FJNCTIONAL ABSTRACT

MSA-I is a program to map types (individuals having the same
profile over a set of variables or items) onto an Euclidean
space with minimum dimensionality. No assumptions are required
about the underlying distributions, the scaling properties of
the items, or their ordering. The only requirement is that the
categories of each item be mutually exclusive and exhaustive.
rZypes are represented as points in space, each item is a parti-
tion of the space, and each category is a region. All types
who fall in a given category of a particular item are constrained
to be closer to boundary markers of the same category than to
delimiters of other categories of the same item. The program
we have is a modification of the MSA-I package as distributed

continued
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by Dr. Lingoes. An option or modification provides additional
plots for each category with the number inserted in the plots
corresponding to the response to the item rather than the ID
number as in the distributed version.

References and some copies of the substantial literature related
to this problem are available through the contact person.

REFERENCE

Lingoes, J.C., "Multiple Scalogram Analysis--A Set-theoretic
Model for Analyzing Dichotomous Items," J. of Ed.
Psych. Meas., 23, pp. 501-524, (1963).
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DESCRIPTIVE TITLE FORTRAN Program to Assist in the Process
of Political Reapportionment

CALLING NAME T8 FSU BELOW

INSTALLATION NAME Computer Center
The Florida State University

AUTHOR(S) AND
AFFILIATION(S)

William Below, Consultant
Assembly Committee on Elections and

Reapportionment
California Legislature

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400-65K

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Raymond Soller, Program Librarian/EIN
Techncial Representative, Computing
Center, Florida State University,
Tallahassee, Fla. 32306
Tel.: (904) 599-4770

FUNCTIONAL ABSTRACT

BELOW is a program to assist with the development of political
reapportionment plans using a set of procedures representative
of the methods employed by legislatures to reapportion them-
selves. The actual algorithms utilized by the program are
modifications of the computational techniques originally out-
lined by Stuart Nagel.1

The programmed procedures are those which follow. An initial
district plan is determined by assigning geographic units to
districts. This initial plan is fed into the processor along
with demographic and political data for each unit. The program
then tests each possible move of a unit from one district to
another and then each trade of units between adjacent districts
against a set of criteria. If the plan is approved according
to the criterion; then the move or trade is made permanent.
Where no more useful moves 'or trades can be made, the results
are printed out and the program is terminated.

7/70
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The criterion used by the program is expressed as a linear com-
bination of three quantities, SVEA, SVCA, SVPA;

CRIT = WE SVEA + WC SVCA + SVPA

where SVEA, SVCA, and SVPA are measures of population equality,
compactness, and conformance to political goals, and WE and WC
are weighting coefficients for the purpose of establishing the
relative importance of the three quantities. CRIT, the criterion,
is recomputed for each tentative move or trade. If its value
is less than its previous value, the move or trade is consummated.

Population Equality

The measure of population equality is given by

NDA
SVEA = E

[PD (J) AVGPOP (J)]

J=1
AVGPOP (J)

2

where NDA is the number of districts in the area, PD (J) is the
population of district J and AVGPOP (J) is the ideal population.
SVEA may be described as the sum of the squared fractional
deviations from the ideal population for all districts in the
area.

Multiplication of the fractional deviation by 100 is not signi-
ficant to the operation of the program; it simply indicates that
the deviation is output as a percentage. The use of the frac-
tional rather than the absolute deviation is significant because
it makes the effect of WE, (the relative importance of popula-
tion equality), independent of the ideal population. Similar
considerations apply to the decision to use total rather than
average deviation for the area. If average deviation were used,
then the proper setting of WE would depend on the number of
districts in the area.

The opportunity for the user to set he ideal population for each
district independently may at first seem arbitrary. In practice,
this allows the program to be used on areas which contain portions
of districts as well as whole districts.

This method of measuring population equality does not differ
markedly from methods used by Jthers in the field. One obvious
alternative, namely, use of the sum of the absolute deviations,
might be quite acceptable as a measure of equality to a student
government, but it suffers from some computational disadvantages.

2

continued
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As a population unit moves from one district to another, the
absolute deviation changes only if one district is above, while
the other is below the ideal population. The formula gix,en here
for SVEA however, has the convenient property that when two dis-
tricts are both above or below the ideal population, a unit
moved froM one district to the other causes a change in SVEA,
proportional to the difference in population between the two
districts.

Compactness

The method originally tried for measuring compactness determines
the "population moment" around the population center of the
district. This method is attractive becaase it tends to mini-
mize travel distance within the district and keep concentrations
of population unbroken by district lines.

If there is a large number of units per district, the population
moment method, unfortunately, can yield districts which are
numerically compact, yet have very irregular boundaries. Since
a legislature, as it reapportions itself, prefers to avoid even
the appearance of gerrymandering, the author found the population
moment method unsatisfactory for his purposes.

The alternative method, now in use, involves estimation of the
perimeter of each district. The estimation is inherently in-
exact, but tends to produce district lines which are politically
acceptable.

The program counts the perimeter elements in the perimeter of
each district. A perimeter element is that portion of a unit
perimeter which is shared with one other unit. Of course, these
elements vary in length, but the program assumes each to have
unit length.

One of the attractive features of the petimeter method is that
it dispenses with the use of the X and Y coordinates required
for the population moment method. What may be unattractive to
some users is that the perimeter method does not tend to improve
or even affect the overall shape of a district unless the
initial district plan deviates widely from the desired charac-
teristics.

Thus, if the program is given a district which is rectangular,
and which is much longer than it is wide, the lines will be
kept straight, but there will be little or no tendency for that
district to change toward a square or circular shape. This
property is often quite convenient in the legislative environ-
ment.

continued NI
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In principle, it would be possible to measure the length of each
perimeter element, include the data in the information fed to
the processor, and work with a true perimeter measurement. Mak-
ing those measurements, however, would be even more tedious than
preparing the X and Y data, and may not necessarily improve
program performance.

Political Considerations

The political portion of the criterion, CRIT, is given by

svPA = E (J) PBD (J)
J=1

['AD (J) 100 DESPR (J)
NDA 2

where WP (J) is a political weighting coefficient that may be set
independently for each district, PAD (J) and PBD (J) are political
quantities for district and DESPR (J) is the desired ratio of
PAD (J) to PBD (J) expressed as a percentage.

PAD (J) and PDB (J) may stand for different things in different
districts according to a number called MODE (J). If MODE GO
were set to 1, for example, and DESPR (J) to 55, then the pro-
gram would set PAD (J) to equal registered Democrats and PBD (J)
to equal total registered voters, and the goal for Democratic
registration in that district would be 55%.

In the same manner, setting MODE (J) to 2 or 3 will establish
a goal for the percentage of Negroes or persons with a Spanish
surname in the population. The information for each unit neces-
sary to establish any of the three proportions is carried in
the memory of the processor. Consequently, there are no restric-
tions on moving a unit between districts with different modes.

Constraints on Moving and Trading

By the inclusion of the one card per unit in the data deck, the
user may forbid the program to move or trade any number of units
out of their original districts. The most common use of this
feature is to ensure that incumbents are left in their own dis-
tricts. Another use is to protect the integrity of municipal
areas.

REFERENCES

1. Nagel, S., "Simplified Bipartisan Computer Redistricting,"
Stanford Law Review, 171 No. 5, May 1965.

2. Below, W., "The Computer as an Aid to Legislative Reappor-
tionment," (Report to California Legislature, Assembly

0
0 Committee on Elections and Reapportionment).
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0074

Multiple Scalogram Analysis

MSA

Office of Computational Sciences
Educational Testing Service

Procedure due to:

Program due to:

Adaptation due to:

Advisor on use:

MAP

IBM 360/65

L. Guttman
J. Lingoes
University of Michigan

J. Lingoes
University of Michigan

D. Kirk
Educational Testing

Service

H. Harman
Educational Testing

Service

Decks and listings presently available

Mr. Ernest Anastasio, Office of Data
Analysis Research, Educational Testing
Service, Rosedale Road, Princeton,
N.J. 08540
Tel.: (609) 921-9000 ext. 2552

FUNCTIONAL ABSTRACT

This program performs a multiple scalogram analysis using the
method of James Lingoes'. Do not confuse this with Guttman-
Lingoes Multidimensional scalogram analysis which is available
under the name of MSA-I (EIN Abstract 000 0070).

REFERENCES

1. Lingoes, J.C., "A Set-Theoretic Model for Analyzing Dichoto-
mous Items," J. of Ed. Psych. Meas., 23, pp. 501-524, (1963).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0080

Synagraphic Mapping Program

SYMAP

Washington University
Computing Facilities

Harvard University Graduate School of
Design

FORTRAN IV

IBM 360/50

Proprietary; available for use but not
distribution

Dr. Charles Drebes, ManageT, Scientific
Data Processing, Computing facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

SYMAP is a computer program designed to allow city planners,
geographers and others to produce low cost graphic displays
of spatial patterns using standard computer line printers, by
producing maps which graphically depict spatially disposed
quantitative and qualitative information. It is suited to
a broad range of applications, and is provided with numerous
options to meet widely varying requirements. Raw data of every
kind (physical, social, economic, etc.) when given to the
computer may be related, manipulated, weighted, and aggregated
in any manner desired. By assigning values to the coordinate
locations of data points or data zones, one or more of three
types of map may be produced, as specified by the user: conformant
(choropleth), contour, and proximal. Potential applications
are independent of the scale at which one wishes to display
data. Studies (at other universities) have included a living
cell, land parcels, blocks, tracts, towns, states, and continents.
In each case, a common factor was the spatial distribution of
a variable and a need to display the patterns associated with
this distribution.

REFERENCES

Reference ManuaZ for Synagraphic Computer Mapping--"SYMAP"
(Cambridge, Mass.: Harvard Univ. Grad. Sch. of Design,
Comp. Graph. Lab.).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0093

Mathematical Programming System

MPS/360

Washington University
Computing Facilities

IBM Application Program

360 Assembly Language

IBM 360/50

Proprietary: available for use at
Washington University. Available for
distribution from IBM.

Dr. C. B. Drebes, Mgr., Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

Linear programming (LP) is a mathematical technique designed to
analyze the potentialities of alternate business activities
and to choose those that permit the best use of resources in
the pursuit of a desirable objective. It has many uses. For
example, it can analyze capital, raw materials, manpower, plant
and storage facilities and then translate its findings into
minimum costs and maximum profits for its user; it can be used
to allocate, assign, schedule, select or evaluate whatever
possibilities limited resources possess for diffrent jobs;
it can blend, mix, distribute, control, order, budget, bid,
cut, vrim, price, purchase, and plan; it can deduce the most
profitable method of transporting goods from plant to warehouse
to outlet.

MPS/360 is composed of a set of procedures, a subset of which
deals only with LP. The strategy for solving an LP problem
is the ordered execution of a series of these procedures. A
second set of procedures handles separable programming problems

The user conveys the proposed strategy to MPS via the MPS con-
trol language. The procedure call statement of the control

continued
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EDUCOM

CD

language calls the LP procedures and transfers arguments to CD

them. MPS control statements are preprocessed by the control
program COMPILER. CD

MD

A catalogued procedure is available for simple linear programming
models, reducing the user's work to merely data arrangement.

REFERENCES

Mathematical Programming System/360, Application Description
(IBM Manual GH20-0136-3), (White Plains, N.Y.: IBM Corp.
Tech. Pub. Depart., 1969).

Mathematical Programming System/360 (360A-00-14X), Version 2,
ControZ Language User's Manual (IBM Manual GH20-0290-3),
(White Plains, N.Y.: IBM Corp. Tech. Pub. Depart., 1969).

MathematicaZ Programming System/360 (360A-00-14X), Version 2,
Linear and Separable Programming User's Manual (IBM
Manual GH20-0476-0), (White Plains, N.Y.: IBM Corp.
'Tech. Pub. Depart., 1969).

Mathematical Programming System/360 (360A-00-14X), Message
ManuaZ (IBM Manual GH20-0603-0), (White Plains, N.Y.:
IBM Corp. Tech. Pub. Depart , 1969).

Copies of these manuals can be obtained through IBM branch
offices.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0095

University of Maryland Test Scoring
Program (Version 4)

UOM 32

University of Maryland
Computer Science Center

Dr. George Green
University of Maryland

FORTRAN IV

UNIVAC 1108

Decks and listings presently available

Mr. Sam Steinberg, Program Librarian
Computer Science Center, University
of Maryland, College Park, Md. 20740
Tel.: (301) 454-4261

FUNCTIONAL ABSTRACT

This system scores objective tests recorded on Digitek Optical
Reader Sheets. Using an answer key it scores tests of up to
160 items for any number of students.

Output

1. A listing of students' answers to each question is optional.

2. For each student, the program lists the number of questions
answered right, the number wrong, and the number omitted.
Optionally int-luded is a score which imposes a penalty for
wild guessing. A standardized T score (which has an arith-
metic mean of 50 and a standard deviation of 10) is also
printed for each student.

3. A frequency distribution (histogram) and the mean and standard
deviation of the scores are printed.

4. An item analysis is printed for each question on the examina-
tion.

8/70

a) P (Difficulty Index) is the proportion of the total group
who answer the question correctly. Items having a

continued
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difficulty index of .50 provide maximum differentiation
among students. Good tests contain items having dif-
ficulty indices in the middle range (.25 to .75).

b) D (Discrimination Index) measures the power of a single
item to discriminate between the upper and lower halves
of the student group, divided as to total scores. A
good classroom test should have indices of discrimination
of .30 or better.

Also printed are the responses to each item by the high
and low scoring groups. The correct answer is indicated.

The three statistics which follow the D index are used for
similar purposes and are consistent in meaning with it. All
are discrimination indices expressing the relationship be-
tween item success and the total score (the criterion).

c) PHI (Phi coefficient) is an index of discriminating power
when the criterion variable is a natural dichotomy and

must be used as such; i.e., high-low, good-poor, etc.
No assumptions are made about the form of the distribu-
tion of the group.

d) RPBI (Point biserial correlation coefficient) is an index
of discriminating power when the criterion is a continuous
variable. No assumptions are made about the form of the
distribution of the group.

e) RB (Biserial correlation coefficient) is an index of dis-
criminating power requiring the assumption that one of
the normally distributed underlying variables has been
forced into a dichotomy.

The choice among these depends partly on the purpose for which
the test and item analysis data are to be used, and partly on
the cOnvenience with which each statistic serves that purpose.
For most classroom examinations, the D statistic is most
easily understood; it will identify items with little internal-
consistency discriminating power and lead to greater efficiency
of measurement when revising a test to contain the more dis-
criminating items. It should be noted, however, that when RB
and RPBI are used, the indices are usually not equal. RB tends
to be substantially larger than RPBI.

continued
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LI)

0 An overall measure of test peliability is provided by

Kuder Richardson No. 20 and No. 21 statistics. This is
an estimate of how close the same set of scores would
result if the same set of items were given again. Most
test writers settle with reliabilities over .60 for
teacher-made tests. An index of .80 and above reveals
a highly reliable examination.

Formulae

Phi Coefficient

BC AD

0 = [(A + B) (C + D) (A +

Point Biserial Correlation

P It
r
pbi S

t
/ q

I = the mean of all scores

Xp = the mean of all scores in the upper half

t
= the mean of all scores in the lower half

p = proportion of individuals in upper half

q = proportion of individuals in lower half

S. = standard deviation of all scores

Biserial Correlation

X,
P

r .
- t

r X
Ts

t

P = proportion of cases in the upper group X proportion
of cases in the lower group; P = pq

y = height of ordinate of unit normal curve at point of
division between p and q

Discrimination Index

DIS -
X Z

X 2

8/70 3
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X = total correct answers in upper half

Z = total correct answers in lower half

N = sample size

Kuder-Richardson 20

(S2 PQ)NCL. tK R (20) =
S.2t

Kuder Richardson 21

It(NQt)1KR (21) NV 5(
[1

NQ

NQ = the number of questions

PQ = p times q summed over all questions

Correction for Guessing

Raw Score = R
A 1

R = Rights

W = Wrongs

A = Number of options per item (2 to 5)

REFERENCES

Ebel, R.L., Measuring Educational Achievements, (Prentice-Hall,
Inc., New Jersey, 1965).

Lindquist, E.F., (Ed.), Educational Measurement, (American
Council on Education, Washington D.C., 1951).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0099

Information Retrieval Services

University of Georgia
Computer Center

Information Science Group
University of Georgia

Assembler Language & PL/1

IBM 360/65

Proprietary; available for use but
not for distribution

Miss Margaret Park, Supervisory
Inform. Scientist, Computer Center,
The Univ. of Ga., Athens, Ga. 30601
Tel.: (404) 542-3741

FUNCTIONAL ABSTRACT

In any endeavor, scientists need to keep constantly abreast of
activities in their field of interest, to be on the lookout
for new ideas, and to maintain a library of useful references.
The proliferation of new scientific knowledge is rapidly out-
pacing the capabilities of conventional information-handling
and publishing techniques. Scientists are now turning to
computer-based methods to help speed and channel the flow of
information on a timely basis.

The Computer Center at the University of Georgia is actively
engaged in establishing an Information Center. Mechanized data
bases from several scientific organizatiuns are presently
available and in use at the Center. Subject areas currently
represented are biology, biochemistry, nuclear science, and
chemistry, including structural data files for chemical com-
pounds. Other tape services in fields such as medicine,
engineering, physics, geology, etc., will be added as interst
is expressed in these subject areas.

The Computer Center's Information Sciences Unit offers assis-
tance in creating search profiles and current awareness and
retrospective searches of the scientific literature.

1/71 1
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The staff of the Ccmputer Center incluues highly trained pro-
fessionals in practically every subject discipline. In addi-
tion to chemists and a microbiologist in the Information
Sciences Unit, the Center also has full time staff with
specialties in physics, engineering, statistics, biology, and
forestry, with consulting staff available in other disciplines.
All staff are also familiar with computer systems and their
applications.

The Computer Center is constantly seeking better ways to sa'Asfy
the information requirements of the scientific community and
we will greatly appreciate any suggestions made in this
direction. New services will be added as rapidly as possible
to meet newly identified needs and uses.

Persons desiring to use the Information Retrieval Services are
directed to the contact person.

2
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

000 0111 (a) (c)

Test-Scoring and Item-Analysis Package

(a) QUICKSCORE; (b) ITEMSTEP; (c) ITEMRS

Wharton Computational Services
Wharton School of Finance and Commerce
UniveTsity of Pennsylvania

Daniel Ashler
Daniel Bricklin
David Sheinson

Wharton Computational Services

LANGUAGE FORTRAN

COMPUTER IBM 360/75

PROGRAM AVAILABILITY Available to process data at Wharton
Computational Services

CONTACT Daniel Ashler, Wharton Computational
Services, Wharton School of Finance and
Commerce, Dietrich Hall, University of
Pennsylvania, Philadelphic, 13'.. 19104
Tel.: (215) 594-6422

FUNCTIONAL ABSTRACT

The Test-Scoring and Item-Analysis Package currently consists of
three programs, QUICKSCORE, ITEMSTEP, and ITEMRS. Together, they
provide a flexible facility for tasks that range from simple scor-
ing of tests to the most sophisticated test analysis currently
available. The best features of item-analysis programs in use on
various campuses haw. been incorporated.

QUICKSCORE

...is the least expensive of the three programs to use. It scores
tests and lists the examinees and their scores, first in alpha-
betical order and then in orde/ of score. Up'to 500 examinees can
be scored at once. However, the input can be "batched;" that is,
several groups of cards of up to 500 each can be scored in this
manner, one after another. Beside each examinee's name is printed
his Social Security number, his score (which has been corrected

continued q
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for chance success), the number of items that he got correct,
that he got incorrect, that he omitted, and the number of items
not reached. The corrected score gi7es +1 for each item answered
correctly and -1/(c-1) for each answered incorrectly, where c is
the number of choices per item. Omitted items are scored 0.

A brief item analysis is then performed for each question. First,
the estimated fraction of the examinees who knew the right answer P
is computed (diffi:ulty of question). The examinees are then
partitioned into an upper and a lower group on the basis of total

71

;,

test score, these groups being equal or nearly equal in size. A
2X2 table is constructed as follows.

No. Rights
Upper half
Lower half

A
No. Wrongs

Two indices are computed on this table:0 correlation coefficient
(PHI) and a ratio index (RI). For a test with N choices per ques-
tion and U examinees in the upper half and L examinees in the lower,
the two indices are defined as follows.

where

and

AD - BC
PHI

[(A+B) (A+C) (C+D) (B+D)]1/2

2
RI = arctan log2 (UPSC/LOWE'7),

UPSC
A - B/(N-1) 1

C - D/(N-1) 1LOWSC = +

Both indices can have values in the range -1 to 1. The ratio
indexreflects the extent of discrimination between the upper and
lower groups as well as the correlation of the score on the given
question with total test score.

A vertical histogram of the score distribution follows, in which,
however, minus scores, scores of zero, and scores of one are all
counted in the score category of one. Test statistics follaw, in
which are given the number of questions in the test, the number
of choices per item, the number of examinees, a copy of the scor-o
ing key, and the means, standard deviations, and variances of the
scores.

-

continued
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ITEMSTEP

...not only performs the same scoring as QUICKSCORE but also pro-

vides fuller item analysis and a stepwise-reduction feature. After

scoring and analysis, one or more questions (items) are deleted

on the basis of some criterion (supplied as a parameter), after

which the shortened test is rescored and reanalyzed. The cycle

of shortening and reprocessing is repeated as many times as speci-

0 fied. One of three different indices may be specified, on the

0 basis of which the less desirable items shall be eliminated. The
0

first is the W index, which is a weighted combination of the Davis'

difficulty and discrimination indices. The second is the P-adjusted

index, which is the proportion of correct responses, adjusted or

corrected for chance success. The third is the contribution of

the item to the total test variance. The user specifies either the

index level required for retention of an item or that some fixed
number of items with the worst index values be dropped at each

cycle. A reliability coefficient is also computed. The stepwise-
reduction process tends to produce successive score distributions

that are more and more rectangular.

ITEMRS

...is the most advanced item-analysis program presently available.

First, it provides a header page, in which the indices are ex-

plained. Then there are optional printouts of the main matrices
produced during the run: namely, the sum-of-products matrix,
variance-covariance matrix, and the product-moment correlation

matrix. (It should be noted that the correlations are product-
moment and not point biserial because the items are not scored

dichotomously.) Next, an optional cluster analysis is performed

on the correlations after they have been transformed to Fisher's

Z's. (A cluster analysis is quicker and less expensive than
'factor analysis and for many purposes is just about as useful.)

Each pass produces larger clusters and fewer of them.

Next, the examinee's scores are listed in a tabulation like that
of QUICKSCORE, in order by name and then by score. Alongside
the listing of the scores are 16 blank columns. If desired, data

may be printed in these columns, such as scaled scores, grades,

or comments. (For example, to print scaled scores, one provides

a card for each possible score that can be obtained, specifying
what shall be printed for that score,)

A large number of indices are computed for each item, including
P (proportion of correct responses) and Q (proportion of incorrect
responses), both unadjusted and adjusted for chance success; the
variance contribution of the item; the product-moment correlation
of the item with the total score; the "latent" correlation, which

continued
CD

C>

2/70 3

27



EDUCATIONAL INFORMATION NETWORK EDUCOM

000 0111 (a) (c)

is the estimate of the correlation between the underlying ability o
to answer the item correctly and the total score; and the Fisher's
7, transform of the productmoment correlation. Also, the effective
number of choices (Chat is, the number of choices that actually
attracted examinees) the estimated proportion who knew the answer
(based on the effective number of choices) , the Davis difficulty
and discrimination indices, the W index, which is a weighted com- n

bination of the Davis indices, and the index DICAP, which measures
the deviation of the responses to this item from the ideal pattern
in which SO% of the examinees would choose the correct alternative
and the remaining SOt would distribute equally over the remaining
alternatives. Optionally, a tabulation of the number of responses
to each alternative is given for each fifth of the examinees.

Following the item analysis, a histogram is printed, followed by
test statistics, including the covariance reliability coefficient,
the KR-20 reliability coefficient, the standard error of measure-
ment, the variance error of measurement, and the test mean, stan-
dard deviation, and variance of total test scores.

REFERENCES

1. Davis, F.B., Item AnaZysis Data (Harvard University Press,
Cambridge, Mass., 1949).
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AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

EDUCATIONAL INFORMATION NETWORK

000 0118

Cros5-Cu1tura1 Comparison

POLYCOMP

Dartmouth College
Kiewit Computation Center

Written by William Koenig, Class of 1970,
for James Fernandez, Department of
Anthropology, Dartmouth College

Dartmouth BASIC

GE-635

Magnetic tape and listings presently
available

CONTACT A. Kent Morton, EIN Technical Repre-
sentative, Kiewit Computation Center,
Dartmouth College, Hanover, N.H. 03755
Tel.: (603) 646-2364

FUNCTIONAL ABSTRACT

POLYCOMP is designed for cross-cultural comparison using the
data contained in Murdock's Ethnographic Atlas.' (If a copy
of the "Ethnographic Atlas Codesheet"2 is not immediately avail-
able, selected portions of it may be examined during the running
of the program, or by running ETHCODE, EIN No. 000 0119.) The
user has the option of working with either one or two groups of
cultures (or political units). Up to 20 cultures may be assigned
to each group. A comparison is first made for each unit with
each of the 92 characteristics from the Ethnographic Atlas
compared for each culture against every other culture in that
group. Characteristics with "insufficient information" are
discounted.

The user then has the option of having the identity matrices
printed out in one of two formats, after which he may weight
the characteristics according to his own preference and obtain
a new comparison table.

POLYCOMP may be used in coajunction with ETHCODE, ETHDGRE,
ETHRAND, ETHINFO, ETHATLAS, CULTCOMP, and CULTP1K (EIN Nos.
000 0119-000 0125).

10/70
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REFERENCES

1. Murdock, G.P., EthnoZogy Atlas, (Univ. of Pittsburgh Press,
Pittsburgh, Pa., 1967).

2. "Ethnographic Atlas Codesheet", (Depart. of Anthrop., College
Museum, Dartmouth College, Hanover, N.H., 1970), Revised.
Available from the EIN Office at the cost of reproduction
and mailing.

3. Murdock, G.P., "Ethnographic Atlas: A Summary", Ethnology,
VI, 2, (April 1967).

4. "Ethnographic Atlas", by the editors of Ethnology, I, 1,

(Jan., 1962)q//, 3, (July, 1968), installments of infor-
mation in each issue.

5. Barry III, H., "Ethno", (Ethnology version of Ethnographic
AtZas, Univ. of Pittsburgh, Pittsburgh, Pa., 1970).
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COMPUTER
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EDUCATIONAL INFORMATION NETWORK

000 0119

Major characteristics from Murdock's
Ethnographic Atlas

ETHCODE

Dartmouth College
Kiewit Computation Center

Program written by William Koenig,
Class of 1970, for James Fernandez,
Department of Anthropology, Dartmouth
College

Codesheet revised from that of Herbert
Barxy III, Department of Anthropology,
University of Pittsburgh

Dartmouth BASIC

GE-635

Magnetic tape and listings presently
available

CONTACT A. Kent Morton, BIN Technical Repre-
sentative, Kiewit Computation Center,
Dartmouth College, Hanover, N.H. 03755
Tel.: (603) 646-2864

FUNCTIONAL ABSTRACT

ETHCODE is a driver program for the sub-program CODESHEET,
which contains the 48 major characteristics from the Ethnographic
Atlas1-5. After these have been listed, the user has the option
to see the individual codings and subdivisions for any of these
major characteristics. The output takes the form of a list
with matching column and code numbers as they appear in "Ethno-
graphic Atlas Codesheet"2. This program is, in effect, a
partial replacement for the complete codesheet, if the user
does not have one available. Requests to have individual
codings output should be limited to only a few of the major
characteristics, as the complete codesheet produces many pages
of output and requires considerable time.

REFERENCES

1. Murdock, G.P., EthnoZogy AtZas, (Univ. of Pittsburgh Press,
Pittsburgh, Pa., 1967).
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2 "Ethnographic Atlas Codesheet", (Depart. of Anthrop.,

College Museum, Dartmouth College, Hanover, N.H., 1970),

Revised. Available from the EIN Office at the cost of

reproduction and mailing.

3. Barry III, H., "Ethno", (Ethnology version of Ethnographic

AtZas, Univ. of Pittsburgh, Pittsburgh, Pa., 1970).

4. "Ethnographic Atlas", by zhe editors of Ethnology, I, 1(Jan.,

1962)V//, 3,(July, 1968), installments of information in

each issue.

S. Murdock, G.P., "Ethnographic Atlas: A Summary", Ethnology,

VI, 2,(April, 1967).
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DESCRIPTIVE TITLE Random Samples of Cultures

CALLING NAME ETHDGRE

0
INSTALLATION NAME Dartmouth College

Kiewit Computation Center

AUTHOR(S) AND Program written by William Koenig,
AFFILIATION(S) Class of 1970, for James Fernandez,

Department of Anthropology, Dartmouth
College

Data collected by Daniel Gordon, De-
partment of Sociology, University of
Oregon, from Murdock's Ethnographic
AtZais

LANGUAGE Dartmouth BASIC

COMPUTER GE-635

PROGRAM AVAILABILITY Magnetic tape and listings presently
available

CONTACT A. Kent Morton, EIN Technical Repre-
sentative, Kiewit Computation Center,
Dartmouth College, Hanover, N.H. 03755
Tel.: (603) 646-2864

FUNCTIONAL ABSTRACT

One of the chief problems in making cultural comparisons and
gathering a random sample of cultures is making sure they are
not so close together as to share many characteristics due to
diffusion and common environmental pressures. In order to
avoid this, cultural anthropologists employ a 3degree rule, to
insure a geographical separation. Respecting this rule, ETHDGRE
randomly selects one culture (if any cultures have been recorded1
to exist in the sample) in each of the 72 cells of 30degree lati-
tude and longitude on mercator projection. Each selected culture
is then compared with the cultures of the neighboring cells to
check for the 3degree rule. This includes checking cultures
of the far west with cultures of the far east, and those of the
far north with those of the far south, when such cultures exist.

. Output is in the form of a simple list or a two-page map with
30degree cells indicated.

continued
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The user cannot be guaranteed to get a sample of given size by
using ETHDGRE, whereas ETHRAND (EIN No. 000 0121) will supply
a sample of 50 cultures (and consume considerably more time in
doing so).

Other programs which might be useful in conjunction with this
one include ETHINFO, ETHCODE, ETHATLAS, CULTCOMP, CULTPIK,
and POLYCOMP, (EIN No. 000. 0118 000 0119, 000 0122 - 000 0125).

REFERENCES

1. "Condensed Geographic Codesheet of the Ethnographic Atlas:
861 Cultures", (Depart. of Anthrop., College Museum, Dartmouth
College, Hanover, N.H., 1970).

2. McNett, C.W., and Kirk, R.E., "Drawing Random Samples in
Cross-Cultural Studies; A Suggested Method", Amer. Anthrop.,
70, 1, (Feb. 1968).

1-4
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INSTALLATION NAME
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AFFILIATION(S)
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Random Sample of 50 Cultures

ETH-RAND

Dartmouth College
Kiewit Computation Center

Program written by William Koenig,
Class of 1970, for James Fernandez,
Department of Anthropology, Dartmouth
College

Data collected by Daniel Gordon, De-
partment of Sociology, University of
Oregon, from Murdock's Ethnographic
Atiae

LANGUAGE Dartmouth BASIC

COMPUTER GE-635

PROGRAM AVAILABILITY Magnetic tape and listings presently
available

CONTACT A. Kent Morton, EIN Technical Repre-
sentative, Kiewit Computation Center,
Dartmouth College, Hanover, N.H. 03755
Tel.: (603) 646-2864

FUNCTIONAL ABSTRACT

ETH-RAND provides an alternative to ETH-DGRE (EIN No. 000 0120)
in randomly selecting a sample of 50 cultures separated by the
3-degree rule. The program initially selects a random point
of specific latitude and longitude. With this point as an
origin the program then lays out a mercator projection and
selects 50 points by randomly choosing latitude and longitude
points which are then converted to points on the normal mercator
projection map. ETH-RAND then examines the 30-degree cell in
which this point lies and the eight surrounding cells to deter-
mine the culture closest to this point. This culture must pass
the 3-degree rule or the program persists until it has found the
closest culture which does pass the test. The program then
prints out the coordinates of the random point, followed by
the selected culture and its coordinates.

continued



EDUCATIONAL INFORMATION NETWORK EDUCOM

000 0121

The program CULTCOMP (EIN No. 000 0124) and ETH-INFO (EIN No.

000 0122) may be employed to gather additional information on
these cultures.

REFERENCES

"Condensed Geographic Code Shi.iet of the Ethnographic Atlas: 861

Cultures", (Depart. of Anthrop., College Museum, Dartmouth
College, Hanover, N.H., 1970).

McNett, C.W., and Kirk, R.Ep, "Drawing Random Samples in Cross-
Cultural Studies; A Sugge3ted Method", Amer. Anthrop., 70,
1, (Feb., 1968).

2
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

000 0122

Demographic Information from Murdock's
Ethnographic Atlas

ETH INFO

Kiewit Computation Center
Dartmouth College

Program written by William Kcenig,
Class of 1970, for James Fernandez,
Department of Anthropology, Dartmouth
College

Data collected by Daniel Gordon, De-
partment of Sociology, University of
Oregon, from Murdock's Ethnographic
Atlas

Dartmouth BASIC

GE-635

Magnetic tape and listings presently
available

CONTACT A. Kent Morton, EIN Technical Representa-
tive, Kiewit Computation Center, Dartmouth
College, Hanover, N.H. 03755
Tel.: (603) 646-2864

FUNCTIONAL ABSTRACT

ETH-INFO provides information on any of 861 cultures contained
in the random access file DEGRE. Output consists of a table
which shows the culture(s) of interest to the user, regional
identification, latitude, longitude, size of population, year
data were collected, and the year the population estimate was
made. Definitions of regional identifications are output on
request.

Other programs which might be useful in conjunction with ETHINFO
include ETHCODE, ETHDGRE, ETHRAND, ETHATLAS, CULTCOMP, CULTP1K,
and POLYCOMP, (EIN Nos. 000 0118 000 0125).

REFERENCES

Murdock, G.P., Ethnology Atlas, (Univ. of Pittsburgh Press,
Pittsburgh, Pa., 1967).
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Barry III, H., "Ethno", (Ethnology version of Ethnographic Atlas,
Univ. of Pittsburgh, Pittsburgh, Pa., 1970).

"Ethnographic Atlas", by the editors of Ethnology, I, 1,(Jan.,
1962)V//, 3, (July, 1968), installments of information in
each issue.

Murdock, G.P., "Ethnographic Atlas: A Summary", Ethnology, VI,
2, (April, 1967).

2
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

000 0123

Comparison of Characteristics from
"Ethnographic Atlas"

ETHATLAS

Dartmouth College
Kiewit Computation Center

James Fernandez, Department of
Anthropology, Dartmouth College

Modified by Mark Hebenstreit, Class of
1970

Data coded by Herbert Barry IIT, De-
partment of Anthropology, University
of Pittsburgh

Dartmouth BASIC

GE-635

Magnetic tape and listings presently
available

CONTACT A. Kent Morton, EIN Technical Repre-
sentative, Kiewit Computation Center,
Dartmouth College, Hanover, N.H. 03755
Tel.: (603) 646-2864

FUNCTIONAL ABSTRACT

ETHATLAS scans data from the "Ethnographic Atlas" (92 charac-
teristics of 1168 societies). It will compare any two charac-
teristics on a presence or absence basis and compute degrees
and significance of association. Any five conditions can be
held constant. Thus, for example, the association may be
computed fov ohly those societies with intense agTiculture
or with patrilineal descent.

The program may be run only in consultation with the "Ethno-
graphic Atlas Codesheet"1 obtainable from the Department of
Anthropology. If a codesheet is not immediately available,
selected portions of it may be examined by running ETHCODE,
(EIN No. 000 0119). The codesheet gives the column numbers
of the various characteristics and the coding relevant to
decisions as to their presence or absence.

10/70
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EDUCOM

REFERENCES a
1. "Ethnographic Atlas Codesheet", (Depart. of Anthrop., College

Museum, Dartmouth College, Hanover, N.H., 1970), Revised.
Available from the EIN Office at the cost of reproduction
and mailing.

2. Murdock, G.P., EthnoZogy Atlas, (Univ. of Pittsburgh Press,
Pittsburgh, Pa., 1967).

3. Barry III, H., "Ethno", (Ethnology version of Ethnographic
Atlas, Univ. of Pittsburgh, Pittsburgh, Pa., 1970).

4. "Ethnographic Atlas", by the editors of Ethnology, I, 1,
(Jan., 1962)-47/X, 3, (July, 1968), installments of informa-
tion in each issue.

5. Murdock, G.P., "Ethnographic Atlas: A Summary", Ethnology,
VI, 2, (April, 1967).

2
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DESCRIPTIVE TITLE Cultural Comparison

CALLING NAME CULTCOMP
0

INSTALLATION NAME Dartmouth College
Kiewit Computation Center

AUTHOR(S) AND Program written by William Koenig,
AFFILIATION(S) Class of 1970, for James Fernandez,

Dept.rtment of Anthropology, Dartmouth
College

Revised by Mark Hebenstreit, Class of
1970

Data from the "Ethnographic Atlas"
were obtained from Herbert Barry III,
Department of Anthropology, University
of Pittsburgh

LANGUAGE Dartmouth BASIC

COMPUTER GE-635

PROGRAM AVAILABILITY Magnetic tape and listings presently
available

CONTACT A. Kent Morton, EIN Technical Repre-
sentative, Kiewit Computation Centerb
Dartmouth College, Hanover, N.H. 03755
Tel.: (603) 646-2864

FUNCTIONAL ABSTRACT

CULTCOMP retrieves coded data from George Peter Murdock's
Ethnographic Atlas and translates them for cultural comparison.
The user learns the degree of similarity and dissimilarity
between the two cultures of his choice, and has the option to
see a print-out in chart form which gives relevant character-
istics for each culture. Data are available on 1168 cultures.
In the event a codesheet is not available, the user has the
option to list all 1168 cultures for examination.

REFERENCES

Murdock, G.P., EthnoZogy Atlas, (Univ. of Pittsburgh Press,
Pittsburgh, Pa., 1967).

10/73 1
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Barry III, H., "Ethno", (EthnoZogy version of Ethnographic a
Atlas, Univ. of Pittsburgh, Pittsburgh, Pa., 1970).

"Ethnographic Atlas", by the editors of Ethnology, I, 1,(Jan.,
1962)-47//, 3, (Ju1y, 1968), installments of information
in each issue.

Murdock, G.P., "Ethnographic Atlas: A Summary", Ethnology, VI,
2,(April, 1967).
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DESCRIPTIVE TITLE0
0 CALLING NAME0
0

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

EDUCATIONAL INFORMATION NETWORK

000 0125

Culture Identification

CULTPIK

Dartmouth College
Kiewit Computation Center

Program written by William Koenig,
Class of 1970, for James Fernandez,
Department of Anthropology, Dartmouth
College

LANGUAGE Dartmouth BASIC

COMPUTER GE-635

PROGRAM AVAILABILITY Magnetic tape and listings presently
available

CONTACT A. Kent Morton, EIN Technical Repre-
sentative, Kiewit Computation Center,
Dartmouth College, Hanover, N.H. 03755
Tel.: (603) 646-2864

FUNCTIONAL ABSTRACT

CULTPIK allows the user to identify those cultures which satisfy
any selected set of characteristics. Characteristics may be
selected from Murdock's Ethnographic Atlas1 or from Textor's
Cross-CuZtural Summary2. Complete codesheets may be obtained
from the Department of Anthropology, College Museum, Dartmouth
College. Portions of the codesheets may be examined by run-
ning either ETHCODE (EIN No. 000 0119) or TEXCODE (BIN No.
000 0127).

REFERENCES

1. Murdock, G.P., Ethnographic Atlas, (Univ. of Pittsburgh
Press, Pittsburgh, Pa., 1967).

2 Textor, R.B., Comp., A Cross Cultural Summary, (HRAF Press,
New Haven, Conn., 1967).

3. "Cross-Cultural Survey", Codesheet for R.B. Textor's finished
characteristics from A Cross-Cultural Summary, (Dept. of
Anthrop., College Museum, Dartmouth College, Hanover, N.H.).
Available from the EIN Office at the cost of reproduction
and mailing.
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4. Barry HI, H., "Ethno", (Ethnology version of Ethnographic
AtZas, Univ. of Pittsburgh, Pittsburgh, Pa., 1970).

5. "Ethnographic Atlas" by the editors of Ethnology, I, 1,(Jan.,
1962)--v//, 3,(July, 1968), installments of information in
each issue.

6. Murdock, G.P., "Ethnographic Atlas: A Summary", Ethnology,
VI, 2, (April, 1967).

2
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DESCRIPTIVE TITLE Fini3hed Characteristics of 400 Cultures

CALLING NAME TEXTOR

INSTALLATION NAME Dartmouth College
Kiewit Computation Center

AUTHOR(S) AND Written by William Koenig, Class of 1970,
AFFILIATION(S) for James Fernandez, Department of

Anthropology, Dartmouth College

Data for the 400 cultures were compiled
by Robert B. Textor

LANGUAGE Dartmouth BASIC

COMPUTER GE-635

PROGRAM AVAILABILITY Magnetic tape and listings presently
avai:.able

CONTACT A. Kent Morton, EIN Technical Repre-
sentative, Kiewit Computation Center,
Dartmouth College, Hanover, N.H. 03755
Tel.: (603) 646-2864

FUNCTIONAL ABSTRACT

TEXTOR reproduces the dichotomies for the finished characteris-
tics of 400 cultures as constructed by Robert B. Textorl. The
user has the option of seeing a list of the major characteristic
categories, as well as selected sub-divisions, just as in TEX
CODE (EIN No. 000 0127).

REFERENCES

1. Textor, R.B., Comp., A Cross-Cultural Summary, (HRAF Press,
New Haven, Conn., 1967).
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DESCRIPTIVE TITLE Finished characteristics from Textor's
A Cross-Cultural Summary

CD CALLING NAME TEX-CODE

INSTALLATION NAME Dartmouth College
Kiewit Computation Center

AUTHOR(S) AND Written by William Koenig, Class of
AFFILIATION(S) 1970, for James Fernandez, Department

of Anthropology, Dartmouth College

LANGUAGE Dartmouth BASIC

COMPUTER GE-635

PROGRAM AVAILABILITY Magnetic tape and listings presently
available

CONTACT A. Kent Morton, EIN Technical Repre-
sentative, Kiewit Computation Center,
Dartmouth College, Hanover, N.H. 03755
Tel.: (603) 646-2864

FUNCTIONAL ABSTRACT

Forty-four major divisions of Textor's finished characteristics1
are first printed out, after which the user is given the chance
to see selected portions in detail.

TEXCODE may be used in conjunction with TEXTOR, (EIN No. 000 0126),
or CULTPIK, (EIN No. 000 0125).

REFERENCES

1. Textor, R.B., Comp., A Cross-Cultural Summary, (HRAF Press,
New Haven, Conn., 1967).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR() AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCATIONAL INFORMATION NETWORK

000 0132

Biomedical Computer Programs

BMD

Washington University
Computing Facilities

Health Sciences Computing Facility
University of California, Los Angeles

FORTRAN IV

IBM 360/50

Proprietary; available for use at
Washington University. Available
for distribution from authors.

Dr. C. B. Drebes, Mgr., Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

The BMD package contains a variety of statistical programs in
the following areas.

Description and Tabulation

Multivariate Analysis
a. Factor Analysis
b. Discriminant Analysis
c. Canonical Analysis

Regression Analysis
a. Linear
b. Polynomial
c. Asymptotic

Analysis of Variance and Covariance

Time Series Analysis

Special Programs
a. Life Table and Survival Rate
b. Contingency Table Analysis
c. Biological Assay
d. Guttman Scaling
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o
REFERENCES o

o
Dixon, W.J., Ed., BMD: Biomedical Computer Programs (Berkeley: o

Univ. o Cal. Press, 1968). w
NJ

Dixon, W.J., Ed., BMD: Biomedical Computer Programs, X-series
Supplement (Berkeley: Univ. of Cal. Press, 1969).
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tsr) DESCRIPTIVE TITLE General Purpose Simulation System
o

CALLING NAME GPSS
CD

INSTALLATION NAME Washington University
Computing Facilities

AUTHOR(S) AND IBM Application Program
AFFILIATION(S)

LANGUAGE 360 Assembly Language

COMPUTER IBM 360/50

PROGRAM AVAILABILITY Proprietary, available for use at
Washington University. Available
for distribution from IBM.

CONTACT Dr. C.B. Drebes, Mgr., Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) g63-0100 ext. 3141

FUNCTIONAL ABSTRACT

GPSS is a transaction-oriented language desived for conducting
evaluations and experiments concerning the behavior of systems,
methods and processes. It has a modular structure which per-
mits "transactions" to flow through the system, where their
interactions can be observed and modified. A "clock" is main-
tained by which events are either scheduled to occur or else
determined by one of the eight random number generators provided.
Information can be obtained regarding sequencing of operations,
scheduling and allocation rules, inventories, queuing disciplines,
machine failures, etc. In general, various trade-offs between
cost and performance can be studied.

REFERENCES

General Purpose Simulation System/360, Introductory User's Manual
(IBM Manual GH20-0304-0), (White Plains, N.Y.: IBM Corp.
Tech. Pub. Depart., 1969).

GeneraZ Purpose Simulation System/360, User's ManuaZ (IBM Manual
GH20-0326-3), (White Plains, N.Y.: IBM Corp. Tech. Pub.
Depart., 1969).

GeneraZ Purpose Simulation Sy8tem/3603 OS (360A-CS-17X) Operator's
Manual (IBM Manual H20-0311), (White Plains, N.Y.: IBM Corp.
Tech. Pub. Depart., 1969). 0
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DESCR:PTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCATIONAL INFORMATION NETWORK
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A Primal-Dual Transportation Algorithm

TRANSPRT

Washington University
Computing Facilities

D.E. Burlingame
Washington University Computing
Facilities

FORTRAN IV

IBM 360/50

Deck and listing presently available

Dr. C.B. Drebes, Mgr., Scientific
Data Prucessing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

TRANSPRT solves a standard transportation problem using the
primal-dual transportation algorithm. This program solves a
model in which the objective is to "transport" a single com-
modity from various origins to different destinations at a
minimum total shipping cost. The availability at each origin,
the demand at each destination, and the cost to ship one unit
of the project from any origin to any destination are required
inputs to this model. This model can be applied to certain
other types of industrial or business problems that have nothing
to do with shipping. Personnel assignment, machine assignment,
product and inventory scheduling are a few such applications.

The program utilizes integer arithmetic and requires integer
input. If the sum of the origin availabilities is not equal
to the sum of the destination requirements, an artificial
origin or destination is set up, with zero costs, to handle
the excess. The program will haadle up to 50 origins and 150
destinations, using 94K bytes of core storage.

REFERENCES

Hadley, G., Linear Programming (Reading, Mass: Addison-Wesley
Pub. Co., Inc., 1962).

3/72 1

150



EDUCOM EDUCATIONAL INFORMATION NETWORK

DESCRIPTIVE TITLE

CALLING NAMES

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0140
(a-e)

FORTRAN Program for Computer Based
Serials Holdings Management

UPDATE, HOLD, PUBLSH, LANSUB

Indiana University-Purdue University
at Indianapolis
Research Computation Center

Mrs. Alma Connell
School of Medicine
Indiana University

Mrs. J. Mueller
School of Medicine
Indiana University

Mrs. Judy Silence
Research Computation Center, IUPUI

IBM FORTRAN IV (IBSYS)

IBM 7040

Deck and listing presently available

Dr. David A. Neal, EIN Tech. Rep.,
Research Comp. Ctr.,
Indiana Univ.Purdue Univ. at
Indianapolis, 1100 West Michigan St.,
Indianapolis, Ind. 46202
Tel.: (317) 639-7813

Library

Library

FUNCTIONAL ABSTRACT

This system is a long range project concerning the holdings of
serials in the School of Medicine Library. Three overall
applications are (-) updating the file to maintain a current
holding list, (2) publication of selected lists using search
techniques, and (3) annual publication of complete holdings
list.

Several programs have been prepared for these applications. De-
tailed descriptions are given in Ref. 1. A general description
of each program follows.

System Update Program 1

This program produces a readable list for visual checking of
every item on the cards. When a set of cards has been keypunched,

r-4
0 W
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they are run with the System Update Program 1 using the card c=>
CDreader as the input unit. The output is checked and the cards

are corrected. The cards are then added to the master file with P

the UPDATE (number 2) program.

System Update Program 2

This program builds a master tape which may be used as data
for the programs that follow. UPDATE will also be used for
maintaining the current file, i.e., inserting new cards as
they are punched and replacing cards when new information is
needed.

HOLD

HOLD can be run with the master file to produce a listing of
the information on each card on that file. HOLD,also provides
a summary table giving the number of titles for ipecified
categories.

PUBLSH

PUBLSH provide's thirteen options for listing holdings for
publication. These are (1) full list with holdings, (2 and
3) nursing list with or without holdings, (4 and S) currerly
received list with or without holdings, (6 and 7) Index
Medicus list with or without holdings, (8 and 9) Indexes,
Abstracts and Bibliographies list with or without holdings,
(10 and 11) International Nursing Index with or without
holdings, and (12 and 13) microform with or without holdings.
Multiple copies of output from this program are available.

LAMB
LANSUB provides four general options for title listings. These
are (1) language only, (2) one subject, (3) two subjects
listed according to "and" or "or" logic, and (4) a language
and a subject crossindexed.

Listings of complete holdings or of currently received serials
only can be obtained under the four options above. On complete
holdings lists, currently received titles are indicated by a
plus (+) to the left of the title. Multiple copies of output
from this program are available.

REFERENCE

1. Indiana University Medical Center Research Computation
Center Library, Program Description (Indianapolis, Ind:
Indiana Univ., 1966, Rev. 1968). Available from the
BIN Office at the cost of reproduction and mailing.

2
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0015

Upper- and Lower-Case Greek and Roman
Alphabetic Plotting

SCRIPT

University of Notre Dame
Computing Center

Nicholas DiCianni

FORTRAN

UNIVAC 1107

Decks and listings presently available

Leonard Kilian
Elizabeth Hutcheson

Computing Center
University of Notre Dame

FUNCTIONAL ABSTRACT

The SCRIPT subroutine provides useful and flexible character sets
for the CalComp plotter. Two fonts are available, Roman and
Greek, each in upper and lower case. Special Control Characters
allow the user to change case or font and permit backspacing,
superscripting, and subscripting. The routine also provides for
plotting at angles. Italics may be specified also.

5/70 1
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

'LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

The program reproduces FORTRAN, COMPASS, and ASCENT source decks,
with the ID field (Cols. 73-80) containing

(1) eithor a 2- 3-, or 4-alPhanumeric character identification
code;

(2) either a 1- or 2-digit subprogram number (this may be omit-
ted if desired);

(3) either a 3- or 4-digit card sequence number within each pro-
gram.

000 0023

Program Deck Identification Field Sequen-
cing Program

IDSEQN NUCC128

Vogelback Computing Center,
Northwestern University

Vogelback Computing Center,
Northwestern University

CDC FORTRAN IV

CDC 6400

Deck and listing presently available

Lorraine Borman, BIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201,
Tel.: (312) 492-3682

Each time an END card (END may be in any Cols. 7-72) is encoun-
tered, the subprogram number is incremented by one. Multiple
decks (with a separator card and a new control card between each
deck) can be run at one time. Printed oUtPut consists of a list-
ing of the sequenced deck (each subprOgram beginning Pn a new
page), with the original ID field printed optionally to the right
of each card listing.
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tr) DESCRIPTIVE TITLE0

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

EDUCATIONAL INFORMATION NETWORK

000 0032

Sequence Checking

SEQCHK NUCC078

Vogelback Computing Center,
Northwestern University

Betty Benson, Vogelback Computing Center,
Northwestern University

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman EIN Technical Represent-
ative, VogelbaCk Computing Center, North-
western University, 2129 Sheridan Road
Evanston, Ill. 60201
Tel.: (312) 492-3682

Inasmuth as the data for each of a number, of subjects or cases, in
an analysis may occupy several cards, it is clearly necessary that
these data cards be read in the same order for each c&se. SEQUIK
checks to see if a data deck (or a data tape) contains the Correct
number of cards, in the correct order, for each case, up to a max-
imum of 9999 cases. An appropriate error message is printed when-
ever a card is found out of order or if any cards are missing.
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DESCRIPTIVE TITLE Test Scorer and Statistical Analysis

CALLING NAME TSSA NUCC072

INSTALLATION NAME Vogelback Computing Center
Northwestern University

AUTHOR(S) AND
AFFILIATION(S) Richard Wolf and Leopold Klopfer

The University of Chicago

K. Jones
Harvard University Graduate School of
Education

A. Gasche, B. Wright, and C. Bradford
The University of Chicago

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Lorraine Borman, BIN Technical Representa
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

TSSA scores multiple-response tests that have a single correct
response for each item, computes test and item statistics, com-
putes the tetrachoric interitem correlation matrix, and performs
a factor analysis and varimax rotation. The point-biserial cor-
relation of each item with a criterion score also may be obtained.
The number of alternative responses may vary from item to item.

Multiple-scoring keys may be used with the same set of data cards.
This feature makes TSSA applicable for scoring and analysis of
the Kuder preference record and similarly constructed multikeyed
instruments. In addition, multiple jobs may be run.

Computational results include the following.

Individual Scores, including raw scores and scoresl cortected for
guessing

12/69
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Item-Response Information, including the proportion of subjects
selecting the correct response for each item (i.e., difficulty)
and the proportion of subjects selecting each response

Test Statistics,' including the mean, standard deviation, skewness,
and kurtosis (and their standard errors computed from formulas
outlined by Fisher); test reliability (computed by KuderRichardson
formula 20); a validity coefficient; and a Pearson productmoment
correlation

Item-Analysis Information,2'3 including the proportion of subjects
passing an item, the item standard deviation, point-biserial cor-
relations, reliability index, and validity index (computed from
formulas given by Guilford and Gullicksen)

Tetrachoric Interitem Correlations4

Factor Analysis of Interitem Correlation Matrix,5 with varimax
rotation and plot

Multiple-Scoring Keys

A special feature of TSSA is the use of Multiple-Scoring Keys.
Such a feature has two uses. (1) It allows a single set of re-
sponses to be scored in more than one way; practical application
of this is the use of the program with data from an instrument
such as the Kuder preference record where several scores, based
on analyses of the same set of items, are desired. (2) A more
common situation is the use of the program to obtain subtest
scores and a total test score from one instrument. An application
of this might be to score all the responses on a reading test and
to obtain scores for reading speed, reading vocabulary, and level
of comprehension, as well as a total reading score.

Multiple Jobs

The limitation of the procedures in the analyses of subtests is
that only the raw scores for each individual or each subject will
be meaningful. Corrected scores will not have any meaning. Thus,
if an analysis excludes any items initially read, no corrected
score will be printed. The reason for this is that the program
treats cat items excluded from analysis as incorrect responses.
Thus, the use of a formula for correcting scores for guessing is
fallacious in this instance. If the user desires meaningful
corrected scores for subtests, he will have to reproduce his Data
Cards and run multiple jobs, selecting for reading on any one job
only those items for which analysis is desired, i.e., the subtest.

2
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The use of the Multiple-Jobs feature for scoring subtests yields
t.n
rn meaningful corrected scores, as already mentioned. However, the
CD
cp advantage of the Multiple-Scoring-Key feature of the program is

that the data need be read from cards only once. Subsequent
c) reading of the data is done from binary tape (tape B3), thus

achieving savings of time and, hence, cost.

The Multiple-Jobs feature may also be used for scoring and ana-
lyzing severly entirely different tests, with only a single load-
ing of the program.

REFERENCES

1. Fisher, R.A., Statistical Methods for Research Workers (Oliver
& Boyd, Edinburgh, 1954), 12th ed., pp. 70-75.

2. Guilford, J.P., Psychometric Methods (McGrawHill Book C op
Inc., New York, 1954), pp. 373-464.

3. Gullicksen, H., Theory of Mental Tests (John Wiley & Sons,
Inc., New York, 1950), pp. 363-396.

4. Farrell, R.H., and Stern, "A Measure of Tetrachoric
Association," presented at APA convention, Sept. 1951, Chicago
(unpublished; a copy of this paper may be obtained by writing
The University of Chicago Computing linter).

5. Wright, B.D., "120X120 Principle Components Analysis: Sym-
metric (with Varimax Rotation and Plot)," Univ. Chicago Soc.
Sci. Div. Computer Library (1963; unpublished).
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DESCRIP1IVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

000 0037

Simulator of SAMOS (A Simple Imaginary
Machine Language for Instruction)

SAMOS

Computing Center, The Florida State Uni-

versity.

Marilyn Zupsich, Computing Center The

Florida State University

FORTRAN IV

CDC 6400, 65K

Decks and listings presently available

Marilyn Zupsich, Computing Center, The

Florida State University, Tallahassee,

Fla. 32306
Tel.: (904/ 599-3418

This program simulates the SAMOS computer described in the text-

books referred to below. The SAMOS programming language is a

simplified machine-type language and is used to illustrate the lo-

gic of a computer to beginning-programming students. The simula-

tor accepts programs written in the SAMOS language and executes

them just as the mythical SAMOS computer would.

The SAMOS computer has 10,000 words of magnetic-core storage, each

of which contains 10 characters and a sign (+ or -). Fifteen in-

struction types, covering arithmetic, branching, input, output,
shifting, and the use of index registers, are simulated.

The basic design of the SAMOS computer is described in the follow-

ing diagrams.

9/69
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Description of SAMOS Computer

Basic Design

INPUT
(card
reader)

Control Unit

CONTROL UNIT

ARITHMETIC UNIT

STORAGE UNIT

Instruction

Operation Address

Arithmetic Unit

ERFORMS

additions, subtrac-
tions, divisions,
ultiplications

laata from storage

OUTPUT

(Printer

The control unit is the part of

the computer that determines which
instruction is to be done next, de-
codes the operation to be done,
and coordinates machine working
with the programmed instruction.
To begin, the instruction counter
is set to show where the program

begins.

INaMO

ACCUMULATOR

data to be stored

2
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REFERENCES
tr)

0
0

1. School Mathematics Study Group, Algorithms, Computation and
o0 Mathematics [A.C. Vroman, Inc. (367 S. Pasadena Ave.)
0 Pasadena, Calif. 91105, 1966].

2. Forsythe, A., Keenan, T., Organick, E., and Stenberg, W.,
Computer Science: A First Course (John Wiley & Sons, Inc.
New York, 1969).

3. Forsythe, A., Keenan, T., Organick, E., and Stenberg, W.,
Computer SJience: A Primer (John Wiley & Sons, Inc., New
York, 1969).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

EDUCATIONAL INFORMATION NETWORK
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Synagraphic Computer-Mapping Program

SYMAP 5.12

Computing Center,
The Florida State University

Howard T. Fisher, Northwestern Techno-
logical Institute (overall design and
mathematical model)

Mrs. 0.G. Benson, Northwestern University
Computing Center (programming)

LANGUAGE FORTRAN IV

COMPUTER Originally developed on IBM 709; also on
IBM 360/40 and IBM 7094 at Harvard Uni-
versity

PROGRAM AVAILABILITY

Available in EIN through The Florida
State University CDC 6400

Decks, listings, and documentation pres-
ently available from The Florida State
University Computing Center

CONTACT Ray Soller, Librarian, Computing Center,
The Florida State University, Tallahassee,
Fla. :2306
Tel.: (904) 599-3418

FUNCTIONAL ABSTRACT

The Synagraphic Computer-Mapping Program (SYMAP) produces maps
that depict spatially disposed quantitative and qualitative infor-
mation. Raw data of every kind (physical, social, economic, etc.)

may be related, weighted, and aggregated in a graphic format by
assigning values to the coordinate locations of data points or
data zones. According to the application and desired representa-
tion of data, three basic types of mapping procedure may be speci-
fied: contour, conformant, or proximal.

CONTOUR--based on the use of contour lines, each of which represents
a value remaining constant throughout its length The map consists
of closed curves that connect all points having the same numerical

continued
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value. The value at each of the different levels of contour
(where a single contcur level will represent a particular data
value) is determined by the program, according to the scale of
the map and the range of the data. Between any two contour lines,
a continuous variation is assumed. Therefore, the use of contour
mapping should be restricted to the repy.esentation of continuously
varying information, such as topography, rainfall, or population
density.

CONFORMANTbased on the conformance to the boundaries of a data
zone. This type of mapping is best suited to data for which the

representation as a continuously varying surface is inappropriate
owing to the significance of physical limits or boundaries. Each
predefined data zone is assigned one data value and, depending
on its numeric class (range), one representative character on the
map itself. Local variation within the zone boundaries will not
be apparent, but will, on the average, be correct.

PROXIMALbased on proximity to a data point. In appearance, this
type of map is similar to the conformant map. However, point
information is used here to define the data zones. Each character
location on the output map is assigned the value of the nearest
data point, using nearest-neighbor techniques. Boundaries are
then assumed along the lines where these values change. Then the
mapping is carried out as in the conformant type.

REFERENCES

Robertson, J. C., "The SYMAP Programme for Computer Mapping,"
Cartographic 108-113 (Dec. 1967); taken from a report of the
Select Committee on the Ordinance Survey of Scotland.

Fisher, M., "The Laboratory for Computer Graphics," Harvard Univ.
Grad. School Design Suppl. (Summer 1967).

Shepard, D., "A Two-Dimensional Interpolation Function for Irreg-
ularly Spaced Data," Harvard Univ. Grad. School Design Lab.
Computer Graphics (Feb. 1968); available from the Computing
Center, The Florida State University. Deals with the subject
of analyzing irregularly spaced data derived from a continu-
ous surface. A method is developed for reconstructing the

surface from the sampled data. This method is the main de-
vice used to generate the maps produced by SYMAP,

6/69
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

Transportation Planning Package

TRAN/PLAN

The Florida State University
Computing Center

Charles E. Akers
William T. Gaupin
The Florida State University
Computing Center

Primary Language:
Secondary Language:

CDC 6400

FORTRAN IV
COMPASS Assembly
Language

Programs generally available through the
CDC users group. FSU will make:them avail-
able. to BIN. members.

CONTACT William T. Gaupin, Computing Center, The
Florida State University, Tallahassee)
Fla. 32306
Tel.: (904) 599-4770

FUNCTIONAL ABSTRACT
The Transportation Planning Package incorporates a set of analyti-
cal techniques that enable the user to estimate future transpor-
tation requirements and evaluate proposed systems. The collection
of survey techniques, analysis method, and computer programs used
by TRAN/PLAN have evolved over the past two decades through
studies supported by State Highway Departments, U.S. Bureau of

Public Roads and the U.S. Department of Housing and Urban Develop-
ment. The TRAN/PLAN programs perform the following functions,
(1) process data accumulated from inventories or surveys of exist-

ing transportation facilities, (2) calibrate and analyze several
parameters for a regional transportation network, and (3) predict
future intraregional transportation demands. The accuracy of
future estimates depends he.avily upon the choice of a suitable
model, effective intermediate analysis-of-program output, and
iterative recalibration of model parameters. Reference 6 explains
the overall purpose of traasportation planning systems in greater
detail.

3/70
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The TRAN/PLAN Package consists of the following subprograms'.

(a) RELINK
(b) NETWORK
(c) NETDVR
(d) MINPATH
(e) SKIM
(f) COLLECT
(g) TRPBLDR
(h) ADDER
(i) SPLITER
(j) UPDATE
(k) MERGE
(1) DEMERGE
(m) COMPRES
(n) KCTORS
(o) TRIPTAB
(p) TRIPEND
(q) GRAVITY
(r) FRATAR
(s) ASSIGN
(t) CPACITY
(u) MODSPLT
(v) CAPRPT
(w) CPRSRPT
(x) COMPARE
(y) AVERAGE
(z) TIMESUM

(aa) TRPFREQ

Relink nodes of network
Build and edit network
Network report generator
Build minimum paths
Skim (summarize) tape of trees
Trip data collector
Build trip tables
Add.selected trip tables
Split trips by direction
Update trip volumes
Merge trip tables
Demerge trip tables
Compress or expand trip tables
Select sector of network
Trip-table summary generator
Trip-end summary generator
Gravity model
Fratar expansion
Traffic assignment
Capacity restraint
Modal split model
Cross-reference historical-report generator
Historical-report generator
Statistical comparison of trip volumes
Historical-record summary-report generator
Time-table-report generator
Trip frequency distribution

Restrictions which apply to all programs,

1. the max5.mum allowed zone (centroid) number is 650
2. the maximum allowed node number is 3000
3. the maximum number of tables (purposes) is 4
4. the maximum table number is 4
5. a stacked table may contain a maximum of 8 merged tables

REFERENCES

Akers, C.E. and Gaupin, W.T., "User Manual Transportation Programs
for a CDC 6400 Computer," (The Florida State University Comput-
ing Center, November 1968; unpublished). Copies of this manual
are available through the Librarian, The Florida State University
CoMputing Center.

"Calibrating and Testing a Gravity Model for Any Size Urban Area,"
Bureau of Public Roads, Washington, D.C. October 1965.
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ManuaZ Supplements for the Transportaion Planning System, Highway
and Local Government Department of South Austrailia, Adelaide,
Austrailia, January 1966.

Martin, Brian V., "Minimum Path Algorithms for Transportation
Planning," Research Engineer, December 1963.

0
"Modal Split.," U.S. Department of Commerce, Bureau of Public

Roads, Office of Planning, December 1966.

Shofer, R. and Goodyear, F., "Electronic Computer. Applications
in Urban Transportation Planning," Proceedings,of the 22nd
National Conference, Association for Computing Machinery
Publication P-67, 1967.

Traffic Assignment ManuaZ Bureau of Public Roads, Washington, D.C.,
June 1964.

Transportation Planning System for the Control Data 3600 Computer,
Data Centers Division of Control Data Corporation, Minneapolis,
Minnesota, May 1965.

Fratar, T.J., "Vehicular Trip Distributions by Successvie Approxi-
mation," Traffic Quarterly, January 1954, pp. 53-65.
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DESCRIPTIVE TITLE Synagraphic Mapping
0
0 CALLING NAME SYMAP

0 INSTALLATION NAME The Pennsylvania State University Compu-
tation Center

AUTHOR(S) AND Laboratory for Computer Graphics
AFFILIATION(S) Harvard University Graduate School of

Design ,

Adapted by

Larry Rich
Jeffrey Simon
Larry Sinkey
Department of Architectural Engineering,
The Pennsylvania State University

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks, listings, and documentation pres-
ently available

CONTACT Dr. Daniel Bernitt, EIN Technical Repre-
sentative, 105 Computer Building, The
Pennsylvania State University, University
Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

The Synagraphic Mapping program (SYMAP) produces maps that depict
spatially disposed quantitative and qualitative information. Raw
data of every k4nd (physical, social, economic, etc.) may be re-
lated, weighted, and aggregated in a graphic format by assigning
values to the coordinate locations of data points or data zones.
According to the application and desired representation of data,
4-hree basic types of mapping procedure may be specified: contour,
conformant, or proximal.

CONTOUR
--based on the use of contour lines, each of which represents a
value remaining constant Lhroughout its length. The map consists
of closed curves that connect all points having the same numeri-
cal value. The value at each of the different levels of contour

continued'

1/70

1C8



0
2 1/70

EDUCATIONAL INFORMATION NETWORK EDUCOM

000 0047

(where a single contour level will represent a particular data
value) is determined by the program, according to the scale of
the map and the range of the data. Between any two contour lines,
a continuous variation is assumed. Therefore, the use of contour
mapping should be restricted to the representation of continuous-
ly varying information, such as topography, rainfall, pr popula-
tion density.

CONFORMANT
--based on the conformance to the boundaries of a data zone. This
type of mapping is best suited to data for which the repreunta-
tion as'a continuously varying surface is inappropriate owing to
the, significance of areal limits or boundaries. Each predefined
data zone is assigned one data value and, depending on its numer-
ic class (range), one representative character on the map itself.
Local variation within the zone boundaries will not be apparent,
but will, on the average, be correct.

PROXIMAL
--based on proximity to a data point. In appearance, this type
of map is similar to the conformant map. However, point informa-
tion is used here to define the data zones. Each character loca-
tion on the output map is assigned the value of the nearest data
point, using nearest-neighbor techniques. Boundaries axe then'as-
sumed along the lines where these values change. Then, the map-
ping is carried mit as in the conformant type.

While the contour type of map is mose often used and the easiest
to produce, the conformant and proximal maps are often more help-
ful ,in the "soft" disciplines. Output is in,the form of printed
pages that, if the total map size exceeds the width of the comput-
er printed page (13 in.), may easily be glued or pasted together
to form a continnous map. Also included in the output is a histo-
gram showing frequencies for given data levels, plus several op-
tional features.

REFERENCES

Robertson, J.C., "The SYMAP Programme for Computer Mapping," Car-
tographic 108-113 (Dec. 1967); taken from a report of the SeleCt
Committee on the Ordinance Survey of Scotland.

Fisher, M., "The Laboratory for Computer Graphics," Harvard Univ.
Grad. School Design Suppl. (summer 1967).
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rs, Shepard, D., "A Two-Dimensional Interpolation Function for Irregu-
0 larly Spaced Data," Harvard Univ. Grad. School Design Lab. Comput-
o er Graphics (Feb. 1968); available from the EIN Office for the
0 cost of duplication and mailing. Deals with the subject of analyz-

ing irregularly spaced data derived from a continuous surface. A
method is developed for reconstructing the surface from the sam-
pled data. This method is the main device used to generate the
maps produced by SYMAP.
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DESCRIPTIVE TITLE Quick-Draw Graphics System

0 CALLING NAME QDGS

0
0 INSTALLATION NAME The Pennsylvania State University Compu-

tation Center

AUTHOR(S) AND
AFFILIATION(S) Jeff Raskin, The Pennsylvania State Univ.

Computation Center; extended and revised
by Graham Donaldson, The Pennsylvania
State Univ. Computation Center

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Dardel L. Bernitt, 105 Computer Build-
ing,,The Pennsylvania State University,
University Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

QDGS is a set of FORTRAN subroutines that can be used to draw
charts, graphs, diagrams, maps, or any other form of pictorial out-
put. The graphic material is produced on the CalComp plotter and
other graphic devices as they become available.

To use QDGS, a program is written in FORTRAN IV for the IBM System/
360 computer. This program calls the QDGS subroutines; the sub-
routines produce output (in the form of cards or tape) that is
later put into a special system to produce the actual graphical
output. When the cards (or tape) are received from the dispatcher
and the user has verified that the run was successful, he usually
submits the cards to the dispatcher along with a plot request form.

The three concepts underlying the design of QDGS are (1) the des-
cription of an elementary picture in terms of coordinates, (2) the
geometric transformation of pictures (into various positions and
orientations), and (3) the building of complex pictures from ele-
mentary ones. There will be subroutines to do each of the three

basic processes. In addition, there are special routines to draw
axes for graphs and charts, to do lettering and numbering, and
automatically to do the necessary task of punching the cards or

8/69
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writing the tape used in plotting (physically drawing on the plot-
ting device). QDGS is intended as a nucleus about which the user's
graphic routines, tailored to his own unique application, can be
written.

2
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DESCRIPTIVE TITLE PL/IFORMAC Interpreter

CALLING NAME FORMAC

INSTALLATION NAME The Pennsylvania State University
Computation Center

AUTHOR(S) AND
AFFILIATION(S)

R. Tobey
J. Baker
R. Crews
P. Marks
K. Victor

International Business Machines Corpora-
tion

LANGUAGE PL/IFORMAC

COMPUTER IBM 360/67

PROGRAM AVAILABILITY Source code available on tape

CONTACT Dr. Daniel Bernitt, EIN Technical Repre-
sentative, Computation Center, 105 Compu-
ter Building, The Pennsylvania State
University, University Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

FORMAC is a system for carrying out formal manipulations on mathe-
matical expressions. This allows for the use of analytic as well
as numeric techniques. The most important capability of FORMAC
is its accommodation of mathematical expressions as symbolic enti-

ties at execution time. For example, the execution of the FORMAC
program segment

LET( A = X + Y ** 2;
B = 2;
C = A/B-+ 2.8):

may be interpreted as assigning the alphanumeric value (X+Y2)/2 +

2.8 to the FORMAC variable C.

FORMAG enables the user to analyze expressions by identifying co-
efficients, common denominators, lead operators, and some charac-

teristics of the operands. Constants can be factored, left in a
rational form, or converted to real notation. New expressions can
be synthesized by the simplification, expansion and substitution of

3/70
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terms, as well as finding the derivatives of functions. The user
can specify functions completely or partially in addition to mak-
ing use of the PL/1 functions. Procedures are available for trans-
fering arguments between PL/1 and FORMAC program segments.

REFERENCES

Tobey, R., Baker, J., Crews, R., Marks, P., Victor, K., "PL/I-
FORMAC Interpreter User's Reference Manual," IBM Publ. 360D

03.3.004 (1967). Copies of the User's Manual will be avail-
able through The Pennsylvania State University Computation
Center to any user with a PSU account number.

2
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e,
DESCRIPTIVE TITLE FORMAC Utility Program

Li) CALLING NAME FMACUT
0

INSTALLATION NAME The Pennsylvania State University
Computation Center0

AUTHOR(S) AND
AFFILIATION(S)

Robert Duquet
Meteorology Department
The Pennsylvania State University

H.D. Knoble (assistance)
The Pennsylvania State University
Computation Center

LANGUAGE PL/1FORMAC

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Dr. Daniel L. Bernitt, EIN Technical Rep-
resentative, Computation Center, 105
Computer Building, The Pennsylvania State
University, University Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

The FORMAC version available at The Pennsylvania State University
is an interpretative system; i.e., FORMAC expressions are treated
as character strings that are evaluated and executed at run time
only. These character strings may be specified by reference to a
PL/1 character-string variable. The PL/1 variable, in turn, may
be constructed by execution of the PL/1 program in which the
FORMAC statements are embedded. FMACUT merely capitalizes on the
last-named feature. FORMAC statements are read by the preprocessed,
precompiled, and prelink-edited program and are passed to the
FORMAC package as character-string arguments. Note that this is
made possible also because FORMAC variables ne,cd not (in fact can-
not) be declared in the PL/1 program. Reference I should be con-
sulted concerning more-detailed PL/1 FORMAC information.

FMACUT will execute FORMAC statements that are supplied as input
data. It effectively divorces FORMAC from PL/1 insofar as the
user is concerned. This has two advantages: (1) the user need
have no knowledge of PL/1 to use FORMAC and (2) FORMAC is avail-
able without preprocessing, compilation or link-editing (which

4/70
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saves approximately 50 seconds of run time for a null job on the
IBM 360/67). The corresponding disadvantage is that PL/1 facili-
ties and those (few) FORMAC statements involving a PL/1 direct
interface are not available to the user.

REFERENCES

Tobey, R., Baker, J., Crews, R., Marks, P., and Victor, K.,
"PL/1 FORMAC Interpreter," IBM Publ. 360D 03.3.004 (1967).
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCATIONAL INFORMATION NETWORK

000 0052

CalComp Plotter Subroutines

See specific subroutine

The University of Iowa
University Computer Center

CalComp
Modified by the University of Iowa

FORTRAN IV

IBM 360/65

Available for use at the University
of Iowa, but not for distribution

Mrs. Louise R. Levine, Program
Librarian, Applications Programming,
University Computer Center, The
University of Iowa, Iowa City,
Iowa 52240
Tel.: (319) 353-5580

FUNCTIONAL ABSTRACT

The CalComp plot routines are a series of subroutines used to
obtain graphic output. They are designed for the following
purposes:

1)

2)

3)

4)

5)

providing values to scale data to fit the plotting area,
drawing identification symbols at plotted data points,
drawing connected lines between data points (when desired),
drawing and labeling axes at any desired orientation, and
selecting from a large number of characters, numbers, and
special symbols, any of which can be drawn in any size
and at any angular orientation anywhere on the plotting
surface.

These routines have been written by CalComp and modified by
the University of Iowa to run under OS on the IBM 360/65.
Plotting is done off line. The user's plotter program will
create a plot tape containing various commands used to drive
a drum plotter (see fig. 1). Bach of eight possible commands
moves the pen 1/100 of an inch in one of the eight designated
directions (see fig. 2). In addition there are commands to move

continued
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the pen up and down. The plot tape is then taken to a smaller
computer which drives the CalComp plotter (see fig. 3).

Access to the plot routines is by the FORTRAN "CALL" statement.
Integer and floating point conventions must be followed (i.e.
integer arguments must be used where the dummy argument speci-
fies integer, likewise for floating point). All x and y co-
ordinates used as arguments, must be expressed as floating
point inches within actual page dimensions and in deflection
from the (0.,0.) origin or the established reference point
which is an established (0.,0.) ori n. If the y coordinates
are not within actual page dimensions in deflection from the
reference point, that reference point will be destroyed and
anything plotted after that will be erroneous. For orientation
of the paper see fig. 1. All angles must be expressed in
floating point degrees, with the positive sense counterclock-
wise. Character heights are specified as floating point inches.
These heights should be greater than 0.07 but less than page
size. Page size is 11 inches high and any reasonable length,
since paper is continuous to a maximum length of 120 ft.

Figure 1

Chart Paper
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Motion V- Axis
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REFERENCES

PZotter Subroutines for CaZComp Digital Incremental Plotter
(Iowa City, Ia.: Univ. Comp. Ctr., Univ. of Ia., 1970),
Revised. Available from the BIN Office at the cost of
reproduction and mailing.
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUA3E

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCATIONAL INFORMATION NETWORK

000 0053

BEEF Data Processing Subroutines

BEEFDP

The University of Notre Dame Computing
Center

Westinghouse Electric Corporation
UNIVAC Division of Sperry Rand Corporation

SLEUTH II/FORTRAN IV

UNIVAC 1107

Decks and listings presently available

Elizabeth Hutcheson, EIN Technical
Representative, Computing Center,
University of Notre Dame, Notre Dame,
Ind. 46556
Tel.: (219) 283-7784

FUNCTIONAL ABSTRACT

The BEEF Data Processing library is a set of subroutines supplied
by UNIVAC to "enhance FORTRAN's abilities as a commercial proces-
sor." This enrichment is in the form of subroutines for whole
word data movement, character and field movement, supplementary
formatting, decision.making with FORTRAN arrays, data conversion,
report generation and control, I/0 control, sorting, and com-
patability with EAM/EDP (Electronic Accounting Machine/Electronic
Data Processing) equipment.

REFERENCE

UNIVAC 1107 BEEF Data Processing Manual, (UP-3985), (UNIVAC
Division of Sperry Rand Corp., N.Y.). Copies of this
manual are available through the local UNIVAC representative
or through the BIN Office at the cost of reproduction and
mailing.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCATIONAL INFORMATION NETWORK
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UNIVAC 1107 Linear Programming Package

LP1107

The University of Notre Dame Computing
Center

UNIVAC Division of Sperry Rand

Sleuth II/FORTRAN IV

UNIVAC 1107

Decks and listings presently available

Elizabeth Hutcheson, EIN Technical
Representative, Computing Center, Univ.
of Notre Dame, Notre Dame, Ind. 46556
Tel.: (219) 283-7784

FUNCTIONAL ABSTRACT

LP1107 is a generalized program for the solution of linear pro-
gramming problems. More specifically, the LP1107 command
structure is a mathematical programming control language; used
to prepare a control sequence for a specific programming job.

Either the dual or simplex algorithm, or both, can be used.
LP1107 incorporates a true progr-mming language with logical
capabilities and full macro capabilities. If a group of commands
is being used repetitively, the user may incorporate it into
his macro command library and issue the macro command instead.
Single an( double precision arithmetic are included.

REFERENCES

UNIVAC Systems Programming Library Services, UP3897 2107LP
User's Manual (preliminary), (UNIVAC, Sperry Rand Building,
New York, 1964).

Aronofsky, J.S., "Growing Applications of Linear Programming
with a View Towards Understanding Principles on Which
Future LP Systems Must be Based,' Communications of the ACM,
(June 1964).

Copies of these references are available through the local UNIVAC
representatives or from the EIN Office at the cost of reproduction
and mailing.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

Plot

PLOT

Office of Data Analysis Research
Educational Testing Service (ETS)

University of Michigan

MAP

IBM 360/65

Decks and listings presently available

Mr. Ernest Anastasio, Off. of Data Anal.
Research, Educational Testing Service
Rosedale Road, Princeton, N.J. 08540
Tel.: (609) 921-9000 ext. 2552

FUNCTIONAL ABSTRACT

A flexible plot routine originally written for the 7090 at the
University of Michigan and adapted to their system, has been modi-
fied for the operating system at ETS. Although the program is
written in assembly language, the necessary linkage to FORTRAN
and FORTRAN I/0 has been written. It is'intended to be called,
theTefore, by d FORTRAN program and will produce plots in the
normal output stream as determined by the various calls, to dif-
ferent entry points in the subroutine. The standard approach
is to call PLOT1, PLOT2, PLOT3, and PLOT4 in that order. PLOT1
sets up the information required to construct the graph, PLOT2
prepares the grid and sets up the information required by PLOT3
to place points in the graph, PLOT3 places the plotting charac-
ters at the specified points in the graph, and PLOT4 prints the
completed graph with values along the X and Y axes and a centered
vertical label down the left side of the graph.

4/70 1
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000 0071

DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

Simulation Package for University Research
and Training

SPURT

Vogelback Computing Center
Northwestern University

Gustave J. Rath
Department of Industrial Engineering and
Management Sciences

Martin Goldberg
Leonard Weiner

Northwestern University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

SPURT is a comprehensive package of USASI Standard FORTRAN rou-
tines that are designed for use in simulation modelling. These
useful routines, ranging from simple to complex, enable the aver-
age FORTRAN programmer to employ simulation techniques without
having to learn the semantic and syntactic rules of a new pro-
gramming language.

The SPURT package is made up of six main parts.

1. CLOCK Generation--SPURT1

IT. Stochastic Generators--SPURT2

III. Statistical Computations--SPURT3

IV. Analog Simulator8--SPURT4

V. List-Processing and Queue-Manipulation--SPURT5

VI. hatrix and Graphical Output SPURT6

2/70
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The following is a listing and brief discussion of the various sub-

routines contained in each of the six SPURT parts.

CLOCK GenerationSPURT1: to implement discrete-time simulation

models; to cause events to occur in the proper time sequence

The CLOCK subroutine consists basically of two lists:

Master Time List--contains events scheduled to happen in the

future

Master Time Queuecontains events that could not take place

at the time when they were scheduled to and, therefore, have

been rescheduled; i.e., they have been blocked and are wait-

ing in a queue.

Events can be stored on either list.

CLOCK recognizes two basic kinds of events:

Exogenousthose that are external to the user's routine;

these are read from Data Cards by the CLOCK

Endogenousthose that are internal to the user's routine;

these are generated dynamically and then are maintained by

the CLOCK

Stochastic Geherators--SPURT2: to generate samirles from various

probability distributions and to calculate sample values

Subroutine Usage

STOGN1 Permits sampling from a discrete empirical probabil-

ity distribution defined by the user

STOGN2 Enables the user to approximate a continuous distri-

bution by means of a piecewise linear distribution

UNIFRM Permits the user to sample real values from a uniform

distribution in a defined interval

RANDIN Provides a uniform distribution of integers in a de-

fined interval

NORMAL Allows the user to obtain a random sample from a nor-

mal distribution with given mean and standard deviation

NEGEXP Permits the. user to obtain a random sample from the

negative exponential distribution

POISSN Provides the user with a random sample from the Poisson

distribution

1C4
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Provides a random sample from the Erlang distribution

Permits sampling from a step function descrily'ng a
discrete cumulative distribution of integer values

0 LINEAR Provides the user with a random sample from a cumula-
tive distribution that is obtained by linear interpo-
lation in a nonequidistant table of real values

DRAW Provides a boolean value of TRUE or FALSE

RANPER Generates a uniformly distributed, random permutation
of the integers 1, 2, M

Statistical ComputationsSPURT3: to calculate statistical param-
eters and histograms of data arrays

Subroutine Usage

STIX1 Three interrelated subroutines to accumulate and print
STIX2 out 1 frequency table and to produce a CalComp plot of
STIX3 a normalized histogram of the table

STIX4 Evaluates the mean, standard deviation, maximum value,
and minimum value of an array of real numbers

STIX5 Evaluates the correlation coefficient between two
arrays of real numbers

STIX6 Ranks an array of real numbers and produces the me-
dian and range of the data within the array

STIX7 Produces a statistical description of the data found
in an array, including the sample size, mean, stand-
ard deviation, standard error, minimum and maximum
values, range, and a printed histogram plot

Analog Simulators--SPURT4: to enable the simulation of analog-
computer problems on a digital computer

Subroutine Usage

ANALOG These two subroutines make it possible to obtain
SECND output similar to a hybrid computer

2/70
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List-Processing and Queue-Manipulation--SPURT5: lists are mXn ar-

rays; entri%; in lists are mX1 arrays. c)

c)

Subroutine Usage c)

ADFIFO Adds an entry at the bottom of the list; it can be
removed only after all the elements presently on the 4

list are gone (builds first-in last-out list)

ADLIFO Adds an entry at the top of the list; it will be
removed before any other entry presently on the list
(builds last-in first-out list)

REMOVE Removes the top (or first) entry from a list

PURGE Destroys the contents of a list

DISPL Prints the contents of a list

Additiunal subroutines in SPURT5 provide the capability to rank
lists and to delete or to insert entries into lists.

Matrix and Graphical Output--SPURT6: output is facilitated throup
printing and graphical output

Subroutine Usage

OUT Prints out a square matrix with column and row head-
ings

NSOUT Prints out a nonsquare matrix with column and row
headings

GRAPH Produces two-dimensional graphs of plots, using a
CalComp plotter

REFERENCES

1. Rath, G.J., "Description of the Simulation Package for Univer-
sity Research and Teaching," Northwestern Univ. Vogelback Comput-
ing Ctr., SPURT, Rev. E (1968; unpublished).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

000 0079

TEXT360: A System for Producing
Manuals

TEXT360

Washington University
Computing Facilities

S.L. Reed, International Busint.ss
Machines

PL/I and Assembly Language

I'M/360 under OS

Proprietary; available for use but
not for distribution

CONTACT J. Philip Miller, Computing Facilities,
Box 1152, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext, 3141

FUNCTIONAL ABSTRACT

TEXT360 is a text-processing system with data-entry, data-
updating, and page-formatting capabilities. The system,
which runs under Operating System/360, consists of a main
processor and several peripheral programs. Input to the
system is free-form and is produced on the IBM 029 Card Punch.
Output is camera-ready and is produced on the IBM 1403 Printer.
The formatting capabilities of TEXT360 permit the insertion,
deletion, and replacement of characters, words, lines, and
groups of lines. In addition, blocks of text can be moved
from one part of a document to another. One-column and two-
column page format can be produced. Routine functio-is include
hyphenation, line justification, column heading, and indenta-
tions. More complex functions include the generation of hori-
zontal and vertical ruling for tables and figures. The program
also allows the user to specify that related material (e.g.,
a table) is to be kept together, i.e., not split between columns
'or pages.

The four phases of the TEXT360 Formatting Processor, the TEXT360
Spelling Dictionary Update Program, the TEXT90-to-TEXT360 Master
File Conversion Program and the Print/Punch Utility Program are

10/70 1
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00
written in the PL/1 Language, supplemented by four small assem- 0
bler-language routines used for character-set mappIng. The 0
TEXT360 Prescan and Peripheral Print Programs are written in 0

....3

System/360 assembler language. tO

TEXT360 is essentially the program used by IBM for the produc-
tion of the SRL manuals.

REFERENCES

Reed, S.L., TEXT360, Contributed Program Library Documentation,
Program 360D-29.4.001 (White Plains, N. Y.: IBM, 1967).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0080

Synagraphic Mapping Program

SYMAP

Washington University
Computing Facilities

Harvard University Graduate School of
Design

FORTRAN IV

IBM 360/50

Proprietary; available for use but not
distribution

Dr. Charles Drebes, Manager, Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

SYMAP is a computer program designed to allow city planners,
geographers and others to produce low cost graphic displays
of spatial patterns using standard computer line printers, by
producing maps which graphically depict spatially disposed
quantitative and qualitative information. It is suited to
a broad range of applications, and is provided with numerous
options to meet widely varying requirements. Raw data of every
kind (physical, social, economic, etc.) when given to the
computer may be related, manipulated, weighted, and aggregated
in any manner desired. "Dy assigning values to the coordinate
locations of data pointf, or data zones, one or more of three
types of map may be pruduced, as specified by the user: conformant
(choropleth), contour, and proximal. Potential applications
are independent of the scale at which one wishes to display
data. Studies (at other universities) have included a living
cell, land parcels, blocks, tracts, towns, states, and continents.
In each case, a common factor was the spatial distribution of
a variable and a need to display the patterns associated with
this distribution.

'REFERENCES

Reference Manual for Synagraphic Computer Mapping--"SYMAP"
(Cambridge, Mass.: Harvard Univ. Grad. Sch. of Design,
Comp, Graph. Lab.).

co
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0084

Bucharest Sort a List into Ascending Order

ABSRT

Iowa State University Computation Center

Iowa State University Computation Center

FORTRAN IV

IBM System 360/65

Decks and listings presently available

Dr. Clair G. Maple, Director, Computation
Ctr., Iowa State University, Ames, Ia. 50010
Tel.: (515) 294-3402

FUNCTIONAL ABSTRACT

ABSRT is a subroutine to sort the contents of an array into ascend-
ing order [defined as A(N) A(N+1)]. It is written for a list of
real numbers; however, with a slight revision in a declaration
statement within the program deck, it may be easily altered to sort
a list of integers or double-precision real numbers.

A formal description of the two-way, internal, single-phase merge
method may be found in the literature.4 Briefly described, the
procedure considers the input list to be composed of a number of
shorter sublists that are already ordered. (Initially, every el-
ement in the list comprises a sublist.) Half of the sublists are
stored in standard order, forward from A(1), and the other half
are stored backwards from A(N)--i.e., in A(N), A(N-1), A(N-2), etc.
The first pass through the input list merges pairs of these sub-
lists, taking one from each end of the input list, and stores each
newly merged pair in the output list. The output list is stored
in A(N+1) through A(2N), and, like the input list, is made up of
sublists stored forward from A(N+1) and backward from A(2N). On
successive passes through the list, the input and output areas are
switched, and consecutively, the number of sublists is halved. When
only one sublist remains, the list is in order. At that time, a
check is made to determine if the sorted list is in the first or
second half of the array; if necessary, a final pass is made to
put the list back into the first half, A(1) through A(N).

REFERENCES

i. Iverson, K.E., A Programming Language (John Wiley & Sons, Inc.,
New York, 1962), pp.206-211.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0085

Bucharest Sort a List into Descending
Order

DBSRT

Iowa State University Computation Center

Iowa State University Computation Center

FORTRAN IV

IBM System 360/65

Decks and listings presently available

Dr. Clair G. Maple, Director, Computation
Ctr., Iowa State University, Ames, la.
50010
Tel.: (515) 294-3402

FUNCTIONAL ABSTRACT

DBSRT is a subroutine to sort the contents of an array into descen-
ding order [defined as A(N) > A(N+1)]. It is written for a list
of real numbers; however, with a slight revision in a declaration
statement within the program deck, it may be easily altered to sort
a list of integers or double-precision real numbers.

The method used is identical to that described in ae entry for
subroutine ABSRT (BIN No. 000 0084), except, of course, for the
reversed ordering of the elements within the mentioned sublists.
For convenience, the reference from which a formal description of
the sorting algorithm (the two-way, internal, single-phase mergi
method) may be obtained is listed below.

REFERENCES

Iverson, K.E., A Programming Language (John Wiley l& Sons, Inc.,
New York, 1962), pp. 206-211.

9/69 1
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DESCRIPTIVE TITLE

CALLING NAMES

INSTALLATION NAME

000 0088

Reformat into Either BCD or EBCDIC

EDP C 005 E (from BCD to EBCDIC)
EDP C 005 B (from EBCDIC to BCD)

Computation Center, The City College of
The City University of New York

AUTHOR(S) AND
AFFILIATIONM A. J. Cohen

G. W. Elder
Computation Center, The City College of
The City University of New York

LANGUAGE COBOL

COMPUTER . XBM 7040, IBM 360$0 O.S PIM 360/30 D.O.S.

PROGRAM AVAILABILITY Deck and listing presently available

CONTACT R. M. Lobou, Operations Supervisor, Com-
putation Center, The City College of The
City University of New York, New York,
N.Y. 10031
Tel.: (212) 621-2374

FUNCTIONAL ABSTRACT

This program is designed to reformat data and to convert decks from
BCD to EBCDIC or from EBCDIC to BCD. It can be used on any second-
or third-generation equipment that supports COBOL. In addition to
conversion, there exists an option to reorganize the data complete-
ly. Interspersed gangpunching is also possible. That is, constants
,such as dates or program numbers--may be emitted into the output
data.

The input data may appear in mixed-character configuration and yet
yield decks in the desired character set. That is, each input card
can be punched in either BCD or EBCDIC and 'van be punched 43 out-
put in the specified punch configuration.

10/09 1
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)
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000 0091

Matrix Operations

AES 106

The Michigan State University Computer
Laboratory, Applications Programming

William L. Ruble
Richard J. Martz

Agricultural Experimental Station
Michigan State University

LANGUAGE 3600 COMPASS (closed subroutines
callable from FORTRAN 600 or COMPASS)

COMPUTER CDC 3600

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Mr. Anders Johanson, 324 Computer Center,
Michigan State University, East Lansing,
Mich. 48823
Tel.: (517) 355-4684

FUNCTIONAL ABSTRACT

This is a package of several subroutines for double-precision
matrix manipulation.

REFERENCES

Michigan State University Agricultural Experimental Station,
AES MISC Series Description Numbers 106C, 106D, 106E, 106F,
1061, 106J, 106K, 106L. Mimeographed descriptions avail-
able through Mr. Johanson, above, or from BIN at the cost
of reproduction.
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000 0112

DESCRIPTIVE TITLE Page Plotter Using Line Printer

CALLING NAME LPLOT

INSTALLATION NAME The University of Iowa
University Computer Center

AUTHOR(S) AND James J. Hurt, for 7044 Version
AFFILIATION(S) Wayne Robinson, conversion for 360

University Computer Center
The University of Iowa

LANGUAGE FORTRAN IV and Assembler Language for
IBM 360/65

COMPUTER IBM 360/65

PROGRAM AVAILABIiITY Decks and listings presently available

CONTACT Mrs. Louise R. Levine, Program Librarian,
University Computer Center, The Univ.
of Iowa, Iowa City, Iowa 52240
Tel.: (319) 353-5580

FUNCTIONAL ABSTRACT

The subroutine LPLOT produces on the line printer a plot of
from one to eight ordinate arrays versus one abscissa array
on the same plot. A plot summary of the maximums, minimums,
and scale per inch for the abscissa and ordinates is printed
below the plot.

8/70 1
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0105

UCSB On-Line System

OLS

University of California
Santa Barbara
UCSB Computer Center

Dr. David Harris, Principal Investigator
Ron Stoughton, Principal Programmer
UCSB Computer Research Lab.

Basic Assembler Language

IBM System 360/75

Listing of programs may be obtained by
special arrangement with the Computer
Research Lab.

Glenn Davis, OLS Manager, Computer
Center, Univ. of Cal., Santa Barbara,
Cal. 93106
Tel.: (805) 961-2462

FUNCTIONAL ABSTRACT

The UCSB On-Line System (OLS) provides the capability for
sophisticated mathematical analysis for use in solving prob-
lems where human interaction is either necessary or desired.

OLS accepts both real and complex numbers (scalars) as oper-
ands as well as lists of such numbers (vectors). Operations
performed on scalars produce scalar results, which can be
numerically displayed; operations on vectors produce vector
results (the specified operation being performed on each com-
ponent), and results of computation can be displayed either
numerically or graphically. Operands can be stored and used
as required. Operators include sine, cosine, logarithm, and
exponentiation; and each is executed with a single button push.
Facility is provided for interaction between operands of dif-
ferent types (e.g. vectors and scalars). In addition, a limited
set of operations manipulate integers used in subscripting.

Additional features are provided to support OLS's basic mathe-
matical capability. Although OLS normally executes each

3/71 1
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button as it is pushed, a button sequence may be defined, named,
and saved for later execution. Convenient means are provided
for editing such sequences. Lists of buttons to be executed
can include programmed pauses, allowing manual and programmed
activity to be interfaced; as well as branching based upon
results of computation. Messages can be composed of alphameric,
Greek, and special characters, and displayed. Those characters
not specifically provided by OLS may be designed by the user
and stored, and then are available for use. A collection of
button lists and user-created characters is referred to as a
"system". Systems are named and can be permanently stored and
later retrieved. Portions of systems may be transferred between
systems, and systems may be transferred between users. Sets
of scalars and vectors may also be named, permanently stored,
and later retrieved.

Apart from OLS's mathematical capability, a recent development
provides the ability to create and edit a "deck" of cards and
submit it for execution in an OS partition. Operations on
string, record and file levels are provided. Data-sets residing
on any disk pack within the installation may be fetched, examined,
modified, and submitted for execution. Work continues in the
general field and further developments are expected.

3/71
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0133

General Purpose Simulation System

GPSS

Washington University
Computing Facilities

IBM Application Program

360 Assembly Language

IBM 360/50

Proprietary; available for use at
Washington University. Available
for distribution from IBM.

Dr. C.B. Drebes, Mgr., Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

GPSS is a transaction-oriented language designed for conducting
evaluations and experiments concerning the behavior of systems,
methods and processes. It has a modular structure which per-
mits "transactions" to flow through the system, where their
interactions can be observed and modified. A "clock" is main-
tained by which events are either scheduled to occur or else
determined by one of the eight random number generators provided.
Information can be obtained regarding sequencing of operations,
scheduling and allocation rules, inventories, queuing disciplines,
machine failures, etc. In general, various trade-offs between
cost and performance can.be studied.

REFERENCES

GeneraZ Purpose Simulation System/360, Introductory User's Manual
(IBM Manual GH20-0304-0), (White Plains, N.Y.: IBM Corp.
Tech. Pub. Depart., 1969).

GeneraZ Purpose Simulation System/360, User's Manual (IBM Manual
GH20-0326-3), (White Plains, N.Y.: IBM Corp. Tech. Pub.
Depart., 1969).

GeneraZ Purpose Simulation System/360, OS 1360A-CS-17X) Operator's
ManuaZ (IBM Manual H20-0311), (White Plains, N.Y.: IBM Corp.
Tech. Pub. Depart., 1969).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0135

A Primal-Dual Transportation Algorithm

TRANSPRT

Washington University
Computing Facilities

D.E. Burlingame
Washington University Computing
Facilities

FORTRAN IV

IBM 360/50

Deck and listing presently available

Dr. C.B. Drebes, Mgr., Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL AgSTRACT

TRANSPRT solves a standard transportation problem using the
primal-dual transportation algorithm. This program solves a
model in which the objective is to "transport" a single com-
modity from various origins to different destinations at a
minimum total shipping cost. The availability at each origin,
the demand at each destination, and the cost to ship one unit
of the project from any origin to any destination are required
inputs to this model. This model can be applied to certain
other types of industrial or business problems that have nothing
to do with shipping. Personnel assignment, machine assignment,
product and inventory scheduling are a few such applications.

The program utilizes integer arithmet c and requires integer
input. If the sum of the origin availabilities is not equal
to the sum of the destination requirements, an artificial
origin or destination is set up, with zero costs, to handle
the excess. The program will handle up to SO origins and 150
destinations, using 94K bytes of core storage.

REFERENCES

Hadley, G., Linear Programming (Reading Mass: Addison-Wesley
Pub. Co., Inc., 1962).

3/72 1

198



E
ar

th
 S

ci
en

ce
s

ob
ili

st
st

ia
ki

ct
iti

si
ta

ili
s"

as
ka

tic
si

bo
vb

a.
4.

,-
,r

a.
a&

-



EDUCOM
EDUCATIONAL INFORMATION NETWORK

a)
DESCRIPTIVE TITLE

000 0039

Synagraphic Computer-Mapping Program
0
0
0 CALLING: NAME SYMAP 5.12
0

INSTALLATION NAME Computing Center,
The Florida State University

AUTHOR(S) AND
AFFILIATION(S) Howard T. Fisher, Northwestern Techno-

logical Institute (overall design anJ
mathematical model)

Mrs. O.G. Benson, Northwestern University
Computing Center (programming)

LANGUAGE FORTRAN IV

COMPUTER Originally developed on IBM 709; also on
IBM 360/40 and IBM 7094 at Harvard Uni-
.versity

PROGRAM AVAILABILITY

Available in EIN through The Florida
State University CDC 6400

Decks, listings, and documentation pres-
ently available from The Florida State
University Computing Center

CONTACT Ray Soller, Librarian, Computing Center,
The Florida State University, Tallahassee,
Fla. 32306
Tel.: (904) 599-3418

FUNCTIONAL ABSTRACT

The Synagraphic Computer-Mapping Program (SYMAP) produces maps
that depict spatially disposed quantitative and qualitative infor-
mation. Raw data of every kind (physical, social, economic, etc.)
may be related, weighted, and aggregated in a graphic format by
assigning values to the coordinate locations of data points or
data zones. According to the application and desired representa-
tion of data, three basic types of mapping procedure may be speci-
fied: contour, conformant, or proximal.

CONTOUR--based on the use of contour lines, each of which represents
la value remaining constant throughout its ength. The map consists

of closed curves that connect all points having the same numerical

continued
tr)
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value. The value at of the different levels of contour
(where a single contour level will represent a particular data
value) is determined by the program, according to the scale of

the map and the range of the data. Between any two contour lines,

a continuous variation is assumed. Therefore, the use of contour
mapping should be restricted to the representation of continuously
varying information, such as topography, rainfall, or population

density.

CONFORMANT--based en the conformance to the boundaries of a data

zone. This type of mapping is best suited to data for which the
representation as a continuously varying surface is inappropriate
owing to the significance of physical limits or boundaries. Each
predefined data zone is assigned one data value and, depending

on its numeric class (range) , one representative character on the

map itself. Local variation within the zone boundaries will not
be apparent, but will, on the average, be correct.

PROXIMAL--based on proximity to a data point. In appearance, this
type of map is similar to the conformant map. However, point
information is used here to define the data zones. Each character
location on the output map is assigned the value of the nearest
data point, using nearest-neighbor techniques. Boundaries are
then assumed along the lines where these values change. Then the
mapping is carried out as in the conformant type.

REFERENCES

Robertson, J. C., "The SYMAP Programme for Computer Mapping,"
Cartographic 108-113 (Dec. 1967); taken from a report of the
Select Conmittee on the Ordinance Survey of Scotland.

Fisher, M., "The Laboratory for Computer Graphics," Harvard Univ.

Grad. School Design Suppl. (Summer 1967).

Shepard, D., "A Two-Dimensional Interpolation Function for Irreg-
ularly Spaced Data," Harvard Univ. Grad. School Design Lab.
Computer Graphics (Feb. 1968) ; available from the Computing
Center, The Florida State University. Deals with the subject
of analyzing irregularly spaced data derived from a continu-

ous surface. A method is developed for reconstructing the
surface from the sampled data. This method is the main de-
vice used to generate the maps produced by SYMAP.

2 6/69
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000 0047

DESCRIPTIVE TITLE Synagraphic Mapping

CALLING NAME SYMAP

0 INSTALLATION NAME The Pennsylvania State University Compu-
tation Center

AUTHOR(S) AND
AFFILIATION(S)

Laboratory for Computer Graphics
Harvard University Graduate School of
Design

Adapted by

Larry Rich
Jeffrey Simon
Larry Sinkey
Department of Architectural Engineering,
The Pennsylvania State University

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks, listings, and documentation pres-
ently available

CONTACT Dr. Daniel Bernitt, EIN Technical Repre-
sentative, 105 Computer Building, The
Pennsylvania State University, University
Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

The Synagraphic Mapping program (SYMAP) produces maps that depict
spatially disposed quantitative and qualitative information. Raw
data of every kind (physical, social, economic, etc.) may be re-
lated, weighted, and aggregated in a graphic format by assigning
values to the coordinate locations of data points or data zones.
According to the application and desired representation of data,
three basic types of mapping procedure may be specified: contolr,
conformant, or proximal.

CONTOUR
--based on the use of contour lines, each of which represents a
value remaining constant throughout its length. The map consists
of closed curves that connect all points having the same numeri-
cal value. The value at each of the different levels of contour

continued

1/70 1

r.) r
14 I-4



EDUCATIONAL INFORMATION NETWORK EDUCOM

000 0047

(where a single contour level will represent a particular data
value) is determined by the program, according to the scale of
the map and the range of the data. Between any two contour lines,
a continuous variation is assumed. Therefore, the use of contour
mapping should be restr,cted to the representation of continuous-
ly varying information, such as topography, rainfall, or popula-
tion density.

CONFORMANT
--based on the conformance to the boundaries of a data zone. This
type of mapping is best suited to data for which the representa-
tion as'a continuously varying surface is inappropriate owing to
the significance of areal limits 0:: boundaries. Each predefined
data zone is assigned one data value and, depencing on its numer-
ic class (range), one representative character on the map itself.
Local variation within the zone boundaries will not be apparent,
but will, on the average, be correct.

PROXIMAL
--based on proximity to a data point. In appearance, this type
of map is similar to the conformant map. However, point informa-
tion is used here to define the data zones. Each character loca-
tion on the output map is assigned the value of the nearest data
point, using nearest-neighbor techniques. Boundaries are then as-
sumed along the lines where these values change. Then, the map-
ping is carried cut as in the conformant type.

While the contour type of map is mose often used and the easiest
to produce, the conformant and proximal maps are often more help-
ful in the "soft" disciplines. Output is in the form of printed
pages that, if the total map size exceeds the width of the comput-
er printed page (13 in.), may easily be glued or pasted together
to form a continuous map. Also included in the output is a histo-
gram showing frequencies for given data levels, plus several op-
tional features.

REFERENCES

Robertson, J.C., "The SYMAP Programme for Computer Mapping," Car-
tographic 108-113 (Dec. 1967); taken from a report of the Select
Committee on the Ordinance Survey of Scotland.

Fisher, M., "The Laboratory for Computer Graphics," Harvard Univ.
Grad. School Design Suppl. (summer 1967).
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Shepard, D., "A Two-Dimensional Interpolation Function for Irregu-
larly Spaced Data," Harvard Univ. Grad. School Design Lab. Comput-

o er Graphics (Feb. 1968); available from the EIN Office for the
cost of duplication and mailing. Deals with the subject of analyz-o
ing irregularly spaced data derived from a continuous surface. A
method is developed for reconstructing the surface from the sam-
pled data. This method is the main device used to generate the
maps produced by SYMAP.
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Synagraphic Mapping Program

SYMAP

Washington University
Computing Facilities

Harvard University Graduate School of
Design

FORTRAN IV

IBM 360/50

Proprietary; available for use but not
distribution

Dr. Charles Drebes, Manager, Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

SYMAP is a computer program designed to allow city planners,
geographers and others to produce low cost graphic displays
of spatial patterns using standard computer line printers, by
producing maps which graphically depict spatially disposed
quantitative and qualitative information. It is suited to
a broad range of applications, and is provided with numerous
options to meet widely varying requirements. Raw data of every
kind (physical, social, economic, etc.) when given to the
computer may be related, manipulated, weighted, and aggregated
in any manner desired. By assigning values to the coordinate
locations of data points or data zones, one or more of three
types of map may be produced, as specified by the user: conformant
(choropleth), contour, and proximal. Potential applications
are independent of the scale at which one wishes to display
data. Studies (at other universities) have included a living
cell, land parcels, blocks, tracts, towns, states, and continents.
In each case, a common factor was the spatial distribution of
a variable and a need to display the patterns associated with
this distribution.

REFERENCES

Reference Manual for Synagraphic Computer Mapping--"SYMAP"
(Cambridge, Mass.: Harvard Univ. Grad. Sch. of Design,
Comp. Graph. Lab.).
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Mineral Identification

MINERAL

Kiewit Computation Center
Dartmouth College

Michael Hebb
Kiewit Computation Center
Dartmouth College

Dartmouth BASIC

GE-635

Decks and listings presently available

A. Kent Morton, EIN Technical Represen-
tative, Kiewit Computation Center,
Dartmouth College, Hanover, N.H. 03755
Tel.: (603) 646-2864

FUNCTIONAL ABSTRACT

MINERAL was written as an aid in mineral identification. It

may be used in two ways. As a reference tool, it will print
all stored data on any of 601 different minerals. As an aid
in mineral identification it will sort through all stored
minerals and list only those that fit the data supplied by the
user. The program requests data, sorts, and prints the names
of the minerals having similar properties (up to 25).

The scan routine for refractive-index matches has a tolerance
of ± .005; hardness has a tolerance of ± .51; and specific
gravity has a tolerance of ± .21.

The user has the option to supply more data on the same mineral
if he is not satisfied with the preliminary match Several
minerals may be checked or referenced in a single run.

REFERENCES

Deer, W.A., Howie, R.A., and Zussman, Jr., Rock Forming Minerals,
(John Wiley & Sons, Inc., New York, 1962), 5 Vol.

Larsen, E., and Berman, H., Microscopic Determination of the
Nonopaque Minerals, (U.S. Govt. Print. Off., Wash. D.C.,
1934).

10/70



E
ng

in
ee

rin
g 

8:
 T

ec
hn

ol
.



EDUCOM

DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
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COMPUTER
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95X95 Factor Analysis with Varimax
Rotation

MESA1 NUCC016

Vogelback Computing Center,
Northwestern University

Vogelback Computing Center,
Northwestern University

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorrain Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road
Evanston, Ill. 60201
Tel.: (312) 492-3682

MESA1 can correlate, factor, and rotate a maximum of 95 variables.

The maximum sample size that can be used with the program is

32 768 observations. Sample size should be larger than number of

variables.

MESA1 is composed of three parts: a main program, an eigenvalue

subroutine, and a varimax-rotation subroutine. The eigenvalues

are calculated by a modified Jacobian method that closely paral-

lels the routine given by Greenstadt in the Ralston and Will vol-

ume.' The varimax subroutine is from BIMD17 package and is based

on the Kaiser algorithm.' The method of principal-components
orthogonal rotation is used.

All of the output of the program if in the form of naturally ar-

ranged tables. The variables in the tables can be labeled by

name as well as by number. The output of the program can include

--means, standard deviations, the third and fourth moments of

each variable

--the standard errors of each of the above

6/69
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-triangular matrix of product moment correlation coefficients,
with communality estimates in the main diagonal

-a table of positive eigenvalues, with percentages and cumulative
percentages based upon both the total variance of the matrix and
the variance accounted for by the factors to De rotated
- -matrix of rotated factors

--matrix of unrotated factors. (The number of factors included in
this and subsequently listed output is subject to the restrictions
explained in the following section.)

The program has the following options available, which are deter-
mined by Control-Card entries.

A. Input and Communality Options

The input to the program can be either a series of N(N < 32 768)
observations of M variables each (M < 95) or a MXM correlation
matrix. If the input is in the formof observations, the following
communality options can be computed for each variable Xi

1. All l's

2.SquaredmultiplecorrelationofX.with the remaining X. i j
J

3.AbsolutevalueofthelargeszcorrelationofX.with X. i j

If a matrix input is used,only the following options are avaiable
for communality estimate for variables Xi

4. All l's

5.AbsolutevalueoflargestcorrelationofX.with X.
6. The diagonal element rii in the data input matrix

No factor scores are availablo with options 4, 5, and 6. In these
cases, Cols. 36-57 of the Problem Card must be blank.

B. Rotation Options

1. Rotation is optional and can be suppressed

2. If rotation is not suppressed, the following series of condi-
tions and options determines the number of variables that will
be rotated. (These conditions also determine the number of
factors included in the factor matrix.)

The foZZowing conditions always hoZd

a. A maximum of 19 factors can be rotated

b. Only factors with positive eigenvalues can be rotated

continued
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c. A maximum of 100% of the communality of the original matrix
can be accounted for by factors. (In practice, this condi-

0 tion means that, if the first k largest factors account for
0 100% of the original variance, then no addition factors will
0 be calculated.)0

The largest number of factors that can be rotated is the minimum
of the three values determined by the above conditions. The number
of factors to be rotated can be further restricted by the following
options.

d. Specification of a maximum number of factors

e. Specification of the minimum eigenvalue to be included among
rotated factors. (This specification can be a constant, or
can be evaluated as the absolute value of the largest nega-
tive eigenvalue)

f. Specification of a minimum/maximum-factor loading for factors
to be included in the rotation. (In practice, this option
means that it is possible to exclude from rotation any fac-
tors that have no loadings at or above the specified value.
This option should be used with caution because the program
will stop calculating factors at the first factor that fails
this maximum-factor-loading criterion. It sometimes happens
that a factor will fail this min/max test when a factor with
a smaller eigenvalue would not fail it.)

If any of the communality options d, e, or f are used, the mini-
mum value, so determined, serves as the limit on the number factors
to be rotated, if that value is less than the value determined by
condition a, b, and c. The options d, e, and f can be suppressed
by leaving the appropriate Control-Card columns blank.

REFERENCES

1. Greenstadt, J., "The Determination of the Characteristic
Roots of a Matrix by the Jacobi Method," in Mathematical
Methods for Digital Computers, Ralston and Wilf, Eds. (John
Wiley & Sons, Inc., New York, 1959), Chap. 7.

2. Kaiser, H.F., "The Varimax Criterion for Analytical Rotation
in Factor Analysis," Psychometrika 23, No. 3 (Sept. 1958).
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Synagraphic Computer-Mapping Program

SYMAP 5.12

Computing Center,
The Florida State University

Howard T. Fisher, Northwestern Techno-
logical Institute (overall design and
mathematical model)

Mrs. O.G. Benson, Northwestern University
Computing Center (programming)

LANGUAGE FORTRAN IV

COMPUTER Originally developed on IBM 709; also on
IBM 360/40 and IBM 7094 at Harvard Uni-
versity

PROGRAM AVAILABILITY

CONTACT ,

FUNCTIONAL ARSTRACT

Available in EIN through The Florida
State University CDC 6400

Decks, listings, and documentation pres-
ently available from The Florida State
University Computing Center

Ray Soller, Librarian, Computing Center,
The Florida State University, Tallahassee,
Fla. 32306
Tel.: (904) 599-3418

The Synagraphic Computer-Mapping Program (SYMAP) produces maps
that depict spatially disposed quantitative and qualitative infor-
mation. Raw data of every kind (physical, social, economic, etc,)
may be related, weighted, and aggregated in a graphic format by
assigning values to the coordinate locations of data points or
data zones. According to the application and desired representa-
tion of data, three basic types of mapping procedure may be speci-
fied: contour, conformant, or proximal.

CONTOURbased on the use of contour lines, each of which represents
a value remaining constant throughout its length. The map consists
of closed curves that connect all points having the same numerical

continued
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value. The value at each of the different levels of contour
(where a single contour level will represent a particular data
value) is determined by the program, according to the scale of

the map and the range of the data. Between any two contour lines,
a continuous variation is assumed. Therefore, the use of contour
mapping should be restricted to the representation of continuously
varying information, such as topography, rainfall, or population
density.

CONFORMANT--based on the conformance to the boundaries of a data
zone. This type of mapping is best suited to data for which the
representation as a continuously varying surface is inappropriate
owing to the significance of physical limits or boundaries. Each
predefined data zone is assigned one data value and, depending
on its numeric class (range), one representative character on the
map itself. Local variation within the zone boundaries will not
be apparent, but will, on the average, be correct.

PROXIMALbased on proximity to a data point. In appearance, this
type of map is similar to the conformant map. However, point
information is used here to define the data zones. Each character
location on the output map is assigned the value of the nearest
data point, using nearest-neighbor techniques. Boundaries are
then assumed along the lines where these values change. Then the
mapping is carried out as in the conformant type.

REFERENCES

Robertson, J. C., "The SYMAP Programme for Computer Mapping,"
Cartographic 108-113 (Dec. 1967); taken from a report of the
Select Committee on the Ordinance Survey of Scotland.

Fisher, M., "The Laboratory for Computer Graphics," Harvard Univ.
Grad. School Design Suppl. (Summer 197).

Shepard, D., "A Two-Dimensional Interpolation Function for Irreg-
ularly Spaced Data," Harvard Univ. Grad. School Design Lab.
Computer Graphics (Feb. 1968); available from the Computing
Center, The Florida State University. Deals with the subject
of analyzing irregularly spaced data derived from a continu-
ous surface. A method is developed for reconstructing the
surface from the sampled data. This method is the main de-
vice used to generate the maps produced by SYMAP.
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DESCRIPTIVE TITLE Program for Analysis of Linear Systems

CALLING NAME PALS
CD

0
INSTALLATION NAME Vogelback Computing Center,

Northwestern University

AUTHOR(S) AND
AFFILIATION(S) Dr. James Van Ness

Electrical Engineering Department,
Northwestern University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Lorraine Borman, EIN Technical Represen-
tative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

PALS is actually a series of subroutines combined into one large
main program for (1)forming the differential equations of a linear
system in matrix form, (2)finding the eigenvalues of the coeffi-
cient matrix of the differential equations, and then (3)either com-
puting the loci of the eigenvalues as individual or groups of par-
ameters are varied, finding the eigenvectors of the coefficient
matrix, or finding the sensitivities of the eigenvalues to the par-
ameters of the system.

Although PALS was developed initially to study the load-frequency
control of a large power system, it is presently written in a
general form to make it applicable to many types of systems. The
system to be studied may be described in terms of a block diagram
or by sets of equations. The method of formiLg the coefficient
matrix of the differential equations from this general input is
described in Ref. 1. The only restriction is that the system must
be representable by a set of linear differential equations with
constant coefficients. Many nonlinear systems, such as the power
system, can be studied for small deviations about an operating
point by linearizing the system of equations about that operating
point.

8/69
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The accuracy of PALS is dependent on the accuracy of the method
used to find the eigenvalues and the eigenvectors of the coeffi-
cient matrix of the differential equations. Fortunately, the meth-
ods that have been chosen have proven to be very satisfactory. The

QR transform developed by Francis2 is used to find the eigenvalues

6 and is described in Ref. 1. The eigenvectors are found by an in-
verse-iteration method based on a method described by Wilkinson.3
After finding the eigenvectors, the program corrects the value
found for the eigenvalues by using the Rayleigh quotient. The
change in the eigenvalues is insignificant in most cases, but in
the few where the accuracy of the QR transform is poor2 the error
is corrected at this step. The inverse-iteration method and the
Rayleigh quotient also are described in Ref. 1.

PALS provides two methods of studying the effect of parameter chang-
es on the system eigenvalues. The first is essentially the well-
known root-loci approach. Any of the parameters in the system may
be incremented through a series of steps, and the resulting change
in the eigenvalues will be plotted on a complex plane. The second
method finds the sensitivities of specified eigenvalues to the par-
ameter (the derivatives of the eigenvalues to individual or groups
of parameters). The sensitivity method thus gives the slope of the

eigenvalue locus at a given point. It has the advantage of enab-
ling the user to determine quickly which parameters are important

in a given situation. However, the complete locus of the eigenval-

ue is Leeded to determine the effect of the parameter over any range
of variation. The eigenvalue locus is found by actually increment-
ing the parameters, whereas the sensitivity is found by usiAg the
method described in Ref. 1.

Two versions of PALS are currently being maintained on the CDC 6400
computer. PALS1 is dimensioned for systems up to the 500th order;
PALS2 is a simpler version for smaller systems, usually less than
100th order. The actual limits on each of these pyograms are given

in Ref. 1.

REFERENCES

1. Van Ness, J.E., "PALS--A Program for Analyzing Linear Systelns,"

Northwestern Univ. Dept. Elec. Eng. (Mal'. 1969). Available

from BIN for the cost of duplication and mailing.

2. Francis, J.G.F., "The QR Transformation," Computer J. 4 265

271 (Oct. 1961); 5, 332-345 (Jan. 1962).

3. Wilkinson, J.H., The Algebraic Eigenvalue Problem (Oxford Uni-

versity Press, London, 1965).
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DESCRIPTIVE TITLE Synagraphic Mapping

CALLING NAME SYMAP

INSTALLATION NAME The Pennsylvania State University Compu-
tation Center

AUTHOR(S) AND
AFFILIATION(S)

Laboratory for Computer Graphics
Harvard University Graduate School of
Design

Adapted by

Larry Rich
Jeffrey Simon
Larry Sinkey
Department of Architectural Engineering,
The Pennsylvania State University

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks, listings, and documentation pres-
ently available

CONTACT Dr. Daniel Bernitt, EIN Technical Repre-
sentative, 105 Computer Building, The
Pennsylvania State University, University
Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

The Synagraphic Mapping program (SYMAP) produces maps that depict
spatially disposed quantitative and qualitative information. Raw
data of every kind (physical, social, economic, etc.) may be re-
lated, weighted, and aggregated in a graphic format by assigning
values to the coordinate locations of data points or data zones.
According to the application and desired representation of data,
three basic types of mapping procedure may be specified: contour,
conformant, or proximal.

CONTOUR
--based on the use of contour lines, each of which represents a
value remaining constant throughout its length. The map consists
of closed curves that connect all points having the same numeri-
cal value. The value at each of the different levels of contour

continued
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(where a single contour level will represent a particular data
value) is determined by the program, according to the scale of
the map and the range of the data. Between any two contour lines,
a continuous variation is assumed. Therefore, the use of contour
mapping should be restricted to the representation of continuous-
ly varying information, such as topography, rainfall, or popula-
tion density.

CONFORMANT
--based on the conformance to the boundaries of a data zone. This
type of mapping is best suited to data for which the representa-
tion as'a continuously varying surface is inappropriate owing to
the significance of areal limits or boundaries. Each predefined
data zone is assigned one data value and, depending on its numer-
ic class (range), one representative character on the map itself.
Local variation within the zone boundaries will not be apparent,
but will, on the average, be correct.

PROXIMAL
--based on proximity to a data point. In appearance, this type
of map is similar to the conformant map. However, point informa-
tion is u;ed here to define the data zones. Each character loca-
tion on the output map is assigned the value of the nearest data
point, using nearest-neighbor techniques. Boundaries are then as-
sumed along the lines where these values change. Then, the map-
ping is carried out as in the conformant type.

While the contour type of map is mose often used and the easiest
to produce, the conformant and proximal maps are often more help-
ful in the "soft" disciplines. Output is in .the form of printed
pages that, if the total map size exceeds the width of the comput-
er printed page (13 in.), may easily be glued or pasted together
to form a continuous map. Also included in the output is a histo-
gram showing frequencies for given data levels, plus several op-
tional features.

REFERENCES

Robertson, J.C., "The SYMAP Programme for Computer Mapping," Car-
tographic 108-113 (Dec. 1967); taken from a report of the Select
Committee on the Ordinance Survey of Scotland.

Fisher, M., "The Laboratory for Computer Graphics," Harvard Univ.
Grad, School Design Suppl. (summer 1967).

continued
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Shepard, D., "A Two-Dimensional Interpolation Function for Irregu-
0 larly Spaced Data," Harvard Univ. Grad. School Design Lab. Comput-
0 er Graphics (Feb. 1968); available from the BIN Office for the

cost of duplication and mailing. Deals with the subject of analyz-0
ing irregularly spaced data derived from a continuous surface. A
method is developed for reconstructing the surface from the sam-
pled data. This method is the main device used to generate the
maps produced by SYMAP.
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DESCRIPTIVE TITLE BEEF Mathematical Subroutine0
0
0 CALLING NAME BEEFM
0
0

INSTALLATION NAME University of Notre Dame
Computation Center

AUTHOR(S) AND UNIVAC Division of Sperry Rand Corporation
AFFILIATION(S) Westinghouse Electric Corporation

Baltimore Defense and Space Center

Boeing Corporation

LANGUAGE FORTRAN IV and SLEUTH II

COMPUTER UNIVAC 1107

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Mrs. Elizabeth Hutcheson, Computer
Center, University of Notre Dame,
Notre Dame, Ind. 46556
Tel.: (219) 283-7784

FUNCTIONAL ABSTRACT

The BEEF mathematical library is a set of subroutines supplied
by UNIVAC to "enhance FORTRAN's abilities as a scientific
processor." This enrichment is in the form of subroutines
for the evaluation of mathematical functions, matrix arithmetic,
and other standard engineering requirements.

See the User Instructions for further information on BEEFM.

REFERENCE

UNIVAC 1107 BEEF Math Routines Manual (UP-3984), UNIVAC Division
of Sperry Rand Corporation, (New York, N.Y., March 1965).
Available through the UNIVAC 1107 Librarian, Systems Prog.
Library Services, UNIVAC Div. of Sperry Rand, Sperry Rand
Bldg., New York, N.Y. 10019.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

Simulation Package for University Research
and Training

SPURT

Vogelback Computing Center
Northwestern University

Gustave J. Rath
Department of Industrial Engineering and
Management Sciences

Martin Goldberg
Leonard Weiner

Northwestern University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

SPURT is a comprehensive package of USASI Standard FORTRAN rou-
tines that are designed for use in simulation modelling. These
useful routines, ranging from simple to complex, enable the aver-
age FORTRAN programmer to employ simulation techniques without
having to learn the semantic and syntactic rules of a new pro-
gramming language.

The SPURT package is made up of six main parts.

I. CLOCK Generation--SPURT1

II. Stochastic Generator8--SPURT2

III. Statistical Computations--SPURT3

IV. Analog Simulators--SPURT4

V. List-Processing and Queue-Manipulation--SPURT5

VI. Matrix and Graphical Output--SPURT6

2/70
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The following is a listing and brief discussion of the various sub-
routines contained in each of the six SPURT parts.

CLOCK Generation SPURT1: to implement discrete-time simulation
models; to cause events to occur in the proper time sequence

The CLOCK subroutine consists basically of two lists:

Master Time List--contains events scheduled to happen in the
future

Master Time Quede--contains events that could not take place
at the time when they were scheduled to and, therefore, have
been rescheduled; i.e., they have been blocked and aro wait-
ing in a queue.

Events can be stored on either list.

CTOCK recognizes two basic kinds of events:

-xogenous--those that are externaZ to the user's routine;
these are read from Data Cards by the CLOCK

Endogenous --those that are internaZ to the user's routine;
these are generated dynamically and then are maintained by
the CLOCK

Stochastic Generators--SPURT2: to generate samples from various
probability distributions and to calculate sample values

Subroutine Usage

STOGN1 Permits sampling from a discrete empirical probabil-
ity distribution defined by the user

STOGN2 Enables the user to approximate a continuous distri-
bution by means of a piecewise linear distribution

UNIFRM Permits the user to sample real values from a uniform
distribution in a defined interval

RANDIN Provicks a uniform distribution of integers in a de-
fined interval

NORMAL Allows the user to obtain a random sample from a nor-
mal distribution with given mean and standard deviation

NEGEXP Permits the user to obtain a random sample from the
negative exponential distribution

POISSN Provides the user with a random sample from the Poisson
distribution

continued
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ERLANG Provides a random sample from the Erlang distribution

DISCRT Permits sampling from a step function describing a

c) discrete cumulative distribution of integer values

LINEAR Provides the user with a random sample from a cumula-
tive distribution that is obtained by linear interpo-
lation in a nonequidistant table of real values

DRAW Provides a boolean value of TRUE or FALSE

RANPER Generates a uniformly distributed, random permutation
of the integers 1, 2, M

Statistical ComputationsSPURT3: to calculate statistical param-
eters and histograms of data arrays

Subroutine Usage

STIX1 Three interrelated subroutines to accumulate and print
STIX2 out a frequency table and to produce a CalComp plot of
STIX3 a normalized histogram of the table

STIX4 Evaluates the mean, standard deviation, maximum value,
and minimum value of an array of real numbers

STIX5 Evaluates the correlation coefficient between two
arrays of real numbers

STIX6 Ranks an array of real numbers and produces the me-
dian and range of the data within the array

STIX7 Produces a statistical description of the data found
in an array, including the sample size, mean, stand-
ard deviation, standard error, minimum and maximum
values, range, and a printed histogram plot

Analog Simulators--SPURT4: to enable the simulation of analog-
computer problems on a digital computer

Subroutine Usage

ANALOG These two subroutines make it possible to obtain
SECND output similar to a hybrid computer

continued
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EDUCOM

List-Processing and Queue-Manipulation--SPURT5: lists are mXn ar-

rays; entries in lists are mX1 arrays. c.)

Subroutine Usage

ADFIFO Adds an en*ry at the bottom of the list; it can be
removed only after all the elements presently on the
list are gone (builds first-in last-out list)

ADLIFO Adds an entry at the top of the list; it will be
removed before any other entry presently on the list
(builds last-in first-out list)

REMOVE Removes the top (or first) entry from a list

PURGE Destroys the contents of a list

DISPL Prints the contents of a list

Additional subroutines in SPURT5 provide the capability to rank
lists and to delete or to-insert entries into lists.

Matrix and Graphical Output--SPURT6: output is facilitated through
printing and graphical output

Subroutine Usage

OUT Prints out a square matrix with column and row head-
ings

NSOUT Prints out a nonsquare matrix with column and row
headings

GRAPH Produces two-dimensional graphs of plots, using a
CalComp plotter

REFERENCES

1. Rath, G.J., "Description of the Simulation Package for Univer-
sity Research and Teaching," Northwestern Univ. Vogelback Comput-
ing Ctr., SPURT, Rev. E (1968; unpublished).
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CO
DESCRIPTIVE TITLE Synagraphic Mapping Program

CD

0 CALLING NAME SYMAP

INSTALLATION NAME Washington University
Computing Facilities

AUTHOR(S) AND Harvard University Graduate School of
AFFILIATION(S) Design

LANGUAGE FORTRAN IV

COMPUTER IBM 360/50

PROGRAM AVAILABILITY Proprietary, available for use but not
distribution

CONTACT Dr. Charles Drebes, Manager, Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

SYMAP is a computer program designed to allow city planners,
geographers and others to produce low cost graphic displays
of spatial patterns using standard computer line printers, by
producing maps which graphically depict spatially disposed
quantitative and qualitative information. It is suited to
a broad range of applications, and is provided with numerous
options to meet widely varying requirements. Raw data of every
kind (physical, social, economic, etc.) when given to the
computer may be related, manipulated, weighted, and aggregated
in any manner desired. By assigning values to the coordinate
locations of data points or data zones, one or more of three
types of map may be produced, as specified by the user: conformant
(choropleth), contour, and proximal. Potential applications
are independent of the scale at which one wishes to display
data. Studies (at other universities) have included a living
cell, land parcels, blocks, tracts, towns, states, and continents.
In each case, a common factor was the spatial distribution of
a variable and a need to display the patterns associated with
this distribution.

REFERENCES

Reference Manual for Synagraphic Computer Mapping--"SYMAP"
(Cambridge, Mass.: Harvard Univ. Grad. Sch. of Design,
Comp. Graph. Lab.).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0134

Continuous System Modeling Program

CSMP

Washington University
Computing Facilities

IBM Application Program

CSMP imbedded in FORTRAN

IBM 360/S0

Proprietary; available for use but not
for distribution.

Dr. C.B. Drebes, Mgr., Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

CSMP performs a simulation of a continuous system, obtaining
solutions to problems expressed in the form of systems of dif-
ferential equations or analog block diagrams. Typical applica-
tions might be a control engineer's study of the effectiveness
of various control system designs, or a study of a cardiovascular
system model.

CSMP provides a basic set of functional blocks with which the
components of a continuous system may be represented, and it
accepts application-oriented statements for defining the con-
nections between these functional blocks. It also accepts
FORTRAN IV statements which can be used to handle non-linear
and time-variant problems. Input and output are facilitated
by means of user-oriented control statements.

REFERENCES

System/360 Continuous System Modeling Program (360A-CX-16X)
User's Manual (IBM Manual GH20-0367-3), (White Plains,
N.Y.: IBM Corp. Tech. Pub. Depart., 1968).

3/71 1
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System/360 Continuous System Modeling Program (360A-CX-16X)
Operatori9 Manual (IBM Manual 1120-0368), (White Plains,
N.Y.: IBM Corp. Tech. Pub. Depart., 1968).

System/360 Continuous System Modeling Program (360A-CX-16X)
Application Description (IBM Manual GH20-0240-2), (White
Plains, N.Y IBM Corp. Tech. Pub. Depart., 1968).
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t,e) DESCRIPTIVE TITLE O'Neill Concordance Package

CALLING NAMES CONTEXT, CONCORD

INSTALLATION NAME Computing Center
The Florida State University

AUTHOR(S) AND Julia C. Lawson
AFFILIATION(S) Computiiii Center

The Florida State University

LANGUAGE CDC FORTRAN IV: Main Programs
CDC Assembly Language (ASCENT): Subroutines

COMPUTER CDC 6400: Concordance Preparation
IBM 1401: Card-to-Tape Input and Sorting

PROGRAM AVAILABILITY Program decks and documentation are
presently available through the CDC users
group (6400)

SpeCial cases will be considered by The
Florida State University Computing Center
Staff

CONTACT Dr. E.P. Miles Jr., Director Computing
Center, The Florida State University,
Tallahassee, Fla. 32306
Tel.: (904) 599-3418

FUNCTIONAL ABSTRACT

The O'Neill Concordance Package has been developed to prepare a
concordance to the plays of Eugene O'Neill. It consists of two
related programs called CONTEXT and CONCORD.

CONTEXT operates on text that has been keypunched in a relatively
free format on cards. The text is edited for spacing and for cer-
tain common keypunching errors and is broken info units called
contexts, which are usually short complete sentences or substan-
tial clauses or phrases ending with a comma or other punctuation.
The contexts, which are the input for CONCORD, are then printed
for visual inspection. Occasionally, a context will contain no
punctuation or may be meaningless because of the mechanical rules
used. For example, the abbreviation A.F. of L. will produce three
separate contexts. Such occurrences may be corrected by preparing
change data for the CONCORD program.

continued
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000 003L

CONCORD operates on the contexts produced earlier, updating these
data according to changes resulting from a visual inspection.
Words that are in a user-specified dictionary are then eliminated.
Each remaining word is then written on magnetic tape with its as-
sociated context, location in the text, and seTLal numbers.

Finally, the words are sorted into alphabetic order and merged so
that all contexts for a given word are grouped together. The re-
sulting concordance is printed on standard continuous-form paper
suitable for photographic reproduction.

2 6/69
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCATIONAL INFORMATION NETWORK

000 0049

Key Grapheme in Context

KGIC

Washington University
Computing Facilities

Joel Achtenberg
Computing Facilities
Washington University

PL/I

S/360 under OS

Decks and listings presently available

J. Philip Miller, Computing Facilities,
Washington University, St. Louis,
Mo. 63130
Tel.: (314) 863-0100 ext. 4041

FUNCTIONAL ABSTRACT

The KGIC program was written to facilitate the analysis of the
environmental distribution of graphic characters. It produces
a KWIC-like listing of all occurrences of a given grapheme along
with the graphic environment in which each instance appeared.
The listing may be sorted either forward or backward from the
key grapheme to facilitate inspection. Provision is made for
specification by the user of special alphabets for foreign
languages or for phonemic transcriptions.

If any word appears more than once in the data to be processed,
only one set or records will be produced for that word. A
counter will be increased and the frequency of occurrence printed
in both the alphabetical listing and in the KGIC listing. The
alpha listing thus will contain a complete frequency count of
the corpus under consideration.

It should be noted that whenever the user can attribute phonetic
or phonemic status to individual graphemes, the KGIC listing
provides correspondingly significant information about phonetic
and/or phonemic environments.

6/70 1
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000 0049

The program produces the items listed below as output.

1. an alphabetical listing of all words processed by the KGIC
program, along with their absolute and relative frequencies
of occurrence,

2. the KGIC listing itself grouped by alphabetical character,
with the absolute frequency of occurrence given for each
unique occurrence, and the total number of occurrences
and the total number of unique occurrences given for each
character,

3. a summary table containing the absolute and relative fre-
quencies of occurrence for both the total number of occur-
rences and for the total of unique occurences,

4. optionally, a horizontal bar graph of the relative fre-
quencies of all occurrences of each grapheme,

5. a number of summary statistics, i.e.,

a) total number of words processed, i.e., tokens
b) average length of word
c) total number of unique words, i.e., types
d) the type/token ratio
e) total number of characters processed
f) total number of unique occurrences of all characters

6. a statement of all program options used in a particular
run, and a complete listing of the EMICTT, defining the
alphabet in use for that run.

o°
2
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

000 0058

Inquirer II System for Content
Analysis

I/II

Washington University
Computing Facilities

J. Philip Miller
Washington University
Computing Facilities

PLR

S/360 under OS

Source listings and complete documenta-
tion available from Documentation
Librarian, Computing Facilities, Box
1152, Washington University, St.
Louis, Mo. 63130

CONTACT J. Philip Miller, Computing Facilities,
Box 1152, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 4041

FUNCTIONAL ABSTRACT

The Inquirer II is a set of computer programs comparable to,
but more flexible than, its predecessor, the General Inquirer,
developed by Stone and his colleagues at Harvard. The original
version of the General Inquirer System was designed for prob-
lems encountered in the content analysis of textual and verbal
data. The General Inquirer was implemented .for the IBM 7090
7094 computer along with the IBM 1401 computer. A later
version of the General Inquirer was designed by Psathas and
Miller to be used only with an IBM 1401 computer with an IBM

1311 disk drive. Stone originally described the General In-
quirer as "a set of computer programs to (a) identify, sys-
tematically within text, instances of words and phrases that
belong to categories specified by the investigator; (b) count
occurrences and specify co-occurrences of these categories;
(c) print and graph tabulations; (d) perform statistical tests;
(e) sort and regroup sentences according to whether they con-
tain instances of a particular category of combination of cate-

gories." The Inquirer II contains these capabilities and also

continued
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allows for more elaborate analysis of the data. The I/II is
able to make more elaborate contextual searches of the data
and provide more options to the potential users. These options
are described in detail in the Inquirer II Programmer's Guide.

Content analysis may be defined as a research technique which
includes a systematic identification of theoretically relevant
constructs in textual data. Content analysis is usually per-
formed so that inferences can be made about the source or
originator of the message, the message itself or the intended
receiver of the message. The investigator communicates the
constructs and the rules by which they may be identified within
the corpus of text by means of dictionary. This dictionary
is either one of his own construction or one which has been
utilized in previous research.

REFERENCES

Miller, J. Philip, editor, Inquirer II Programmer's Guide, 2nd
Edition, 1970, Washington University, (Available from
Documentation Librarian, Computing Facilities, Box 1152,
Washington University, St. Louis, Mo. for $5.00)

Stone, P.J., Dunphy, D.C., Smith, M.S., and Ogtvie, D.M.
The General Inquirer: A Computer Approach to Content
Analysis, Cambridge, Mass., The MIT Press, 1966.
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DESCRIPTIVE TITLE "Beolc-TYpe" Indexing Progrin

CALLING NAME INDEXER NUCC160

INSTALLATION NAME

AUTHOR(S) AND
AFfILIATION(S)
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fiist allows the u.ier t) store (and later to modify) quan,:ities
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DESCRIPTOR:: TITLL.

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LAN.CUAGE

COMRUTER

PROGRAH AVAILABILITY

000

information Retrieval, L;ystem lov Croat i lig
Maintaining,, Inde;,:ing, and Retri wing from
Files of Textual Informatjon,
TRIAL NUCC118

Vogelback Computing Center,
Northwestern University

Donald DiIlan'in
Lorraine Borman, Vogelback Computing Cen-
ter, Northwestern University
CDC FOATRAN rtf,

CDC 1640.0.

cks an4 listings preS

CONTACT, Loriaine "-Boinsaii; AIN::"Tge. resont-,
ativelIretgelbak.Coglinit lototh,.

western 1.4iv:ers-ity... ,21, ott
Evans' "26;1,t

14'.t :.......
Tel., : _%, 41.

FUNCTIONAL ABSTRACT
......

*
.

TRIAL is an information-processrpc
. indexing., 'and retrieval of t,41e-,
..information.. 'The., system: all'Zi

of a master file (EDIT), ;it
or, alternatively., on every
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. .., 4,

r -
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MIAL is J1 tivAlly n.srius of six prugrams--TUALI, SIAVC4,

INDEX, SOP,TER, and PRINT--whizh, rospectiveli, function as the
Executive (issuing calls to Ither programs a need.!d), tilt, Editor

(processing now input tata and updating the old) , the Searcher
(finding instinr,es of: given Key words), the Selector (retrieving
and indexing key words 4nd their contexts), ,the Sorter (sorting

the information file), and the Printer (controlling the numerous

output options).

The TRIAL file structue allows for a maximum of nine levels of

record definition within an entry; an etttry:is consideved .to be
,

.

all of the information for one unit'of'analysis, InAlvi4041 1)14
cations may utilize'frou one to All velt,oT

formation. Any level may ,have.. new .ibDP 61;4 0, 0

be added to the existing -"

Any m,..ster file created by
important features of ihd-
search textual material f
related key words and (2):
OR, ana NOT,giving the 11014
words must ddpear in .6:mt
does not retrieve reliva*
in much thp same ,matinerl

'W
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Tetz14-Ifi, W.H., "TRIAL: Techltiquo for Rl_trievinn Informatiol. .(rum
Abstracts of 'Aterature --A Program for the 'IBM 70v/90/94,"
paper presented at the SHARE XXVI meeti-4g, Apt)]. Man 'ent
Sci. Proj. ammitte, 24 Feb.-4 Mar. 1966, San Dieo,

TRIAL: An Information Retreval, System for Oreating Maintaining,
Indeming, and Retrieving from Files of Textual Information,
User's Manual, Northwester., Univ. Vogetbnick Computiag Ctr.
(Oct. 1968; revised Dec. 1968).
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DESCRIPTIVE T!TLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

Key Grapheme in Context

KGIC

Wafhiugton University
Co,aputing Facilities

Joel Achtenberg
Cmputing Facilities
Wdshington University

PL/I-
-

,

PROGRAM AVAILABILITY Icks 6d.

CJNTACT

MIA

3L00 U049

;,1;;:f .;
"r: '`

`:(-10;:;',-?,.,--

. FUNCTIONAL ABSTRA6T:

Tho KGIC prograVig
environmental. 41'0
a KWIC-like listing ,o
with the graPhic enviTA
The 'listing may Oe .so

keY graPhemo f bUit
specification
lalguages or for , hon ta

If any word alollauis
only one set or p!cor
coum,er will be ,in
in both the alphafie 140
alpha listing thus-
the corpus uadet cOis;

;

It should be noted that when
or phonemic status :fa itusiirf
provis!es cOrrespondingly sisnif
and/or Ohonemic environments..
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The pJeogram ploduces the items lis,ed below as output.

1. an alphabetical listing of ° 1 words pro(essed by the KGTC
program, along wit% their absolate and relative frequencies
of occurimce,

2,. the KGIC listing itse.if grouped by alphabotica4 .character,
with tLe absolute frequc cy of occurrcItce given :?:or each
unique occurrence, and the total number of occurrences
and the total 'number of unique occurrence's given for each
characte-P,

3. a summary table containing the absolute and relative fre-
quencies of occurrenc.e for both the total number of occur-,
rences .ind for the total of unique occu-ences,

4. optionally, a horizontal bar graph of th0,relative fre-
quencies of 'all occurrences of; onch

5. a, number of .suMmary statistics,. ie
. a) ota1.. number -'of ..words.. process ect Letokens

b) average- length of' .word 6 6

. c) total ntouber of UniqUe. ATOrds e :typttio,
d) the type/token tatio. -
,e) total number of .charid ters ptpCeis
f) total number of . unique . accurrencei ..

. .

a statement of all program :options..ir
run`, and a .coMpleate listing of-. the

. -alphabet in LIS e for that Dun....
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OLSCLIP1IVL -HILL BEEF Data'Procesl'ing Subroutine

CALLING NAME BEEFDP

The University of Notre Dame Computing
Center

INSTALLATION NAPE

AUTHOR(S) AND
AFFILIATION(S)

000 0(6)

Westinghouse Electric Corporation
UNIVAC Division of Sper..y Rand Corporation

LANGUAGE SLEUTH IXCORTRAN .IV:

COMPUTER UNIVAC' lo7

CONTACT

.

FUNCTIONAL. ApsTRACT..
:

The.. BEEF bstar:P4PP*Ss )(it*:
by UNIVAC to,.

, This chThzt is4fl
word data 16v 11.044
foimatting I, 410-
report gelier4i
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DESCRIPTIft TITLE,

CAA 1NG NAME

4STALLAT1ON NAME

AUTHOR(S) AND
AFFILIATION(S)

PROGRAM

LANGUAGE

COMPUTER .

AVAILABILITY

';,\'4

Inquirer 11 4steJu foJc Content
Analysis

I/II

loi ishi ng ton Univers ty

Computing FaciAlties

J. Philip Mil.!.er
Washington University
Computing FaciAties

PL/1 .
. .

nt3.,

CONTACT

FUNCTIONAL 4:ABSTRACT

The Inquirer II iila.'ketil
but mor g. fleacible t1446.4' it

develope4, by Stone.:40 'his
versiOn 'of the ttenetitV tni
'leans elicoAntered in1e ,c
data-... The General' 40.

7094 computii al
version' of the" Ge*er
Miller to be used' ' oiyyith ,a
1311 disk drive:

utiorqui:rer as "a'set ti
tematically within text, ns ,r)
belong to categories ,c.i.iere. ve,.

occurrences and spedt -0-ectilt encitg of t

(c) pent aid grarh ta ulaticns ; '0) p'erfoiit,stitist
(e) sort and rearJup sentencol according ,to ,whether

, *
tain instances of a pattl.-CuPr cate*kry{ ot:ipooinatf.., 3

gories ." The Inquircr II cuntaihs these ca2ibi1ilA itv

. ,.: ,
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L.o() fuNAL n-1MA fic)il N1.1 N( f

allows for more elaborate analysi!..4 of the datv., The :T/li is
able to make more elaborate contextual searches of the data
and provide more options to the potential users. The'se Options,
are described in detail_in t4p

Content analysis may be defined as a research technique which
includes a systematic identification of theoretically relevant
constructs in textual data. Content analysis is usually per-
formed so 1"iat inferences can be made about the source or
origirwtor of the message, the message itself or the intended
receiver of the message. The investigator comMunicates the
constructs and the rules by which they may be identified within
the corpus of text by me Ins of dictionary. This di s.tionary
is eithv.:r one of his own construction or one which has been
utilized in p-...evious research.

REFERENCES

Miller, J. Philip, editor, Inqui-rer II Progr4rnmeria:duid*,. 2nd
Edition, 1970, iNashington Universityi Ova
Documentation Librarian, thrAputing Facilities, Box,
Washington University, St., Louis, Mo., kor,

1

Stone , P u J . , Dunphy,, C ,
The General Inquirer: k CompAtei'_:_ippref.,g;t:
AnaZysie, Cambridge, MASS . e,..thp .1041,4P`ti
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IMSCRI,VTIVE

CALLING NW

INSTALOTION NAME'

AutHok(s) AND
APFILIATION(s)

I.ANGUAGE

COMPUTF.R

PROGIUM AtiA4ABILITY

.

0w,)

basic inic-)Tmatip4 k*A;rieirai '5;tv$1;m

BIBS

Michigan State Uniirersity
Informatior `SytOms Laboratory

John P. Viosonhaler, Ph.D.
'John N. Haftetson
,Stnart W. ThOuast Ji1
Michigan State Uniyersity .

[MASI Pull POORAN

. CDC 5600, CDC 6500-,,COC.'6400-.
IBM:sob . .

. GB. 600 tOilete0.1.. othert-

D4Cks' 9fld .UO*144,414,
aititilable- it' 'cost l't0

AJI4vetsAti-t6f.4041,'

Making 3:1L'Utu
.nolOgie4A
Conn ;'

1.

MaintenOice

c9NTACT Dr.

SO C.
Ur. I
Te4.6, t

,

f' FACTIONAL 413$71tAtt,.:., ,,,,... f...,..

s'lliWis a,general purpose systelm'ol:P2tO :. ,... .,.

,., sciencet and' eduel ibh.E.; B itntialli flM 9 k ,"

4'
Mental' prOgrOl'inódiiiiii' do iotedto:it fatet ....

,40!`

.to . use their: Own Aodally batect"compitt,t.
t.';-

i tain,.a Yarlety, of_infe.mactio, ,Systo**:)..- ,A'. C ,., ,
,...y_':

and indei, tteatiOn .tire' pitformett atitoinat
r

410.., _ .

,,: .:.

May' be:' viewed ,as:, a set of essential tools,; Ahe tBse*tct ittiow
.; mar-use these :tools to construct the, type ot, ,0400000,4f0001 .,

.:,which, best.."'meeta, 'his, .imiediate' 'needs. , .. ,. i s . :,..,
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lt is nut rcollom;.cally prac...icaJ ror irdividual educators and
so:ial sciJntists tn devetup their own special ri-.pose program-
ming system; they mu3t share the costs of system developments
oy exchanging drograms. General purpose systems like B:ERS
(with machine, data, and applicatn independent programming)
are ideally suited for free exchange among computer users.

REFERENCES

Vinsonhaler,, J F .0 Pi . , Techn.i ea 7 Manual for the Bezefe Indexing
and Retrieval Lystem, BIRS 2.0, Michigan State Unf.versity,,
W;$1 Lansing , Mich . , 1968 .

Vinsonhaler,, J F . , And Flafterson, J .k . Eds . ) Trohnioal 04nuat
1'02 the B,4eic Indexing and Retrieval System, Appendix I,
nrs 2.5, Michigan State :University, gast Lansing,. Mich .4

Thquas ': .1-l'i* . ,.. S .11,' ,..., and . Yins onlOreT.,. ...;,1....F...2,.lidS,..;..-). :41'ilhi4c(41', lianujlk.:.

for the: pae I. rifornd ti..:.",,t na40370' .48.010;; ..;.4,4*: .V.0ohitt0.0-:.

.., .14antiql; 4ppolidix- IIa. .:PIA3 .::...1:;.0 , Michigan State ';Miritif.ctity-li. .: '

East 'Lams:. At, illich..,, '19,69...:.±
,
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CL!).

CD
CD
C.D

Hit)!;t)10

1.A,s CR 11,1 IV: 111LE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) ANP
AFFI,LIATION(S)

LANalAGE

COMPUTIU

1:11OGRA AVAILABILITY

1.10(4'360 A. Sy0.,e41 iu 1cduei.g
.M44.0.als

11iX1.360

.litrasift.ingto: University
,compUting Facilities

Inte.rnatiorial Bus ines.S
Machines

c4;

FUNCTIONAL ABSTRACT

TEXT360 is a text-process,ing,... sys
updating and pag.e.-for :t114ng
which runs under Oper4.,

processor and 'several
system is. free-fOrm an
Output is camera-ready
The formatting 'cap b11ities
deletion, .and replacement of
groups of line's.. In a .1.;

from one part of a...denientu
column p ge 'format ca e
hyphenation,. line justificatio
tions . More complei funCtitins,
zontal and veftical

, also allows the-user to Vecif
a table) is to 'be . kept tbgtieliet;
or page 3.

The four phases of the TUT360 Forinaitin
Spelling Dictiu, ary Update PrograM, th0
File Conversion Program atid the Prin.:/Pu
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CD

tvritton in Vito Pto L,Thgtmgo, supoieNvatjA by fXr spaI4, hSSCW-
bier-lnguage routitle5, uSed fer:i.:Aarqcter-set,mappipg. The
TEXT360 Presean and 'Peripheral 'Print,,:iwr:apsHalwritten in,
System/360 assembl,er,language.

TEXT360 is essentiall), the program IBM for::the prpduc-
tion ct the SRL' .manuals.

REFERENCES', .
Recd, 2EXT36 Contributed r ra14 I 'Wiry .ttociini,entat

.i.irogram 360p-2S 4.001. (Wh1t.9- 1&ahis ' Y.': I,B14,,! 19.61).
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UESCRIPIIVt:: 111LL

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

, CONTACT

FUNCTIONAL ABSTRACT

H)W;AIIMIALOVOIJklii\II!NriktVi

infuiIttation,4etrievaJ 64.11rv1es..

University of Georgia
computer Center

Information Science Group
Uriversity of Georgia

Assembler Language & PL/1

IBM 360/65

Propri etary; available for use hut
not for tlistribltion
Miss Margaret Pa-..-k , Supe-rviory
Infc.m. Scientist, Computer Center,
'The eni. v. of' Ga. Athens , Ga. 30601
Tel. : (404) 542-3741

:

OW)

. : . .

In any endeavor, scientists neLd to, keep constantXy. abreast . of'activities in their field of interest , to be: On the lookout
for new idoas , and, to maintain a library 'of ueui references
The' proliferation of neti sc.ientifik-Inowledi$: is rapidly'. olit -
pacing the carabilities of conventiOt.al infcrmatio,whandl...in
and publishing tech,lique.1 . Scienttists are ,nciw turn:11.1g ;!::$

complter -baFed method to .help Speed 'and channel the V ow '6f
information on a timely bas,is . .

, .The Computer Cente- at, the Univers:*.ty of Georgia, .is actively
engaged in establl.shing an Information, Centet. .,Mechatdied ,data
bases from ,severai scientific organizations are- .-pSsently .

available and in use at the Center.. .'' Subject ..areas T'gurrent-4
represented are biology, biocheMiStlyt nuclear sclence, aati
chemistry, inc3uding strictural data filet for Chintical ccm-

f

pounds . Other tape services in field's su4.:h .as
engineering, physics, geology, etc. , will be added as interit
is expressed in these sLbject areas. .

The Computer Center's Information Sciences Unit offers assis-
tance in creating seal. ch e- and c..irrent awareness arLd
retrospective s3arches of the scientific literature .

continued
5
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Wig ',/

111;, staff u : the Computer CoAtek includez-, highl-, trained
C.Jless lonpls in practically e-rc:ry subject discipline in addi-

tIon to chemists and a microbiologist in the lnformatioli
Sciences Unit, the Center also has full t'm,1 staf2 with
specialties in physics, engineering, statistics, biology, and
forestry, with r.onsult.tni. availabl- in othcr
All staff are also Lam- liar with computer systems and their
applications.
The Computer Center is con:,ta.Ltly seeking better ways to satisfy
the P-formation requirements of the scip-tific columunity and
we Lill greatly apprecilte any suggestions mde in-this
d;*.rection. New snrvices will bat added as rapidly:as possible
to meet newly identified needs and uses

Persons desiring to use the Information Retrieval Services a-e
directed to the contact person. ,

I

i

I

4.

' , --

. .
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1.1MUOM

LASCRIPTIVE TITLE

CALLING NAMES

INSTALLAL ON NAME

AUTHOR(S) AND
AFFILIATION(S)

PROGRAM

,'

:)L) F ,)N

CUU 0140
(a-e)

FORTRAN P/ogram for Computer Based
Serials 114dings Management

UPDATE HOLD, PUBLSI-I, LANSUB

Indiana University-Purdue University
-v. Indianapolis
Research Computation Center

Mrs. Alma ConnAll
Si.hool of IleAic;ine Library
Indiana UnlVersity
Mrs. J.
School .of Medicine. Lib,rary
Indiana .Univer.sity
Mrs.. Judy%,Silence

search Corn t4ti.o4 Centefl :XUPOT.'

LANGUAGE IBM PORI:RAN:, d
1. .11"

.UTERCOMP''. . ...iBM.:'.'71)44......,.!.: :.:;....;:-:
. ...,. . .. ", ...

.

, , -...% ..,..5:-... ,.,...1,-!, ,.,,,,,....
AVA I LABIL I,TY ....DeClin....an:. -..n.

CONTACT
. Reioar

. Indi'
Inc4
Indfa
Tel

, ,

a

:This system.,,i,s; a tong rOngo;.:.. r.)-
serials:in the School-of

. applicatiOns .are.
holding list, (2) pub,licsitipt
techniques and (3).. annual.,''POlit 'tag.

i.t
n

Several programs have 'been ot,e4Wet
tailed descriptions are given.,A4'.
of .each program followS. : "

System:Update P:rogram 1
, A` `

This program produ:es a re'idp.ble'....J.-14t".zotrAt,
every item on the cards. ext of tarr44

6/71 1
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0

c

iNi 'IA/61 tt it flVI

0 0 0 0 1 4 0
(ae)

they are run with the System OpLate Program 1 using the card 0
ieader as the input unit. The output is checked and the (.;ards
are co-rected. The cards ar then added to the mast.ir file with
the UPDATE (number 2) program.

System Update Protsram 2
This program builds a master tape which may be used as data
for t le programs that follow. UPDATE will. also 1-e used for
maintaining the current file, i.e., inserting neN cards as
they are punched and replacing cards when new informatAon is

,

HOLD

HOU) can be run with the mas terfile to produce a df
the information on each card on that file. 1:101.0;also.
a summary table gi-ling the number of titles fol., pcifiea
categories.

PUBLSH

PUBLSH provides thirteen optiops for Xistin
publication. These are (1) full flat
3) nursing list with or witholit hpldin
received list with or withoutiltatlitg§,,
Medicus list with or withotit holdA.n!s`p
Abstracts and Bibliographies as* wit4.9
(10 and 11) International' Nursclig Index".wi
holdings, end (12 and 13) mipilotorm wih ot
Multiple c,opis of output from:this pragram,';'

'.

. ." :- ' ',' '. , . 1,7,-.4..,,, -.. ., ,

. ..

. ... .... .,,
LANSUB . , .. -.....' ;..:,...., ..7:!;,...

, . . , .

LANSUB provides four 'general 'opti4ns::.fdr..... tt
are (1), language only, (2), one . subject.,
list(-d acdording to I and" or '"pr,",..logid'e...
and ,a subject crossindexed.- .,. .!,.. :.,:.'-

Listings of complete holdings or GI -carrevt
only can be obtained under the .$oUr' dptiptp.z..
holdings lists, currentj7y :received titpp,' at
plus (+) to the left of the' title,- Mixt
from this proram are availatle. .

-.
". :

ref', 1',

4.

.

,

3;".

REFERENCE .
. ..

1. Indiana University Medical. Conter Reiit
Center Library , Projram DeteptIptzon (IA
Indiana Univ. , 1966, Rev. 1013).' .Avftils
BIN Office at the cost of ra.Orpduetitsh an

, 1 ,
. . I.

, !,,,, -..,,,,,-;4'4- k,
)04, :1::,.:%,'1,..Y.f,k,,

1#,cy. : `1, ',..,,-,;,..tti)--016P , -.

: ,

:

.
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EDUCOM EDUCATIONAL INFORMATION NETWORK

DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

000 0016

Automatic Interaction Detector

AID NUCC113

Vogelback Computing Center,
Northwestern University

J. Sonquist
The University of Michigan

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road
Evanston, Ill. 60201
Tel.: (312) 492-3682

AID was originally programmed for the IBM 7090 in the MAD lan-
guage at The University of Michigan. A detailed discussion of
the theory, methods, and control parameters of the program are
contained in Ref. 1. Since 1964, two parameters have been added
to the main-parameter card.

AID is focused on a particular kind of data-analysis problem,
characteristic of many social-science research situations, in
which the purpose of the analysis involves more than the reporting
of descriptive statistics but may not necessarily involve the
exact tasting of specific hypotheses. In this type of situations
the problem is often one of determining which of the variables,
for which data have been collected, are related to the phenonmenon
in question, under what conditions, and through what intervening
processes, with appropriate controls for spuriousness.

AID is useful in studying the interrelationships among a set of

up to 37 variables. Regarding one of the variables as a depend-
ent variable, the analysis employs a nonsymmetrical branching
process, based on variance-analysis techniques, to subdivide the
sample into a series of subgroups that maximizes one's ability to
predict values of Ole dependent variable. Linearity and additivity

6/69 1
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EDUCATIONAL INFORMATION NETWORK EDUCOM

000 0016

assumptions inherent in conventional multiple-regression techniques

are not required. AID will handle variables that are only nominal (7)

scales, i.e., mere classifications.

o
REFERENCES

1. Morgan, J.N., and Sonquist, J.A., "The Detection of Inter-

action Effects: A Report on a Computer Program for the

Selection of Optimal Combinations of Explanatory Variables,"
Univ. Mich. Inst. Soc. Res. Survey Res. Ctr. Monograph
No. 35 (1964); copies may be obtained from the EIN office
fnr thc cost of duplication and mailing,



EDUCOM

DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

EDUCATIONAL INFORMATION NETWORK

000 0055

Bio-Medical Multivariate Statistical
Programs

BMD

University of Notre Dame
Computing Center

School of Medicine
University of California, Los Angeles

UNIVAC Division of Sperry Rand Corporation

College of Business Administration and
Computing Center
University of Notre Dame

LANGUAGE FORTRAN IV

COMPUTER UNIVAC 1107

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Elizabeth Hutcheson, EIN Technical
Representative, Computing Center,
University of Notre Dame, Notre Dame,
Ind. 46556
Tel.: (219) 283-7784

FUNCTIONAL ABSTRACT

The BMD system is a package of computer programs designed to
do both basic data processing and the subsequent statistical
analysis. The programs have been prepared in an easy-to-use
parametric form so that the researcher may adapt them to a
wide variety of statistical problems. For further details
of the package, see the User Instructions. The BMD is available
at the University of Notre Dame in its 1967 edition.

REFERENCES

Dixon, W.J. (Ed.), BMD: BiomedicaZ Computer Programs, (Univ.
of Calif. Press, Berkeley, 1967, 1970).

Univ. of Notre Dame Computing Cen' BMD for the UNIVAC 1107,
(Rough draft, 1967 ed. of BMD). Available from Univ. of
Notre Dame Computing Center, Notre Dame, Ind.
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EDUCOM EDUCATIONAL INFORMATION NETWORK

000 0062

(NI

DESCRIPTIVE TITLE Analysis of Change-over Experiments
0
0 CALLING NAME ZFE-03, ZFE-C4
0

INSTALLATION NAME Office of Data Analysis Research
Educational Testing Service (ETS)

AUTHOR(S) AND
AFFILIATION(S)

Procedure: G. Beall
formerly of Gillette Razor Co.

Program: V. Halfmann
formerly of ETS

LANGUAGE FORTRAN

COMPUTER IBM 360/65

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Mr. Ernest Anastasio, Off. of Data Anal.
Research, Educational Testing Service,
Rosedale Road, Princeton, N.J. 08540
Tel.: (609) 921-9000 ext. 2552

FUNCTIONAL ABSTRACT

The class of designs covered by this program is latin squares
or Youden rectangles (incomplete latin squares). These may be
repeated fully or in part. The design may be defective, i.e.,
certain whole rows may be missing, but no allowance has been
made for missing cells, i.e., single observations.

The purpose of this program is primarily to analyze the results
for effect of treatment with allowance for carry-over of pre-
ceding treatment. There is also direct testing of the signi-
ficance of carry-over. There is included parallel estimation
and testing of significance without allowance for carry-over.
The program is self-contained and does not require any external
subroutines, such as might be presumed to exist in one form or
another at computation centers.

The program, as presently stored, allows analysis for designs
up to 40 rows (or blocks). This is limited by the dimensions
of the data matrices. It could be readily enough changed to
500 or 1000 if such an experiment were involved. The analysis
has been contrived so that such change does not increase the
size of the matrix involved in eq4Won solving.

continued
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000 0062

Explanation

The basic equations are,

1. yijk = + ai + ai + Yk + eijk

where yiik is an observation assumed built of a general level t ,

effect of the ith row or individual ai , the jth period or

column 13- , the kth treatment yk and extraneous variability

E.ijk
his equation obtains for the first column or period

when there has been no conditioning period. For the following

periods, .

2.
ij

y.. kt
= + .a + 8. + yk + 6t + c

where the effect of the kth treatment in the preLeding period

is Sk . For a conditioned experiment Equ. (2) obtains in all

columns.

The data actually considered are the differences within rows

such as,

Yijkk f3j 13j' Yk Yk' 62,1

(j' j y k' k y V

These differences are then set forth in a matrix. Thus for an'

unconditioned latin square for which the first line is,

Design: (1) (2) (4) (3)

Result: 4 5 7 6

we may consider the two differences,

yill YI221 = al a2 yi 12 61 Elll E1221

Y1221 Y1342 1." e*2 $3 12 Y4 61 62 E1221 E1342

wh4a results in two lines of the matrix as follows:

01 02 03 04 1 1 12 13 14 61 62 63 64 Result

+1 1 +1 1 1 1
+1 1 +1 1 +1 1 2

Least-squares equations ere in the same form. For instance, to

get the equation associated with $2 ) each line is multiplied

by its content in the $2 column and the product accumulated

over all columns. For each set of effects ($ , y or 6), the

last equation is replaced by a condition equation,
continued

2

r; 5 8
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(.1

q:D E 13. = E yk = E (St = 0

3

A A

EDUCATIONAL INFORMATION NETWORK

000 0062

The analysis without carry-over (SANS DELTA) is gotten by re-
placing, temporarily, all equations appropriate to 6 by
8
k

= 0 .

The analysis without treatment (SANS GAMMA) is obtained by the
temporary replacement, Qk = 0 .

The residual variability is gotten in several steps. First tne
variability residual on 13 , y and 6 is

3. E
'Ilk Yijkk Sj(Eik Yijk E
v

Yijkt)
ijk ijkt

A

E Yk(E Yiik E Yiikt) E 6t E Yiikt
k ij ijt t ijk

Secondly, an estimate of V is made by finding from Equ. (1) or
(2) the mean of the values

YI'k Y"k 8' Yk13 j
A A A

Yijkk Yijkt Yk

Thirdly, estimates of 61. are made by finding the mean of the
values

1

A

YTjk Yijk
A

Yuijkk Yijkt

The residual variability as from equation (3) is then further
and finally reduced by

A

P E Y'ikt E Yijkt
ijkt 1- i jkt

Residual variability on the effects of p , rows and columns
only (SANS DELTA & SANS GAMMA) is gotten by the formula familiar
in analysis of variance.

10/70 3
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000 0062

The test of significance for treatments without allowance for
carry-over is based on residual variability SANS DELTA less
residual variability SANS DELTA & SANS GAMMA. The test with
allowance for carry-over is from residual variability on FULL
MATRIX less that on SANS GAMMA. The test for carry-over is
from residual variability on FULL MATRIX less that on SANS
DELTA.

It need only be added that there is incorporated a test on
whether the situation is underdetermined. The program counts
the number of different row patterns, multiples this number
by the number of columns, and checks whether the result exceeds
the number of independent parameters to be estimated. In the
case of underdetermination, it refuses to analyze. A second
type of refusal arises if the simultaneous equations prove
insoluble, which may arise if the design is redundant. Finally,
if there is no residual fr-adom, the program will estimate the
parameters but declare F = 0.

4

260
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0099

Information Retrieval Services

Univers:kty of Georgia
Computer Center

Information Science Group
University of Georgia

Assembler Language & PL/1

IBM 360/65

Proprietary; available for use but
not for distribution

Miss Margaret Park, Supervisory
Inform. Scientist, Computer Center,
The Univ. of Ga., Athens, Ga. 30601
Tel.: (404) 542-3741

FUNCTIONAL ABSTRACT

In any endeavor, scientists need to keep constantly abreast of
activities in their field of interest, to be on the lookout
for new ideas, and to maintain a library of useful references.
The proliferation of new scientific knowledge is rapidly out-
pacing the capabilities of conventional information-handling
and publishing techniques. Scientists are now turning to
computer-based methods to help speed and channel the flow of
information on a timely basis.

The Computer Center at the University of Georgia is actively
engaged in establishing an Information Center. Mechanized data
bases from several scientific organizations are presently
available and in use at the Center. Subject areas currently
represented are biology, biochemistry, nuclear science, and
chemistry, including structural data files for chemical com-
pounds. Other tape services in fields such as medicine,
engineering, physics,geology, etc., will be added as interst
is expressed in these subject areas.

The Computer Center's Information Sciences Unit offers assis-
tance in creating search profiles and current awareness and
retrospective searches of the scientific literature.

1/71 1
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000 0099

The staff of the Computer Center includes highly trained pro-
fessionals in practically every subject discipline. In addi-
tion to chemists and a microbiologist in the Information
Sciences Unit, the Center also has full time staff with
specialties in physics, engineering, statistics, biology, and
forestry, with consulting staff available in other iisciplines.
All staff are also familiar with computer systems and their
applications.

The Computer Center is constantly seeking better ways to satisfy
the information requirements of the scientific community and
we will greatly appreciate any suggestions made in this
direction. New services will be added as rapidly as possible
to meet newly identified needs and uses.

Persons desiring to use the Information Retrieval Services are
directed Lo the contact person.

(0
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0132

Biomedical Computer Programs

BMD

Washington University
Computing Facilities

Health Sciences Computing Facility
University of California, Los Angeles

FORTRAN IV

IBM 360/50

Proprietary; available for use at
Washington University. Available
for distribution from authors.

Dr. C. B. Drebes, Mgr., Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

The BMD package contains a variety of statistical programs in
the following areas.

Description and Tabulation

Multivariate Analysis
a. Factor Analysis
b. Discriminant Analysis
c. Canonical Analysis

Regression Analysis
a. Linear
b. Polynomial
c. Asymptotic

Analysis of Variance and Covariance

Time Series Analysis

Special Programs
a. Life Table and Survival Rate
b. Contingency Table Analysis
c. Biological Assay
d. Guttman Scaling

continued
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REFERENCES

Dixon, W.J., Ed., BMD: Biomedical Computer Programs (Berkeley:
Univ. of Cal. Press, 1968).

Dixon, W.J., Ed., BMD: Biomedical Computer Programs, X-series
Supplement (Berkeley: Univ. of Cal. Press, 1969).
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EDUCOM

DESCRIPTIVE TITLE

CALLING NAMES

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCATIONAL INFORMATION NETWORK

000 0140
(a-e)

FORTRAN Program for Computer Based
Serials Holdings Management

UPDATE, HOLD, PUBLSH, LANSUB

Indiana University-Purdue University
at Indianapolis
Research Computation Center

Mrs. Alma Connell
School of Medicine Library
Indiana University

Mrs. J. Mueller
School of Medicine Library
Indiana University

Mrs. Judy Silence
Research Computation Center, IUPUI

IBM FORTRAN IV (IBSYS)

IBM 7040

Deck and listing presently available

Dr. David A. Neal, EIN Tech. Rep.,
Research Comp. Ctr.,
Indiana Univ.-Purdue Univ. at
Indianapolis, 1100 West Michigan St.,
Indianapolis, Ind. 46202
Tel.: (317) 639-7813

FUNCTIONAL ABSTRACT

This system is a long range project concerning the holdings of
serials in the School of Medicine Library. Three overall
applications are (1) updating the file to maintain a current
holding list, (2) publication of selected lists using search
techniques, and (3) annual publication of complete holdings
list.

Several programs have been prepared for these applications. De-

tailed descriptions are given in Ref. 1. A general description
of each'program follows.

System Update Program 1

This program produces a readable
every item on the cards. When a

6/71
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they are run with the System Update Program 1 using the card
reader as the input unit. The output is checked and the cards
are corrected. The cards are then added to the master file with P
the UPDATE (number 2) program. k

System Update Program 2

This program builds a master tape which may be used as data
for the programs that follow. UPDATE will also be used for
maintaining the current file, i.e., inserting new cards as
they are punched and replacing cards when new information is
needed.

HOLD

HOLD can be run with the master file to produce a listing of
the information on each card on that file. HOLD .also provides
a summary table giving the number of titles for gpecified
categories.

PUBLSH

PUBLSH provides thirteen options for listing holdings for
publication. These are (1) full list with holdings, (2 and
3) nursing list with or without holdings, (4 and 5) currently
received list with or without holdings, (6 and 7) Index
Medicus list with or without holdings, (8 and 9) Indexes,
Abstracts and Bibliographies list with or without holdings,
(10 and 11) International Nursing .ndex with or without
holdings, and (12 and 13) microform with or without holdings.
Multiple copies of output from this program are available.

LANSUB

LANSUB provides four general options for title listings. These
are (1) language only, (2) one subject, (3) two subjects
listed according to "and" or "or" logic, and (4) a language
and a subject crossindexed.

Listings of complete holdings or of currently received serials
only can be obtained under the four options above. On complete
holdings lists, currently received titles are indicated by a
plus (4.) to the left of the title. Multiple copies of output
from this program are available.

REFERENCE

1. Indiana University Medical Center Research Computation
Center Library, Program Description (Indianapolis, Ind:
Indiana Univ., 1966, Rev. 1968). Available from the
EIN Office at the cost of reproduction and mailing.

2
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CALL/NG NAML NUCC12,6

INSTALLATION NAML Vogelback Computing Center,
Northwestern University

AUTHOR(S) AND James Van 'Ness
AFFILIATION(S) Department of Electrical Engineering,

Northwester1L University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY .Decks and listings presently available

CONTACT Lorraine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201.

.

Tel.: (312) 492-3602

FUNCTIONA!, ABSTRACT

EIGSYS produces all eigenvalues and eigenvectors (both real and
complex) of either :1Ymmetric or nonsymmetric square matrices hav-
ing real elements. EIGSYS calls various subroutines to cal",:ulate
the eigenvalues, the determinant and the eigenvectors. The trace
and determinant of input matrix A is compared with the sum and prod-
uct, respectively, of the t values. The righthand eigenvectors'X(I)
and the lefthand eigenvectors V(J) of A are printed along with
their respective residual vectors (A*X(I) 7 LAMBDA(I)*X(I)) and
V(J)*A-V(J)*LAMBJA(J)). The squares of,the :1'esidual vectors are
printed for convenience in checking the accuraCy'of the eigensYs-
tem. After finding each E vector, EIGSYS then uses le RaYleigh
quotient' scheme to correct the original E va".ue, which in turn
produces a corrected E vector along with new lesiduals. A second
correction is applied that produces a 'further refinttment of the
eigenvalue onlY. The sum and Product of the corrected E values
are printed at the end of the output for each Matti)" EIGSYS re-

-
peats thiS computation tor each matrix in the data-xnPut stream.

REFERENCES

1. Martin, R.S., and Wilkinson, J.H.,,!'Solution'o4 Symmetric and ,

Asymmetric Band Equations and the Calculation of Bigenvec,tors
of ;Band Matrices," Numer. Math. 0, 279=-301 (1959).,

_
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C1LL1N NANL

INSfALLATION NAME

AUTHOR(S) AND
AFFILIATION(s)

1.ANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

P,

LiNITOG NUCC120

Vogelhack tomputimg
Nortiwestern pOyersity .

School of ..5u:d4ess
,Nort,4w,p.4:t074,,Univer,s,i4y

,

-CDC..,FpATRAk JV

.:CDCH646.6.-

Decks and listings presently available

Lorraine Borman, BIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road
Evanston, Ill. 60201
Tel.: '312) 492-3682

. . .

- ;

LINPROG will solve any linear--progra*ing' vti4.klerii.'ytilz
l25 variables and 75 constraint eqt4v4on$.,..7,47,1it, ,. . .,, .. ,, AA1..s141,r41.41%-..
(two-pnase) simplex Me.thod for sol., #1,41r.Vs3 pm.,
and uses a minimiz1n4...94ectili-0 ,.i..,,,,.. xim ,.
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SGUiri-IVL TIAL 95X9S lactor Analp3is with VaTiwax
Rotation

CALLING NAME MESA1 NUCC016

INSTALLATION NAME Vogelback Computing Center,
Northwestern University

AUTHOR(S) AND Vogelback Computing Centel,
AFFILIATION(S) Northwestern University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM MAILABILITY Decks and listings presently available

CONTACT Lorrain Borman, EIN Teclnic41. Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road
Evanston, Iii. 602-01
Tel.: (312) 492r368.2

FUNCTIONAL ABSTRACT

MESA1 can correlate, factor, and'rotate.a inaxiltst:+44,9-5 .V0,4ables.
The maximum sample site that can be used ..47ith t1e''.priogr41
32 768 observations. Sample size should be largx ta%n1rtber ,af
variables.

'

MESAl is compose4 of three parts: -a niain
subroutine and a variMai-rotaticit saraliti
are calculated by a. modified ,Jacdb,iazi .. nie,v4oe..
lels the roud.qe given by Grer.-nstadt in the
ume .1 The varimax ,subroutine.,iS frO*f-,11:
on the Kaiser aigorithLq.2. The nitittl*tro
orthogonal rotatior. is used..

',

',14).eigenalue
4:-.e.ige 414es. ..-

%4103, taivol-
40.

.

All of the 'outptIt of the prOgrani.is ift-thi' form af risitutally ar
ranged. tables . The variables 'in the tables can -be labeled by
name as well as by number. The output cf ..the ro\zrank can include

means, standard deviations, the third and fourth .moments of
'each variable

.the standard errors, of each of the above

continued

,
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I 165mo.at corielatik,n. coucficiout9
wiLh cowwunality the

--a table of v),titive oigenvalucs with percentages and ciamuiative
percentages bwed upol boLh fto tetal variance of the matrix and
the variance accouLted foi .(=..actors .to be rotated

--matrix of rotated factors

--matrix of unrotated factors. (he number of factors included in
this and subsequently listed lutput is subject to the restrictions
explained in the following section.)

The program has the following oltions available, which are deter-
mined bY Controi-Card entries.

A. Input and Communality Options

The input 'to the program can be either a series of N(N < 32 7f8)
observations of ,M variables each (M < 95) or 4 kxm correlatioA
matrix. If the input is in the form-of observations, the following
communality options can he computed for each variabIP X.

l. All 3.'s -

2, Squared multiple correlation of X. with the r

3. Absolute value of the largest-tOrreiation d

If a matrix input is used,only the
for communality estimate for V 4

4. All l's .

.

Absolute value -of:.la
.6.: Thp diagonal:, eleiaépi

No factor scoef- ate avai.lab.:--e
cases, ColS., 36,737 Ot thti

. .

B . Rotation Opti ons ." 'AI g'`''. ,..

I. Rotation ;Is, optio .,',

. .

2. If rOtatfot is
tions and optii*.*
be "rotated. :.(Thesti;
fadtors included. In

.

C

tit4

o ;

The following conditions always hol.d!
.

a. ,A maxim* of 19-Atttorst-2c14 44r'

b. '001y,factOtre* with
!re:: si;;
f' I

r
4 .

.

. ' ";
, '- ,

2

,

. :.evr
. . .

.; r71
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n be accounted hy factofs. (In practice:, this condi-
tion meahs that, if tho fifst k lafgest fators acLouht foi
100% of the original variance, then no ad4ition factors will
be calculated.)

The largest number of factors that can be rotated is the minimum
of the three values determined by the above conditions. The number
of factors to be rotated can be further restricted by the following
options.

d. Specification of a maximum number of factors

e. Specification of the minimum eigenvalue to be included among
rotated factors. (This specification can be a constant, or
can be evaluated as the absolute value of the largest nega-
tive eigenvalue)

f. Specification of a minimumlmaximum-factor loading for factors
to be included in the rotation. (In practice, thisoption
means that it is possible to exclude from rotation any fac-
tors that have no loadings at or above the specified value%
This option should be used with caution because the program
will stop calculating factors at the first factor that fails
this maximum-factor-loading criterion. It sometimes happens
that a factor will fail this min/max test when a factor with
a smaller eigenvalue would not fail it.) '

If any of the communality-options d, e, or f are used,- the mini-
mum value, so determined, serves as the limit-On.the number factors
to be rotated) if that value is less than -the valueAdetermined by,
condition a, b, and c. The options d, e, and f, can be sl9pressed
by leaving the appropriate Control-Card columns 'blank.

,

REEERNCES-

l Greens tadt, J. , "The Determination of, th
Root of a Matrix by the Jacobi M.thod,r
Metho48 for Digital Comput4r40 Rit ton,

Wilt;y & Sons, Inc., New York...A

2. Kaiaer-, H.F., "The iM on 'Y otatOn
in Factor Analyss," PtYchomst ika $3, Nd. 3 (Selii. 1950).

,.44;11,WW, litati
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CALLING NAHL PAL

INSTALLATION NAME Vogelback Computing Center,
NorthwesteTn University

AUTHOR(S) AN!)
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CQNTACT

Dr. James Van Ness
Electrical Engineering Department,
Northwestern University

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Represen-
tative, Vogelback'Computing Center, North-
western University, 212S Sheridan Road,'
Evanston, Ill. 60201
'Tel.; (312) 492-3682

.

FUNCTIONAL ABSTRACT

PALS is actually a series of subroutines comb_iined into on,. large
main program for (1)formin the differential equations,-of a"lineat
system in matrix form, (2) inding t e vigenvalues of the: ffi-
cient matrix o: the differential equations, and Olen f OP 01`,.corn-
puting the loci of the eigenvalties as indivi4441 -or gr opaD'
ameters are varied, finding the, eigenvqttors og th coe fent
matrix, or fiAding the sensitivitip,s` Of thCe,4.4t%rtQes pMte -.par-
ameters of the system. " ,

....,
,

,

Although PALS was developed initially:sto .444,744:recitiettOr.r.:
. ..control of a large power system, it is' pres .terittith.-An a ..

general form to make it applicablo to 'man i of. sy0t-0,:fOr. 'The
system to be studied may be described:in 1,1.,-birf,r:. gram.or by sets of equations. The method . .

matrix of the differential equatiOxii: front t sgeneta1 is
described in Ref. 1. The only .restrictie
be 14epreseni.able by a set of linear aiffereilt- al..14':t e4uatos wtt ,

,

constant coefficients. .Many inOalinear
' systism, can be studied for small deviatiOns ab(litt an oporAting

point by linearizing the system of e uation5 -4k9P,t :that ,operating
..$4 . q . :....,....p. -.,' 'Ilk 4 .04_point. -,

, .14., ActelistPtiod:
, sq.,;.:ve..,.). .- ..

, .,-., "-4- -,,`

. ,-

i e. ., .-

A " ,k

4t

. .1
. . t , 0

' . : X ' . ' .1. ' 6..7 -
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'01)e ) (ft:JR, tk;AO uo tit,' -4 ( iiAt tJ fq(,,t6
floci to LIM Cho oivuvalhos and Lho cionvcciofs of Ow cocf;,i
cieni maivix uf the difierential equations. JI:orlunateiy, the mvaf-
ods that have been chosen have preven to be very satisfactory. The 4.

u.)

QR transfo/m developed by Francis2 is used to find the eigenvalues
and is described in Ref. 1. The eigenvectors are found by an in-
verse-iteration method based on a method described by Wi1kinson.3
After finding the eigenvectors, the program corrects the value
found for the eigenvalues by using the Rayleigh quotient, The
change in the eigenvalues is insignificant in most cases, but in
the few where the accuracy of the QR transform is poor2 the error
is corrected at this step. The inverse-iteration method and the
Rayleigh quotient also are described in Ref. 1.

PALS provides two methods of studying the effect of parametex chang-
es on the system eigenvalUes. The first is essentially the uell-
known root-loci approach. Any of the parameters in the system may
be incremented through a series of steps, and the resulting change
in the eigenvalues will be plotted.on a complex plane. The second
method finds the sensitivities of specified eigenvalues to -the'par-
ameter (the derivatives of the eigenvalues to individual or groups
of parameters). The sensitivity method thus gives the slope of the
eigenvalue locus at a given point. It has the advantage of enab-
ling the user to determine quickly which parameters 'are important
in a given situation. However, the complete lcidus,of the eigenval-
ue is needed to determine the effect of the parameter,over any range
of variation. The eigenvalue locus is found by actually incremeAt-
ing the parameters, whereas the sensitivity, is -found br.usiag the
method described in Ref. 1.

Two VerSions of PAIS,ate:,Currentlbeig.:mi.,i',iliii41*4:',01-'thetIo$400
dimensione4,:., for

. '' - , ' . . , ';

,

,

. . .. ,

REFERENCES .

>
. . ' .

, .

,

: 1 Van Ness, "PALS.Hie Fograinfor Analyzing 4:aneat Systegis.t:,,

0
0

,NorthwesternUniv: ittec.",..En ;;;.4t6.'
.from ,EIN for'the cost of dopi1;.

2. . ,Ftancis G E "The git TrEtri$fot*41,Ort;j.-!Coltipti,tet
271 (Pct.. 1961) ;,

3.

versity LOndon
Wilkinson, J.H., The Algebraic .gige**44,740 EitobZ41.,,.:(0cford Uni:

.;

%

:tz'74 ,
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OVA MON', TITLE Aalysis of
Modois

CALL NG NAME QSASE

INSTALLATION NAME Pennsylvania State University
Computation Center:

:

AUTHOR ( S ) AND M..C.. Hallberg
AFFILIATION(S) DepartMent :of-Agricultural, .cti,k)mics, an

.._ P.tiral Sociblogy

---Pennsylyani4State .Univer4y.,

LANUAGE, ': FORTR:AN:IV

Z!.,.)

COMPUTER

PROGRAM AVAILABILITY

IBM 360/6,7
-'

Pecks and, listingS presently' available, .

CONTACT cpr Daniel L. Bernitt', lOS Cmputer Build-
ing, Pennsylvania State 'University,
University (Park, Pa. 16802
Tel.,: (814) 865:9527

FUNCTIONAL ABSTRACT

QSASE is a self-contained library program deo_ ed to compute or-,dinary least-squares estiznates ol single naq
.0-Pr-rOgressionmodels such as iterative least-squires eStiii)a f APOiaal /non-linear regression models (as described in Ref. A),.twod:atage

least-squares or limited infornlatkont maxiui WelThóod estiMates
for systems of simultaneous :regreSsiak e4uatiOnt,,(aa desZribod'in Ref. 2). For additional details toncerning"all Options, the
user should consult the above references . 'The 'following optionsare available.

,,
1- listing descriPtive inforinatiOn aboutz-t 0001eP and11aming

2. using ori_ginal., observatiOns

variables

or stuns of sxl*res an4.,crossprodUCts
(SSCP) as input

...

3. performing various data-Okting operati e laPittdata'
4.

:"readirig.-inpUt..:.data;,;.ifrOin,..;*ap#.,or:,.ctir4S'.:--:':::i:::,....,

printing and/or punching SSCP in either raw lEOrmi or Corrected
form

6. printing zero-order 'correlatiOn 'matrix
..*

,..:eonti nu ed

4/70
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aild s-mil ogch thlta dock

t; p:oducing a ::eparate listing of all 2;01-0AAOY
ccefficients that elA:eed in absolute value A pTespeified
level

90 producing a scatter diagram cr. any- variable- against-any o:ther

variable.
Ct5

10c stepwise least-squares where a least-squares regression is run 474,

0

and that variable with the smallest t ratio is eliminated in
an iterative fashion until all t ratios exceed a prespecified
level

11. two-step least squares where a least-squares regression is run
and all variables are eliminated whose t ratio do, not exceed
a prespecified level

12. computing and printing the F ratio for testing the hypothesis
that a linear combination of a subset of the k-1 0 s for a
single-equation model are all zero

13. computing and printing the t ratio for testing the hypothe-
sis that a linear combination of a subset of,the k-1 ft's for
a sirtgle-squation model is eqUal to ,a.spailf#J1d value

14. computing and/or printing for each ob.gOrttatio#,Ahe value of

computed regression Yt the estimated erkt4r. yt-4ti and the
the

dependent variable Nit the 'es tilitt"fi'' f- Yt- ft°,.1# the

*percentage error s.

15. producing a scatter diagram of the efrpts.:Yr-Yi again:0 any
other variable i.n the data deck

16. two-stage least-squares estimttIon,-,--,,":.
17. limited-information maximum - ..-1,04010B

FATAttir

4 ., .

REFERENCES '. .- . , :.-
..,,,, ,.i..-e-..., ---1- -1;'

.....$,.'i'--

Stochasti`c Models..Utsin;..the.

..:..4...., r-

:;,:tlit.t;i .1. Hallbeig,, MC, ''Statistiq
.. ..... ,:i4L'.i.z.14

-4''''''Y''''''T-

Univ. Dept. Agric. tCOn. 4.1..10 c

'-.N.,,...v,..-,:,;!:-.:-.=

iiiii"- ..

.1969). Copies. of 'this repOrt, oiiin4e 4-
contact- pers,on , . ....-.. -.--..':4':,..., .......4., (

Hallberg, M.C. "Statistic:41' Analysis of ;LS-Ztle,l'otts-:
Linear Equations Using the Ottitia C :Vr

Univ. Dept. Agric. I3con. 4 Rotill Soeio *p: 69 (Sep4 ember
1967). \, Copies of this reprort can be obtained throUR4 ,tne
contact person. -"

r-4
,r_04.4

.
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GALLING NAM1

INSTALLAI1ON NAME

AUTHOR(S) AND
AFFILIATION(S)

I I

HW,i)

in,/ 1.1) vp re te

lq-)RMAC

The Pennsylvania State University
Computation Center

R. Tooey
J. Baker
R. Crews
P. Marks
K. Victor

International Business Machines Corpora-
tion

LANGUAGE PL/IFORMAC

COMPUTER IBM 360/67

PROGRAM AVAILABILITY Source code available on tape

CONTACT Dr. Daniel Bernitt, EIN Technical Repre-
sentative, Computation Center, 105 Compu-
ter Building, The Pennsylvania State
University, University Park, Pa. 15802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

FORMAC is a system for carrying out formal manipulations on mathe-
matical expressions. This allows for the use of analytic as well
as numeric techniques. The most important capability of FORMAC
is its accommodation of mathematical expressions as symbolic enti-
ties et execution time. For example, the execution of the FORMAC
program segment

LET( A = X + ** 2;

C = A/B + 2.8);

may be interpreted as assigning the alphanuweric value (X+Y2)/2 +

2.8 to the FORMAC variable C.

FORMAC enables the user to analyze ex?ressions by identifyin:, co-
efficients, common denominators, lead operators, and some charac-
teristics of the operands. Constants can be factored, left in a
rational form, or converted to real notation. New expressions can
be synthesized by the simplification, expansion ane substitution of
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eims, as well 'as finding the t'oriv:Itivos of functions. The oor
can specify tuncions completely or partially in addition to mak-
ing use of the PL/i functions. Prccedures al-e available for tran:..-
fering arguments between PL/I and FORMAC program segments.

ILFERIACES

Tobey, R., Baker, J., Crews, R., Marks, P., Victor, K., "PL/l-
FORMAC Interpreter User's Reference Manual," IBM Publ. 360D
03.3.004 (1967). Copies of the User's Manual will be avail-
able through The Pennsylvania State University Computation
Center to any user with a PSU account number.
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DESCRIPTIVC TIT C V. FOINAC Utility Prowla

CALLING NAME

INSTALLATION NAME

INACUT

The Pennsylvania State University
Computation Center

AUTHOR(S) AND Robert Duquet
AFFILIATIOO(S) Meteorology Department

The Pennsylvania State University

H.D. Knoble (assistance)
The Pennsylvania State University
Computation Center

LANGUAGE, PL:l-FORNAC

COMPUTER IBM System 360/67 ,

PROGRAM AVAILABILITY Decks and listings'presentlY available
.

CONTACT Dr, Daniel L. Bernitt EIN Technical Rep-
resentative, Lomputgtion Center, 105
Computer Building The Pennsylvania State
UniversitY, UniversitY Park) Pa. 16802
Tel.: (814) 86$-9527

FUNCTIONAL ABSTRACT

The FORMAC version available at The PennsYlvan4a State UniverSity
is an interpretative system; i.e. FORMAC expression$ are treated
as character strings that are evaluated and executed at run time
only. These character strings May be specified by refelence to- a
PL/1 character-string variable. The PL/1 variable, in turn, may
be corstructed by execution of the PL/1 program in which the
FORmAC statemenl s are embeddad. FRACUT merely caPitalizes on the
last-named feature. FORMAC statements are read by the r'eProcessed,
precompiled, and prelinlc-editod Program and aro Passed to the
FORMAC package as character-string arguments. Note that this is
made Possible also because FORMAC variables need not (in fact can-
not) be declared in the PL/1 Program. Reference 1 should be con-
sulted concerning more-detailed PL/1 FORMAC information.

FMACUT will execute FORMAC statements ti at are supplied as ,,:nput
data . It effectively divorces FORMAC from PL/1 insofar as tile
user is concerned.. This has two advantages: (1) the user need
have no knowledge f PL/1 to Use FORMAC arm (2) PORMAC is avail-
able without preprocessing, compilation, or link-editing (which

continued
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save?, appJ4:oxim;Ately !A) seconds of run tie fOY no.11 job on the
IBM 360/67L The covresponding disadvantage is that PL/1 facili-
ties and those (few) FORMAC statements involving a PL;1 dixect
interface are not available to the user.

REFERLNCES

Tobey, R., Baker, J., Crews, R., Marks, P., al-A Victor, K.,
"PL/1 FORMAC Interpreter," IBM Publ. 360D 03.3.004 (1967).
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CALLING J'AME

INSTALLATION

I I ' . " 2', '

iqath(,),Iitatic4i_.SnotAt3,ne:

&LEM 1.

University of Notre Dame
Compu,tation center

UNIVAC Divi,ion of Sperry Rand Corporation
Westinghouse Electric Corporation
Baltimore Defense and Space Center
Boeing Corporation

LANGUAGE FORTRAN IV and SLEUTH II

AUTHOR(S) ANO
AFFILIATION(S)

:

PROGRAM AVAILABILITY be cicp and .1 014
coNTAcr Mrs. Eli tab

FUNCTIONAL ABSTRACT

The BEEF mathentatit4%. itainr".4:
by UNIVAC, t.o trenhanCe. ,

processor.:." Tht$ .eriti
for the evaluation. of Altiert~t
and 'other standard': iiiiiicjitpet

..

; ,; .

, t .4..

'7;
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OLSCRIPT'IVE TIAL

LALLiNG NAME

INSTALLATIGN NAME.

W

Matchiag PactoT

MATCHFS

i

,,00 06:96

Office of Data Analysis Research
Bducat)onal Testing Service (ETS)

AUTHOR(S) AND Program due to: R. Pennell, ETS
AFFILIATION(S) Adaptation due to: J. Barone, ET.S

LANGUAGE P4STAT (Statistically augmented
PORTRAN IV)

COMPUTER IBM 360/65

PROGRAM AVAILABILI TY

CONTACT

Decks 'and litings.presently availab,le
Mr. Ernest, Anastasio, Office of Data
Analysis Re,search, Educational' Testing
Service, Rc sedale Road, Princeton,

FUNCTIONAL ABSTRACT
,

It frequehtly happens that two factor solutions are,,obtained in
a study, and the question arises as to the extent of similarity.
Cliff's' approach to the probltem ,is 'succinctly .stated in the
abstract of his paper, ,

Two problers are considered. The first is thrti
rotating two factor solutions orthogonally to a
position where corresponding factors ate as imi lar
as possible. A least-squares solution for trans--
formatAns of the two factor matrices is developed.
The second Problem is that of rotating a factor
matrix orthogonally to a specified target matrix .

The prese at program performs least squares, procrustes rotations
on a targ et (T) and a data (D) matrix following the general
approach of Cliff.
General Description

The tlathematical basis for the pro grain is summari zPd: riefly
in the following outline .

continued
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Caso 1:

Case II:

Find ail A aild such. that transforiaatiwil
(E'13)

where

E = TA DB .

A and B are given by

T'D = Q
Q = APB'

where A , :3' and r are the Eckart and Yewng2
decomposition of Q

Find a C suc'l that transformation
(E'E) = minimum'

where

E = T DC

C is given by

C

Case II is the typical target-m.tching situation were T is held
fixed and D rotated to a leust.squares fit.

The program can handle matrices as large as 125 rows (variables)
X 50 columns.

REFERENCES

1. Cliff, N., "OrthogonAl Rotation to Congruence," Psychometrika,
31, pp. 33-42, (1966).

2. Eckart, C.T., and Young, G., "The Approximation of One Matrix
by Another of Lower Ranii," Psychometrika, 1, pp. 211-218,,
(1936).

3. Pennell, R,J., and Young, F.W, "An IBM System/360 Program
for Orthogonal Rotation to Congruence," Behavioral Science,
12, p. 165, (1967).
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Dcs(AIPi-in 'LILL Matix Decomposition fo): Points of View
r) Aaalysis
c)

CALLING NAME MATDEC
CD

INSTALLAHON NAME Office of Data Analysis Research
Educational Testing Service

AUTHOR(S) AND J. Ferris
AFFILIATION(S) Educational Testing Service

LANGUAGE FORTRAN IV

COMPUTER IBM 360/65

PROGRAM AVAILABILITY Deck and listings presently available

CONTACT

FUNCTIONAL ABSTRACT

Mr. Ernest Anastasio, Off. of Data Anal.
Research, Educational Testing Service,
Rosedale Road, Princeton, N.J. 08540
Tel.: (609) 921-9000 ext.*2552

The purpose of MATDEC is to decompose a rectangular matrix (i.e.,
a data matrix, X, dimensioned number oi variables by number of
subjects) into three matrices U, r, end W, according to Horst's1
development (Ref. 1, pp. 364-382), where r is a diagonal matrix
of eigenvalues and U and W contain the corresponding eigenvectors.
It is intended as a first step in Tucker and Messick's approach
to an individual differences model for multidimensional scaling.2

As is, MANDEC will handle up to 100 variables or subjects, which-
ever is the lesser dimension of the data, matrix. The program
uses F4STAT (FORTRAN IV Statistical System) and, in particular,
the routine SDGEXT to develop the characteristic roots and vectors
of the crossproducts matrix. Furthei information about F4STAT can
be obtained from Mr. Van Hassel, E4uCationa1 Testing Service,
(609) 921-9000, ext. 2557.

REFERENC'iS

1. Horst, P. Matrix Algebra for Social Saientiete, (Holt,
Rinehart & Winston, New York, 1963).

2. Tucker, L.R., and Messick, S., "An Individual DifferenceS
Model for Multidimensional Scaling," Psychonetrika, 28, 333
367 (1963).
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

; ; ; ; ;'; , ; ; , ;

'Vs'Actor JA.1y i iy Di'reet
Method

OBLIMIN

Educational Testing Service (ETS)
Office of Data Anaiy:As Research

Procedure due to:

Program awl to:

Aeaptation due to,

FORTRAN IV

IBM 360/6$

R, Jennrich, UCLA

R. Jennrich and
H. Harman, ETS

J. Barone, ETS

PROGRAM AVAILABILITY Decks and listings PresentlY available

CONTACT Mr. Ernest Anastasia Office of Data
Anal. Research, tdUcational Testing
Service, Rosedale Road, Princetor, N.J,
08540
Tel : (009) 921-9000 ext. 25$ 2

FUNCTIONAL ABSTRACT

Factor analysis provides that the final solution'be tn terms of
either uncorre1ated factors or correlate4 factorS°. Beginning
in the mid-1940's, following the leadershirk Iltutoone, there
was a trend toward the acceptance of oblique 'fa4tors. This-
trend has continued to t.,he present day but, unfdrtungtely
efficient objective means for getting 01 _404ple OtrtIctLilre
solutions have not generally been available even itath Model:7J
computers. In 1958, John B. Carroll introduced **hole eIass
of methods for oblique transformation to lample Attructure.
These have come to be known by the term' "oblimie (Ref.sli PP-
324-326), since they involve obUque factors 04 the
tion of a function. The oblimin 'criterion, whidh is to be
minimized, is given in normalized form by)

.

1. B = E
p<qpzi

12/70
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rho v2, in lAlwio (qions alo li_wons 414 alo i'oonLo.
iactov stvuctuie matrix i.e.9 the correlat)oa .,:! betweeu the
original variables and the refe/enc,i factors. Actually, what is
desired i; to have the primary factor pattern exhibit the princi-
ples of simple structure, i.e., large values and near-zero values.
In the Thurstone scam)] the "refereLce strr,.Lir-e V" is sought
that exhibits the simple structure princi7les, and then the
primary factor pattern is obtained by multiplying the matrix V
by a diagonal matrix.

The foregoing indirect, and somewhat awkward, procedure has
recently been replaced by a direct approach (Ref. 2). Instead
of working with the reference factors that are biorthogonal to
the primary factors, Jennrich and Sampson set up a criterion
for the direct determination of the primary factors that exhibit
the simple structure principles. That criterion may be put in
the form,

m A n
2. F(A) = Z a a 2 a

p<q=l .1=1. 3P jCi jxal 3P j=1 jct

where A is the matrix of primary factor, coefficionts. Of course,
the loadings may be normalized by rows just as in equation 1,
An important difference is that the y in the indirect method
ranges between zero and one, while the ($ in equation 2 should
be zero or negative.

The object of OBLIMIN is to minimize equation 2. The criterion
employed is,

F1. F.1
FO

< c

where i 5's the iteration number. Tkp output is an oblique factor
solution 'satisfying the principles of simple structure, more or
less. When & is equal to zero, Cie factors are most obliqle.
For negative values of (5, the factors become less oblique as iS
gets smaller. The solution consists of the factor pattern, the
correlations among the factort:, and the factor structure. At
the present time, the program is limited to n = 100 variables
and m = 15 factors.

REFERENCES

Harman, H.H., Modern Faeoor Analysis, Second edition, revised,
Ouniiersity of (hicago Press, Chicago, 111., 1967)

Jennrich, R.T., 4 Sampson, PF., "Rotation for Simple Loadlitgs,'
Paychometrika, 1966, 31, 313-323.

2

10

6/70



MSCRAPIIVIL

CALLING NAML

INSTALLAIION NAME

AUTHOR(S) AND
AFFILIATION(S)

PROGRAM

LANGUAGE

COMPUTER

AVAILABILITY

Rau Constellation and Distaace Analysis

D1SCR1M2

Michigan State University
Computer Institute for Social Science
Research

Stuart Thomas
Computer Institute for Social Scimice
Research
Michigan State University

FORTRAN

CDC 3600

Decks and listings presently available

CONTACT Dr. Anders Johanson, Programming Supervisor
Applications Programming, Computer
Labo:,:atory, Computer Center, Michigan
State University, Bast Lansing, Mich.
48823
Tel.: (517) 355-4684

FUNCTIONAL ABSTRACT
1

This program implements the method titled 'Constellation and
Distance Analysis" when first published by C.R. Raol and later
called "Multiple Discriminant Analysis" when Ptesented indepen-
dently by Bryan2 and by Lubin. The method operates on a set
of variates measured on individual!, in several groups. It
determines linear combinations of the variates, called discriminant
functions, which maximize the ratio of between-group variability
to pooled, within-group variability, producing the output listed
below. The user can have the program handle data input or write
his own subroutine to read data and perform preliminary data
manipulations.

Output

1. Job DescriEtlan

User comments
NumbE- of groups and variables
Optio Ls selected

6/70
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ldontificatiod
Number obserfations specified on group card
Mde of data input and input unit
Format statel...1nt (if data read by progr...11 rather than user)
First observatiun in the group (raw and transformed)
Variable means and variances
Variable intercorrelation matrix (optional)

3. Overall Dal ElluaEx

Overall means
Overall variances
Overall correlation matrix

4. Discriminant Function Information

Discriwinant criterion
Percent trace accounted for by criter5on
Rao's chi-square and degrees f24 ,freedom for the functicn,
Function weights for raw data
Function weights for data adjusted to unit variances (optional)
Mean discriminant score- for.each- group

5 Overall Discrim4nant Statistics
Group centroids in discriminant space (optional)
Intercentroid distance matri.x (optional)Back solution of discriminant' °quati°4- (44vel°nal)

b. Iliscriail_lant Ss2,msloixa_.ona,

capacity ,

Number of variables mast not exceed
Number of groups muLt net exceed 50 r t

Number of observations in any given gropp must nbt exceed 9,999
Number of scores (if requested) auSt not exceed10 per respondent

REFERENCES

1 Rao, C.R., Advanced Statititioat Methode in Bromotrio Reeearc
(John Wiley 6 Sons, Inc,. 0 New York,' 1952) 9.

Bryan, %LG., "The Generzlized Discriminant Function: Mathe-
,

matical Foundation and (3toutational Rou;inp," 441",y11,17.0
Edu:ational Review 22 2 (1951) 90-0,95.,. .
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DLSCWIPTIVL fIAL Nonmetric Multidimensional Scaling

CALLING NAIii KRUSKAL

INSTALLATION NAME Office of Data Analysis 14,.,search
Educational Testing Service (ETS)

AUTHOR(S) AND Program. due to: .J.B. Kruskal
AFFILIATION(S) R.F. Long

Bell Telephone'
Laboraties

Modification due to.:. D. Kirk'
..Educational :resting.

Service
,

LANGUAGE ,FORTRAN

COMPUTER IBM 360/65

PROGRAM AVAILABILITY Decks and listings Presently available

CONTACT Mr. Ernest Anastasio, Office of Data
'AnalySis Research, Educational Testing
Service, Rosedale Road, Princeton,
N.J. 08540
Tel.: (609) 921-9000 tIct. 255

FUNCT I ONAL ABSTRACT

The latest version of the multidimensional scaling Proiram
written by J.B. Kruslcal of Bell Telephone Labs is available.
In addition to the improvements made from earlier versions,
a much faster sort has been incorporated irto the program and
a multi-calculation fcili y using random starting configura-
tions within one machiite run, has been made available. This
feature, in addition to being more efficient than the old
technique of dkAA,ching catds for subsequent runs, increases
ne chances of converging to a global minimum within one machine
run with the corresponding savings in time and cost.

, '

_A modification to the output was made so that normally only the
best of many possible configurations is printed. However, each
final configuration and even the individual iterations may be
printed (as ',45, done in Kruskal's version) if desired.

The progiam will handle 60 subjects scaled in up to ten dimen-
sions. Calculationl, be repeated up to 99 t,-,.mes on as many
as 1800 data values. co

0continued
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Kruskal, "MultidwInsional Scaliag by Optimizing Goodness
of Pit to a Nonmottic Hypothesis," Psychometrika,
pp. 1-27, (1964)

KruskaJ, J.B., "Nonmetric Multidimensional Scaling: A Numerical
Method," Psychoaetrika, 29, pp. 115-129, (1964).

2 10 70
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111LL ;4 k 0.4 '.,2.,a',;() 'Ae..40;t1i,
11:a1411,11!..,

CALLING NAML SPURT

INSL\LLATIfN NAMi Vogelback Lomputinh Cont.L.r
Nor thwes tern University

AUTHOR( S ) AND Gustave J. Rath
AFFILIATION(S) Department of Industrial Ensilieering and

Mal.agement Scierces
Martin Goldberg
I.eonard Weiner
Northwestern University

LANGUAGE CDC FORTRAN IV

CgrouTEL CDC 4Gu
.

PROGRAM ,.AVA,ILAB.I ofy
.

-.

, .

e0
.

.

I

SPURT is a coinprekeis.fi
tines that are .:-Aies /pet f se In. $51014

.. useful toutines:7rangi: "..

age FORTRAN pr:pg*OAMer
having to learn.Alte i a
grafting lanivage.,

. . . ,

; ,,-..., .,. : .

The spuRT: package jina4eup 9f 31ic-,,in paits-,.... .... ...
..

I. CLOCK di ne ra 67-an---S...PUBri'Y -,'' .-

.. ,

,...

II. Stocha;siiii Gener.ettokIrt.r4Pti1lt2 :4
,s. - , .,III . Stcztietioal Computatictts1PURT3

;
IV . Analog Snulatore,-SPURT4 .

V . List -Proce a si ti aad 2ucue-Mar4pul a. ion-,-,---SPURT 6

VI . Matrix and Graphical. i:aitput--,!-SPURT 8 .. g .
,

t

2/70
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Tho o

routi3aos coniailwd

CLOCK Generation --SPURT]: to impleMeilt disc ete-time simulation
models; to cause events to occur in '.he froper time sequenc.e

The CLOCK subroutine consists basically of twc lists:

Master Time List--contains events scheduled o happen in the
future

Master Time Queuecontains events tia.at could not take place
at the time when they were scheduled to and, therefore, have
been rescheduled;- i.e., they have been blocked and are wait-
ing in a queue.

Events can be stored on either list.

CLOCK recognizes two basic kinds .of events:

Exogenousthose that are. geternat -t0 tike ). user. routine; .

these are vead from Data 'Cards. ty :the- C.LOCK

Endogenousthose that are intarnai usT1-srautine;
these are generated dynamically and then axe -itiOmtixAe4,,by
the CLOCK ,

1.
,

, ,

Stochastic GerieratorsSPURT2: to generate samp/sa froift
probability distributions and .to.al".cu:late lamPle va14$

Subroutine
STOGN1

Usage
PermIts s-ampling froirt: a disCrilt eat piti410i1*.
ity distribution defined, by ,t4.-

t

ST9GN2 Eniblea the user to a
bution by means of a

UNIFRM Permits the user to s
distribution in a ,def
Provides a tndform dittt
f'nfad interval

rIti te
tt! ite

--7-=rs,

.RANDTN

NOPMAL

NEGEXP

POISSN

.; .

ttet-
.4

Allows the user to Obtaf.n a ranioin sample feta nor-
mal distribution with siireii-mean 44 stmn4artt e Jviatio-

Permits the user to obtain a random sample from the
negative exponential dist.ibution

Provides the user .with a. random sajfle frn the Poision
distribut: 3n

, .

2

4,:ntisued
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bl6CRT

PlcUlt,fteS till .1) I i1 the 1.1.14.A.gig

Vuiwits saapliug tl)m a step tuoct4ou dec;Lribipg a
discrete t:amulat.ve distribution of integer values

L1NEIR Provides Cie use, with a random sample frOm a cumula-
tive distribution that is obtained by linear interpo-
lation in a nonequidistant table of real values

DRAW Provides a boolean value of TRUE or FALSE
RANPER Genevates a uniformly distributed, random permutation

of the integers 1, M

Statistical Computations --SPUR3: to calculate statistj.cai param-
eters and histograms of data arrays

Subroutine Usage .

. .

STIX1 Three interrelatid,subrOdtl. s
STIX2 out a irequency tO,STIX3 a noruatize4 kiztoir

Evaluates the. mean:: &
and min, sir lue°,,

STIX4

.!aqc late and iirint
fit1C00- plot of

thlk va..lue

STIXS Evaluates
arrays of rèln

. STIX6 Ranks an atray:-4
dian and range of'

$TIX7 Produces a statisitic
n an array, includi

ard deviation, stand
values, range, aad a p

,

Analog Simulators--4PURT4: to enable the
computer problems on a digital computer

Sulroutine

ANALOG
SECND

.U3age

. . .

. '.

, ,

These two subrout :nes make :A possible to itb...tatn:;;,.1";14
outj tit lar to a aybrid computer .

. .

, . .

,P.srr
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V

L t L-Vv'ocessiwg afe 31:-

rays; witi lists al-o

Subroutine Uaaeje

ADFIFO Adds an entry at the bottom 4 er the list; it can be
removed only after ill th( elereuts presently on the

list arJ le (builds fir ;t-ill .1-ast-rut list)

ADLIFO Adds az entry at the op f the list it pe,11 be

removed before any other entry presently un the list
(builds last-in first-uut list)

Removes the tor (ot first) entry from R list

Destroys the cu,..tents of a list

Prints the con*ents of a litt

REMOVE

PURGE

Additional subroutines in SPURT5 provide the .

list, and 'to delete or to insert-:elitties in
.

Matrix and GraphicalAutput-4PUNT61 04tput:
princing and.graphical output .

Subroutine Usage .

pabiliry to rank
ists...

-
.

s fscilitste4 thiPugh

, .

. . ,

ci:1? . "

011T Prints out a square i!iatt 4!
ings

;

NSOUT Prints out a non*quAre **
headings- .

-...'-,..i; . ....).

'Procf6ces Iwoidisaen0*
CalComp 'plotte,ri,"::

.

,,.
,

.

L 1
.

REFERENCES ,

.

GRAPH

,

1. *Tescr4litidn-
.sity Research 0.34,..t 4410 it .2.ft

irg Ctr, , SPURT4HROIC* tiftw

4'5;4'14:.41

, 4

294

,
.

,

' .

. -. -1/ v..

.. d, .

,. .

. .
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GLSCRiP 1 laLL Wutaioixic Multlaiwelonal 6caillag

CALLING NAME Subleoutiao KRUSLAL

INSTALLATION NAML Michigan StaLe University
Computer Laboratory

AUTHOR(S) AND Alan M. Lesg014
AFFILIAT"ON(S) Computer Institute for Social Science

Research
Michigan, State University

LANGUAGE FORTRAN or COMPASS

COMPUTER CDC 3600

P ROG RAM AV A LAB L ITY Decks: and listings presently available

CONTACT 11r. Anders Johanson, 'Programming Supei visor
Applications Programmbig, Computer
Laboratory, Computer,' Center,, Michigan
State University east Lansing, ,Mich.
48823
TeL; ($17) 355-4684,

FUNCTIONAL ABSTRACT -
KRUSCAL is an implementation of J.B. Kruskel's retentlys publishe
numerical method for multidimensional scaling by optimlzilig
goodness of fit to a nonmetric, hypothesis2 . Given a matrlx- Of
similarities or dissimilarities between n variables* the routlneoutputs a configuration of n points in a specified number 0
dimen: ions such that the distance between any -two 'points is , a
monotone function of the dissimilarity of the tWO variaLles cor-
responding to those two Points , >

General DescriPtion of Innut
KRUSCAL will accept as input any matrix or halfmatrix (below
major diagoial) with or without the major diagonal, of siMilari-
ties or dissimilarities, including, among others) correlationcoefficients, confusion probabilities, interaction rates arrng
groups, etc. This matrix need not be symmtric, and the program
allows for missing data; interpoint diFtancos corresponding to
missing wa values do not contribute to tl-e stress.

10/70
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The output con:4fsts oi three ±;et.trons 1.0T thi_: twu,-die.asroual

casl and twc se,,Lions fof ov/tei dimensionalities. lu every
casL, a history of computation is prin ftd, showing for each
iteration' the following information.

STRESS =

SRAT =

SRATAV =

Normalized stress achieved 2 STRESs.
The rate of stress improvement = 1

i-1

Weighted average of SRAT

= SRAT1V3 x SRATAV.

CAGRGL = Cosine of angle between gradient and previogs gradient

COSAV = Weighted average cf CAGRGL

= (1/3)CAGRGL. + (2/3)COSAV4

ACSAV = Weighted average of the magnitude of CAnRGLI, computed
in the same Manner as COSAV

SPGR = Scale factor of gradient, [Same as KruskaltS mag(g)1

STEP = Step size ,

_

Also, in every case, the final 'number of ditk.onsions ±P Printyd. ,

There is au option for printing the" interpoint distances in
each.. 'fina1 configuration,' and! an, option for PlOnchlug th(i final
configuration onto calds (iee descriptIon of option (a4ds).,, ,

.
.

r,

III the two -dimensional case, the final configuration is also ,

plotted (on the line Printer, nOt on the Plotter) .

REFERENCES'

1. Yruskal,
Method"

J. "Nonmetric Multidimensional Scaling; A Numerical
Psychometrika 29 pp 115.-429 (J1Anet 1964)

2. Kruskal, J. "Multi dimenlional Scaling by Aptimizing Goodness
of Fi t to a Wonmetric Hypothesis on Psyctometlikay 29,
pp. 1_28, (march, 1964)
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DLSCkinIVL FMTRAW Sab.,cualilo ,Vackalte to SolVe
ay Differentiol 1444utions

CAI LING NAME NODE

INSTALLATION NA:IE Iowa State loniversity Computation Center

AUTHOR(S) AND
AFFILIATION() Iowa state University Computation Center

LANGUAGE FORTRAN Iv

CONPUTER IBM System 360/65

PROGRAM AVAILABILITY Decks and listings presently availa'lle

CONTACT Dr. Clair G. Maple, Director, Compu'tation
Centex Iowa State University, Ames,,

Tel.: (5S) 294-3402

FUNCTIONAL ABSTRACT

NODE is a set of subroutines to solve syitems..af -first-order ordin-
ary differential oquations, using discrete-varial4v ietho49; The
predictor-corrector equations of CIani,.1: ha,1*.at-Iiide range.-
of strbility, are implemented; the:neeesiaTk::bacitKints. afite ilii-
tiall) calculated by using the Runge--KittiaGill sin.gie-04 method.2.

Systems for which NODE is adapted may arl#f sias.',$347/40,1 *O.., 'Theor-
etically, every ordinary differential eqta,tion of - °leder -higher than
one can be reduced to a system of first-ii t Oattons. For a
differential equation of order in, given

.

y(111) = ftx,y V y"."-- 4c,, ,

where 'f is .a given fuAtctiim Of its m41.- argumexitt(..- (aii0erscrilvts
in 'parentheses denote derivatives.). The redgc.14on.,,,tpr..ii, firht-tirder
system is accomplished by setting .

Y1 Yo Yi Y', '"
If the functions yi, y2,- , ym sltisfy tht system

t.)/69

.4". Y2

Yt2 = Y3
'

f (x ylly2



tlach 41w faactiolt y(x) v..(x) evidntly t iatiiy the origihal.,1
etvatifou.

Such first-order systems may alz*cy'arise jn a natural.way frm: many:

physical problems.

REFERENCES

I. Crane, R.L. , "Stability and Local Accuracy of Numerical Methods
for Oidinary Differential Equt tions," Ph.D. thesis, Ia. State
Un.iv. Sci. Technol. (unpub)ished).

2. Gill,S., "A Process for the Step-by-Step Integration of Differ-
ential Equations in an Automatic Digital Computing Machine,"
Proc. Cambridge Phil. Soc. 47, '14 '1951).

"NODE: Package of Fortran §4uhroutines to Silve Ordiatary Differ-
ential Equations" (User manui,, Ia. State Ur4v, Pomputation
Ctr. (July 1969. ,

,
",

I
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CAL ING NAME

INSTALLATION 'NAME::

'AUTHOR(S) AND.
AFFTLIATIOMST--

yk!GUAG'

-COMRVUR

-TPOGRAM wipk41.1.1Ty

corw

FUNCTIONAL ABSTRACT

DNODE is a F %t of subroutines te iolve fsyst?
ordinary differential equatio4s,' usi d reteva4ab1e .'1'1e-4004s
and double-precision arithiletit
identical to that of the NODE Oa_ 13I 13211 how

ever, the implementation of 403*le-
revisittn. in parameter ititializatkioy) -.0f:thig,40,t.ltubrout Ties.
(Pleaic ref ;1. to the-NODE' piek,Afistr litur

FOgnAN 7,46vouLo l'4cka2c to SCive
.Ordipary.lAfferontial, Equatjou$

DNODE

Iowa State University. Computation Center

Iowa State University Computation Center

FORTRAN IV

IBM System 360/65

Decks and listings presently, available

Dr. Claire G. Maple, Director, Computation
Cente-, Iowa Stal:, 'University, Ames, la.
50010
Tel.: (515) 2943402,

REV.RENCES

"DNODE: A Package of Fortran Subroutine
ferential Equations" (user manual),
tion Ctr. (July 1969).

olve Ordinary:6ff-
% Univ. Computa-

"NODE: A Package of Fortran Subroutines to Solve Ordinary Dif-
.

ferential Evations" (user manual) , Ia. State Univ. ComPuta-
tion Ctr. (July 1969). See also the EIN entry for NODE
(E1N No. 000 0082).

Crane, R.L., tistability and Local Accuracy af N.merical Metitods
for Ordinary Differes tial Fquations," Ph.D. th. sis, Ia.
State Jniv. Sci. Techn-)1. (unpublished)

9/o9
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S).

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CON1ACT

FUNCTIONAL ABSTRACT

FORMAN 0.,k-out.'int lu Su 1iUi taheous
Complex CoOfficientsLinear. Lquatiol.T$A4th

:1-wa-.St4te.Pniver.Sity....Computatio

State University Computation Cente/

FORTRAN IV

IBM System 360/65

Decks and listings presently available

Dr. Clair G. Maple, Director, Computation
Ctr., Iowa State University, Wes, Ia.. 50010
Tel.: (515) 294-3432

CMG is a FORTRAN subroutine that 5"
equations with complex 'coeffi4ent .

of handling more than one set of 1.$ix

Yet, the most desir41/Ae 4sPNI
of accuracy, even on 4 large;-11L-don

The procedure used is the Gattldsian
oting) method,' modified for cbmpatot;,
the first step is a forward reduatio,
matri:t is ..educed to an upper Irian
row and column transforrations.
cessive back substitution.

1, Ralston, A., A First Course in NUMOriaa4
Book Co., Inc., New 1.or1c
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k)iq ONY

DESCRIPTIVE TITU Minvos Mothod of NIctor

CALLING NAVA: MINRLS
(-)

(s) INSTALLATION NAV. Office of Data Analysis Aesearzh
alucatieful. Testing Service CSTS)

A1TH0R(S) AND Prograht due to: H. Harman, ETS
AFFILIATION(S) W. Jones Naticna7.

Security Agency'
Y. Fukuda, TRW
Systems, Inc.

Adaptation due to: J. Barone, ETS

LANGUAGE FORTRAN IV

COMPUTER IBM 360/65

PROGRAM AVAILABILITY Decks and listings presently avail ,,ble
CONTACT Mr. Ernest Anastasio, Office of Data

Analysis Research, Educational Tftsting
Servicet Rosedale Road, Princeto.a,'
New Jersey 08540
Tel.: (609) 921-9000 ext. 2552

FUNCTIONAL ABSTRACT

The word "minres" is a contraction of Hmitimum residuals " and
designates a method of factor analysis involving ttle minimiza-
tion of off-diagonal residLals of a correlation Latrix. Such a
method, which has long been sought, has milly features that
recommend it for, initial factorization of a correlation matrix.
While the objective of the principal-factor method iS to extract
maximum variance, the objective of the minres method is to
"best" reproduce the obser ed correlations. The 'latter objec-
tive can be traced to Thurstone, "The object of a factor prob-
191 is to account, fcr the tests, or their inteicorrelations, in
terms of a small, number of derived variables, the smallest possi-
ble number that is consistent with acceptable residual errors"
(Ref. 1, p. 61). This pi lb.:em has been resolved (Itef. 2, Chap . 9)
by minimizing the residual Correlations (i.e., the differences
between the observed values and those repro,duced from the factor-
analysis model).

The basic factor-analysis model may be pvt in the form

1. z. = a .

1
T

1
+ a.

2
f

2
e11+ a. -T + a. -u (j = 1,2,"' )

j M j

12/70
.donti,nued
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Akik-At Lowwoo f,,ctwc h1.1-ol 11A 4t4t4H-K A acc:

tht; ooly ostl4iat(A. Nowov,rc 511ch a !olutioA Is
obtaiiwd, tha m-tiix R' of reproducod covicolations with communali-
ties n the p.cincipai digonal i given by (Ref. 2, p. 26),

2. R AP0
where Lac:on:elated fletors are assumed without loss of generality.
The conditthn for a least-squares best fit to the off-diagonal
cor2p1L,tions may be expressed as follows.

3. f(A) =
A n-4
E En

k=j+l j=1
r.
jk

m --2

E- a.
j

p=1
p kp,

1

fun

The objective function in (3) is to be minimized under the con-
straiats.

4, h2. = E a < 1
3 p=1 JP

(j=1 2 '",n)

Thus, the object of the mAmes metno0 is to minimize the function
f(A) for a specified number of factors m by iarring the values of
th( factor loaangs. The communalities (restricted to numbers be-
tween 0 and 1) are obtained as a byproduct of the method.

The basic mathematical method employed in the computer program in-
olves the Gauss-Seidel process whereby successive displacements
are introduced in only one row of A at a time, making the objective
function f(A) quadratic. The mathcmatical technioue for Mitimiz-
ing P quadratic-functions subject to side conditions involving
inequalit:TI.es is extremely difficult. However, the intqualities
can be removed from the problem at hand, so that it cah be made
tractable (Ref. 2, p. 192).

The conputation of factor loadings is continued until the fPllow-
ing criterion is met,

max 1 < (; = 1
'

n. " 1 m)

when i is 4.1e iteration number and c is preset; or until some maxl-
mum number of iterations is reached.

The test statistic, Um (Ref. 20 p. 197)0 for testing the signifi-
cance of m factors is'calcWatel at the conclusio'i of the program.
This is asyrntotically flustTibutad as X2 w Ju 1$[(n lit)2 n in)

degrees of 1;eedom, wre n is the number of variables.

o conti,nuad

K
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ItiOu 12 4 L 11,43. 04 Di'LAk,,A00.

attuvilA'ive i,4 UL Ot olutitm ,openc44t nn t40me k*um-

aittalitY iiAlcdt); (3) Wunru.:11 solutiou, 41,ong wi-a derived commhn-
AlLties; (4) value of the obje.ctive function f(A) for this solu-
tion; (5) matrix cf sal correlatioLs; (6) frequency dis-
tributirn or t%e resilaals;1 1.7) fraqueAcy distribution of the
differencet, 4.ift facto." loadings between the final 'iteration and
the preceding one; (8 test of significance for tho number ef
co)flmon factors: and 01 tiAe for all the precedIng calculatiois,

REFERENCES

Thurstone, L.1., Multiple -Pactor Analysis, (University of Chicago
cress, ChL.ago, Ir., 1947). ,.

Harman, H.H., Modern Factor Ancayeia, Second Edition, Revised,
(University of Chicago, Ill., 1967).

. ,
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OF,SCJAPTIVE 1'at4:ix

AL LiNG NAME AES 106

INS i ALLA1 ION NAME

AUTHOR(S) AND
AFFILIATION(S)

H. h ; ; );1

The Michigan State University Computer
Laboratory, App1icatior1.5 Programming

William L. Ruble
Richard J. Martz
Agricultural Experimental Station
Michigan State Ulliversity

LANGUAGE 3600 COMPASS (closed stibrputines

callable from FORTRAN 601) or, C,OMPASS)
, ,

4 ,

COMPUTER,
,

PROGRAM AVAILABILITY Decks and listia,,gs presently,,available
,

CONTACT Mr. Anders Johanson, 324 Computer Center,
Michigak State University, East Lansing,
Mich. 48823 I

Tel.: (517) 3$5-4684

FUNCTIONAL ABSTRACT

This is a package of several, subroutines for. double-precision

REFERENCES

Michigan State UniversitY Agriculturul EXPerimental Station,
AES MISC Serils Description Numbers 106C3 14$D, 106E, 106F,s
20614 106J1 106K) 106.6. Mimeographed descriptions avail.,
able through Mr. Johanson above' or from BIN at the cost
of reproduction.
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CALLINC NAML

INSIALLWON NAML

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAN AVAILABILITY

I

OLS

0

University of Califonlia
Santa Barbara
UCSB Computer Center

Dr. David Harris, Principal Investigator
Ron Stoughton, Principal Programmer
UCSB Computer Research Lab.

Basic Assembler Language

IBM System 360/75

Listing of programs may be obtained by
special arrangement with the Computer
Research Lab,

CONTACT Glenn Davis, OLS Manager, Computer
Center, Univ. of Cal., Santa Barbara,
Cal. 93106
Tel.: (805) 961-2462'

FUNCTIONAL ABSTRACT

The UCSB On-Line SYstem (OLS) provides the caPabilitY fOr
sophisticated mathematical analysis for 'Ilse in sblving prob
lems where human interactioA is either Leoessary or desired.

OLS accepts both real and complex numbers (scalars) as oPer-
ands as well as lists of such numbers (vectors), Operations
performed on scalars produce scalar results, which can be
numericall, displayed; operations on vectors produce vector
results (the specified operation being performed on eath com-
ponent), and results of computation can be diSplayed ettier
nume ically or graphically. Operands can be store and used
as required. Operators incluie sine, cosine, logarithm, amd
exponentiation; and each is e,viecIted with a single button Push.
Facility is provided for inte, action between operands of dif'
ferent types (e.g. vectors and scalars). In addition, a limited
set of operations manipulate ,irtegers used in subscriPting.

Additional features are provit_ed to support OLS's mathe-
mati.cal capabil4,ty. Although OLB normally executes each

3/71 i.
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ilutoto i hod, a htt# ,;(01o0co oay (1,1i4wd,
amd savco mtocutioflo onveutent moans ave pew/idea
1(1 ediljng stah seqw!tices. otatons Lu be cltecuted
can in:lude pmgrammed pauses, allowing manual and rrogrammc
aclivity to be interfaced; as well as branching baJd upon
results of computation. Messagcs can be composed of alphLweric,
Greek, and special characters, and diplay(d. Those chgracters
not specifically provided Ly OI,S may be designed by thl user
and stored, and then are available fa; Ise. A collec.on of
button lists and user-created charactrn-s is referred to as a
It system". Systems are named and can be permanently stored and
later retrievel. Portions of systems may be transferred becween
systems, and systems may be transferred between users. Sets
of scalars and vectors may also be named, permanently stored,
and later retrieved.

Apart from OLS's mathematical capability, a recent development
provides the ability to creatc and edit a "deck" of cards ana
submit it for execution in an OS partition. Operatiom on
string, record and file levels are provided. Data-sets residing
on any disk pack within the installation may be fetched, examined,
modified, and subnitted for execution. Work continues in th
general field and further developments are expected.

2
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CALLING NAML

IN3',1LLAI1O1\ NAME

Spacc Analysis

SS4),

Office of DatL Analysis Research
Educational Testing Serv:;.ce

vi

AUTHOR(S) AND
AFFILIATION(S)

Procedure lue to: L. Guttman
J. lirpLs
University of Michigan

Progrza due to: J. Lingoes
Universily ,)f Michigan

Adaptation due to: D. Kirk
Educational ri:esting

Service

LANGUAGE MAP

COMPUTER IBM 360/65

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Mr Ernest Anastasio. Off. of Data Anal.
Research, Educational Testing Service
Rosedale Road, Princeton, N..: 08540
Tel.: (609) 921-9000 cort. 2552

FUNCTIONAL ABSTRACT

SSA-1 represents a nonmetrit, tecimique .for .. finding the smallest
Euclidean space for a configuration .of points. To eluote .from
the author's description,

. . . .

Briefly stated, the problem posed for the...Program is:
given matrix of inequalities among pairs of points
in a metric or nonmetr4c s/Jac,, determine a Set of
Euclidean (,:ooreinates sucu that the listances calcu-
lated frola then are a monotoWc function of 'Ale rankf,
or order among the inequalities.'

(The voiluminous list of references rel&ted to this topic are avail-
able througb the contact person.)

According to the authors, a major ;omputational adval ta.ge )f this
program is that it avoids the .ocai min*Lma problem inherent in
the Xruskal program (see ElN No. 000 0068) by employ*ng a rank
image principle. The program can handl.: up to 70 var!aoles in
ten dimens ions ,

Q

4/0
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DESCUIPTIVE 1IA1 Loast Squar,.i VolylivACtai
App.coximatoA Suhructip

CALLIN( NAOL L3PCL

INSTALUTION NAME The University )F Iowa
Univorsity (Jomputer Center

AUT°J0R(S) AND
AFFILIATION(S)

James Hurt
Department of Mathemttics
University of Iowa

LANCUAGE FORTRAN IV

COMPUTER IBM 360/65

PROGRAM AVPILABILITY Decks and listings presently available
,

CONTACT Mrs. Louise R. Levine, PTogram Librarian,
University Computer Center, Tie Univ.
cf Iowa, Iowa City, rolvq, ,5,2240
Te1.: (319) 3S375580

,
.

FUNCTIONAL ABSIRACT

the LSPOL routine comput3r the coelEicints of, the polrnamial
of degree n which best apIroximater, (in the least squares sense)
a set of data. Tle degree 'of the polynomisi mmst be less than
or equal to 2.0 The method 'used i4 that 'oi Beckett' and Hurt1.

,

REFERENCES
,

' 1 . Beckett, R. ' and Hurt, J .., Numoriqat Cl9ul itztiono.,. gnc ..' ..

, . .

Alq 0 .eithme , .McGr4w--.11i.11', Book Co . ,'.Inc.,., New ...YoTici 1r.g07).,
pp . ,2,64729a. . . , .
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I

Invert i.-1-Bohaved Matricos
noi.,olling and llodewig's iterativc
Technique

CALLING NAMC HROMIN

InTALLATION NM; The Unlwrsity of lowq
University Computer Certer

-A4,4110R(s)
AFFILIATION(S)

Twbert G. McCord
Craduate Student in Comp. Sci.
University of Iowa

,

LANGUAGE FORTRAN IV

COMPUTER IBM 760/65

nOGRAM AVULABILITY Decks and listings presently avaiLable

CON1ACT Mrs. Louise R. Levine, Program
Librarian Applications Programming,
University Computer Center,
The Univ. of Iowa, Icwa City, Ia. 52240
Tel.: (319) 353-5580

FUNCTIONAL ABSTRACT

This routine attempts to invert matrices, particularly iil-
behaved matr3ces such as a Hilbert matrix, to a designated
degree of accuracy. Bodfwig and Hotelling's method of matrix
inversion with iteration is used. The matrix to be inverted
and an approximation of its inverse are passed to the routine,
and it returns the refined inverse and the product of the
original matrix and its inverse. An MXM work area must be
passed, where M is the dimension in the main program of the
matrix to be inverted. Some matrices may be so ill-conditioned
that either an approximation of the inverse ct.nnot be found or
the inverse cannot be refined to the degree of accuracy
specified. In either case the method cannot be used.

Method

A first aprvoximation to the actual inverse is refined tu a
dIsired accuracy using Bodewig and Hotclling's technique.

Let A-1 be the true inverse to the inatrixi. and let A0-1 he
a first approximation to A-1 such that

2/71
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II( AA0-11i<X<I

Wh(' 'L K 's 1 (mastaat, I is tILC idolitity matrix, aad
max Ixil is the norm of a matrix X,
re.i<n

A0-1 = A-1 + Eo

where 130 is an error matrix.

Then AA0-1 = AA-1 + AE0 = I .1. AE0. Set Ro AA0-1

A1-1 = A0-1(1 Ro) RI = I - AA1-1
A2-1 = Ax-1(I RI) A2 I '* AA2-1

A -1 = A
1

-1(I + R ) R I - AA
p p p

The norm of the matrix An-1 A- can be made arbitrarily
small by increasing the number of iterations since

11A-' - A < n2P
P

whe/e n is the order of A,
p is the,number of iterations.

Ao

By forcing 11R0ll to be less than one, the lution,c441e
made to converge to A71.

Accuracy

A 24,74 Hilbert matrix ua$ inverted to

'

REFERENCES

"
accuracy of 10

4
.

Householder, A.S., Pr-:noipies of Numeric-al Analysis (New York:
McGraw-Hill rook Co. Tnc. 1953) $ pp. 56-59.

2 7/-1
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CALLING NAML

INSTALLATION NArZ, Washingtor. University
Computing FacUities

AUTHOR(S) AND IBM Application P.,...ogram'.
AFFILIATION(S)

LA.NGUAGE : 360 Assembly Language
.

. COMPUTE!1,.. IBM 360[50'.

PROGRAM AVAILABILITY !)roprictary, elvailable for use at
Washington University. Available
fo.r ,distributIOA from IBM.

CONTICT Dr.', C.B. Drebes, Mgr. , Scieiitic
Data Processing, Computing FacilitieS,
ru .10981 'Washington
.St. Louis , Mo. 63130'

Tel*: (,....14) '863-0190. , ext., '3141,
,

FUNCTIONAL ABSTRACT

GPSS is a transaction-oriented languag, designed. for COliducting
evaluations and experiments concerning the behavior 0: sYstems,
methods aAd processes. It has a modular structure which pel
mits "transactions" t:o flow through the ',sYstem, where their
interactions can be observed an0 moclified. A "clock" is Pain-
tained by v.thich events are either' scheduled to occur or else
determined b/ one of th6 eight random number generator: provided.'
Iniormation can be obtained regarding sequeucing of operat'ons,
scheduling and alloGation rules, inventories, queuing disciplines,
machine failurcs, etc. In gneral, variou3 trade-offs between
cost and Performance can be studiea. '

REFPENCES

General Purpose Simulation Sy8tem/360, Introductory Vsev's Manual,
tIBM Manual GH20 -0304-0), (White Plaiiis, N.1.: IBM CorP.
Tech. Pub. Depart. , 1969)

Gc.neral Purpose Simulation System/3v') User's Manual (IBM Manual
G1120-0326-3), (Whit.e Plains, N.Y.: 11'4 Corp. Tech. Pub.
bepart., 1969).

oneral Purpose Simulation 6,8temi:560, OS (3604-05-17X/ Operator'P
Manual (IBM Manual H20-(':711), (Whitc ?lains, N.Y.: IBM Corp. r,

Ted,. Pub. Depart., 1969).

3fri 1
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CALLiNG igAL GSMP

iNS1ALLAlION NAME Wasaington Onive!sity
Comput.n Pacillt_es

AU1HOR(S) AND IBM Application Program
AFFILIATION(S)

LANGUAGE CSMP imbedded in FORTRAN

COMPUTU IBM 360/50

PROGRAM AVAILABILITY Proprietary; av,dlable for use but not
for distributiGn.

CONTACT Dr. C.B. Drebes, Mgr., Scientific
Data Processilg, Computing Facilitjes,
Bcc 1098, Iftshington University,
St. Louis, mo. 63130

Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

CSMP performs a simulation of a continuous sYstem, obtaining
solutions to problems expressed in the form of systems of dif-
ferential equations or analog block diagrams. Typical applica-
tions might be a contrcl engineer's study of the effectiveness
of various control system designs, or a stildY of a cardi°vascular
system model.

CSMP vovides a basic set of functional blocks with which the
components of e continuous system may be represented, and it
accepts application-oriented statements for defining the con-
nections between these inc'..ional blocks, it also accepts
FORTRAN IV statements whIch can be ased to handle non-linear
and time-variant problems. Input and output are facilitated
by means of ul,cr-oriented control statements

REFERfNCES

Sy8tem/360 Continuous Syetcm Modeling Program (360A-CX-2610
User's Manual (IBM Manval G420-0367-3j, (White Plains,
N.Y. IBM Corp. Tech. PUD. Depart.. 1968).

3/71
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CD
CD

6'1,yo111/(50 Cu i UO1M Sy,qtem Pvogram (i4(11-0X-16X)
Opepatov'm ganua4 (IBM Manual 1 20-03,i8), (Whii:e Plains,
N.Y.: IBM Corp Tc0 2ub0 Depart., 1968).

System/360 Continuous Syttem godoling Pvogxam .360A-CZ-161)
Apptication DeecrIptlon (IBM Manual MA-0240-2), (White
Plains, N.Y..: IBM Cor. Tech. Pub. Depart., 1968).
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EDUCOM EDUCATIONAL INFORMATION NETWORK

000 0008

co DESCRIPTIVE TITLE Generalized Analysis of Transaction Flows0
0

CALL/NG NAME INDIFF NUCC047

0 INSTALLATION NAME Vogelback Computing Center,
Northwestern University

AUTHOR(S) AND
AFFILIATION(S) Steven J. Brams,

Syracuse University

Converted for the CDC 6400 by John E.
Michelsen, Northwestern University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Deck and listing presently available

CONTACT Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201.
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

The model programmed is the Goodman"2 generalization of the Say-
age-Deutsch3 transaction-flow model, which is applicable to any
kind of quantifiable transactions. The Savage-Deutsch model, pro-
grammed by A1ker4 was simplified and extended by Goodman to allow
for the analysis of matrices in which some diagonal and/or non-
diagonal cells contain blank entries. Such entries, which may
either be unknown because data are unavailable or unreliable or be
known a priori to be equal to zero, can be read in with the non-
blank entries. The blank entries are excluded, however, from
calculations made by the program for the cells with nonblank en-
tries in the data matrix.

The program calculates three sets of indices for all cells that
correspond to those having nonblank entries: (1) the deviation

8/69
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0between the actual volume of transactions from actor i to actor j, 0
A1.. and that predicted or "expected;' E1.. by the model; (2) the 0

3 3 0
relative deviation, or acceptance, of actor i for actor j's trans- ooactions, defined as 00

RA.. = D../E..,
13 13 13

and (3) the difference between the relative acceptance of actor i
for actor j's transactions and the relative acceptance of actor j
for actor i's transactions, or

RADF.. = RA.. - RA.. = (A..E..-A..E..)/E..E..,
13 13 31 13 31 3 1 13 13 31

which for all i and j for a symmetrical matrix about the main
diagonal, except for sign. This last index provides a measure of
the imbalance of transaction flows between two actors, after the
effects of size have been removed.

To test the hypothesis that the transaction flows are indifferent
to all parameters but the total volume of transactions that each
actor sends to and receives from all other actors associated with
his nonblank entries, the program calculates the goodness-of-fit
statistic

N N N N
x2 = Z D

13
..RA.. = E E (Aj . -Ej. )2/E..,
13 i 1 lj.i=1 j=1 i=1 j=1

where N is the order of the matrix. The large-sample distribution
of this statistic is the e distribution with L-2N+1 degrees of
freedom, where L is the number of cells with nonblank entries.'
If e is sufficiently small that the deviations of the observed
values from the predicted values could have occurred by chance,
then laft would accept the hypothesis that the transaction-flow mod-
el "explains" the data. When the X2 statistic has more than 30
degrees of freedom,

ND = (2)(2)1 (21.-4N+10

may be used as a normal deviate with unit varialice to test the fit
of the model to the data.

The percentage of transactions that would have to be moved from
one cell into another to make the model fit the data perfectly is
also calculated by the program. If

N N N N
T = Z E A. = E E E.

i=1 j=l1j j=i1j,

3126
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00 the percentage0
0
0 N N 501D..1
0 P = E E

rj

0
0 i=1 j=1 T

is,in effect,a measure of the overall magnitude of the discrepan-
cies between the observed and predicted proportions for all cells

with nonblank entries.5

Finally, several statistics summarizing the distribution of the RA
and RADF indices for the cells with nonblank entries are incorpo-
rated in the program. Adjunct subroutines to the main program
calculate the mean, median, standard deviation, and Pearsonian
coefficient of skewness of the RA and RADF indices. In addition,
those pairs of actors whose D, RA, or RADF indices are greater
than a predetermined amount can be specified in the output.

REFERENCES

1. Goodman, L. A., "Statistical Methods for the Preliminary Anal-
ysis of Transaction Flows," Econometrica 31, 197-208 (Jan.
Apr. 1963).

2. Goodman, L. A., "A Short Computer Program for the Analysis of
Transaction Flows," Behavioral Sci. 9, 176-186 (Arr. 1964).

3. Savage, I. R., and Deutsch, K. W., "A Statistical Model of the
Gross Analysis of Transaction Flows," Econometrica 281 551-572
(July 1960).

4. Alker, H. R., Jr., "An IBM Program for the Gross Analysis of
Transaction Flows," Behavioral Sci. 7, 498-499 (Oct. 1962).

5. Goodman, L. A., "On the Statistical Analysis of Mobility Ta-
bles," Amer. J. Sociol. 70, 564-585 (Mar. 1965).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

Linear Programming

LINPROG NUCC120

Vogelback Computing Center,
Northwestern University

School of Business,
Northwestern University

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, BIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road
Evanston, Ill. 60201
Tel.: (312) 492-3682

LINPROG will solve any linear-programming problem with a maximum of
125 variables and 75 constraint equations. It utilizes the original
(two-phase) simplex method for s)lving linear-programming problems
and uses a minimizing objective function. To solve a maximizing
problem, the signs on the objective function coefficients must be
reversed before ur.age.

6/69
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

EDUCATIONAL INFORMATION NETWORK
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Critical-Path SummaryProbability Statistic
Based on Normal Curve

PERTC NUCCO22

Vogelback Computing Center
Northwestern University

Vogelback Computing Center
Northwestern University

CDC FORTRAN

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

PERTC produces a detailed scheduling network, final critical-path
summary, and probability statistic for events that are normally
distributed about some mean.

REFERENCES

Rogers, H.B., "Construction Project Pert Network," Northwestern
Univ. Grad. School Business (Jan. 1964; unpublished). A reference
copy may be obtained from the EIN office for the cost of duplica-
ting and mailing.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

000 0039

Synagraphic Computer-Mapping Program

SYMAP 5.12

Computing Center,
The Florida State University

Howard T. Fisher, Northwestern Techno-
logical Institute (overall design and
mathematical model)

Mrs. O.G. Benson, Northwestern University
Computing Center (programming)

LANGUAGE FORTRAN IV

COMPUTER Originally developed on IBM 709; also on
IBM 360/40 and IBM 7094 at Harvard Uni-
versity

PROGRAM AVAILABILITY

Available in EIN through The Florida
State University CDC 6400

Decks, listings, and documentation pres-
ently available from The Florida State
University Computing Center

CONTACT Ray Soller, Librarian, Computing Center,
The Florida State University, Tallahassee,
Fla. 32306
Tel.: (904) 599-3418

FUNCTIONAL ABSTRACT

The Synagraphic Computer-Mapping Program (SYMAP) produces maps
that depict spatially disposed quantitative and qualitative infor-

mation. Raw data of every kind (physical, social, economic, etc,)

may be related, weighted, and aggregated in a graphic format by
assigning values to the coordinate locations of data points or
data zones. According to the application and desired representa-
tion of data, three basic types of mapping procedure may be speci-
fied: contour, conformant, or proximal.

CONTOUR--based cn the use of contour lines, each of which represents
a value remaining constant throughout its length. The map consists
of closed curves that connect all points having the same numerical

continued
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value. The value at each of the different levels of contour
(where a single contour level will represent a particular data
value) is determined by the program, according to the scale of
the map and the range of the data. Between any two contour lines,
a continuous variation is assumed. Therefore, the use of contour
mapping should be restricted to the representation of continuously
varying information, such as topography, rainfall, or population
density.

CONFORMANT--based on the conformance to the boundaries of a data
zone. This type of mapping is best suited to data for which the,
representation as a continuously varying surface is inappropriate
owing to the significance of physical limits or boundaries. Each
predefined data zone is assigned one data value and, depending
on its numeric class (range), one representative character on the
map itself. Local variation within the zone boundaries will not
be apparent, but will, on the average, be correct.

PROXIMAL--based on proximity to a data point. In appearance, this
type of map is similar to the conformant map. However, point
information is used here to define the data zones. Each character
location on the output map is assigned the value of the nearest
data point, using nearest-neighbor techniques. Boundaries are
then assumed along the lines where these values change. Then the
mapping is carried out as in the conformant type.

REFERENCES

Robertson, J. C., "The SYMAP Programme for Computer Mapping,"
Cartographic 108-113 (Dec. 1967); taken from a report of the
Select Committee on the Ordinance Survey of Scotland.

Fisher, M., "The Laboratory for Computer Graphics," Harvard Univ.
Grad. School Design Suppl. (Summer 1967).

Shepard, D., "A Two-Dimensional Interpolation Function for Irreg-
ularly Spaced Data," Harvard Univ. Grad. School Design Lab.
Computer Graphics (Feb. 1968); available from the Computing
Center, The Florida State University. Deals with the subject
of analyzing irregularly spaced data derived from a continu-
ous surface. A method is developed for reconstructing the
surface from the sampled data. This method is the main de-
vice used to generate the maps produced by SYMAP.
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DESCRIPTIVE TITLE Transportation Planning Package

CALLING NAME TRAN/PLAN

INSTALLATION NAME The Florida State University
Computing Center

AUTHOR(S) AND
AFFILIATION(S)

Charles E. Akers
William T. Gaupin
The Florida State University
Computing Center

LANGUAGE Primary Language: FORTRAN IV
Secondary Language: COMPASS Assembly

Language

COMPUTER CDC 6400

PROGRAM AVAILABILITY

CONTACT

Programs generally available through the
CDC users group. FSU will make them avail-
able to EIN members.

William T. Gaupin, Computing Center, The
Florida State University, Tallahassee,
Fla. 32306
Tel.: (904) 599-4770

FUNCTIONAL ABSTRACT

The Transportation Planning Package incorporates a set of analyti-
cal techniques that enable the user to estimate future transpor-
tation requirements and evaluate proposed systems. The collection
of survey techniques, analysis method, and computer programs used
by TRAN/PLAN have evolved over the past two decades through
studies supported by State Highway Departments, U.S. Bureau of
Public Roads, and the U.S. Department of Housing and Urban Develop-
ment. The TRAN/PLAN programs perform the following functions,
(1) process data accumulated from inventories or surveys of exist-
ing transportation facilities, (2) calibrate and analyze several
parameters for a regional' transportation network, and (3) predict
future intraregional transportation demands. The accuracy of
future estimates depends heavily upon the choice of a suitable
model, effective intermediate analysis-of-program output, and
iterative recalibration of model parameters. Reference 6 explains
the overall purpose of transportation planning systems in greater
detail.

3/70 1
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Ihe TRAN/PLAN Package consists of the following subprograms1.

(a) RELINK
(b) NETWORK
(c) NETDVR
(d) MINPATH
(e) SKIM
(f) COLLECT
(g) TRPBLDR
(h) ADDER
(i) SPLITER
(j) UPDATE
(k) MERGE
(1) DEMERGE
(m) COMPRES
(n) SECTORS
(o) TRIPTA2
(p) TRIPEND
(q) GRAVITY
(r) FRATAR
(s) ASSIGN

CPACITY
(u) MODSPLT
(v) CAPRPT
(w) CPRSRPT
(x) COMPARE
(y) AVERAGE
(z) TIMESUM

(aa) TRPFREQ

Relink nodes of network
Build and edit network
Network report generator
Build minimum paths
Skim (summarize) tape of trees
Trip data collector
Build trip tables
Add selected trip tables
Split trips by direction
Update trip volumes
Merge trip tables
Demerge trip tables
Compress or expand trip tables
Select sector of network
Trip-table summary generator
Trip-end summary generator
Gravity model
Fratar expansion
Traffic assignment
Capacity restraint
Modal split model
Cross-reference historical-report generator
Historical-report generator
Statistical comparison of trip volumes
Historical-record summary-report generater
Time-table-report generator
Trip frequency distribution

Restrictions which apply to all programs,

1. the maximum allowed zone (centroid) number is 650
2. the maximum allowed node number is 3000
3. the maximum number of tables (purposes) is 4
4. the maximum table number is 4
5. a stacked table may contain a maximum of 8 merged tables

REFERENCES

Akers, C.E. and Gaupin, W.T., "User Manual Transportation Programs
for a CDC 6400 Computer," (The Florida State University Comput-
ing Center, November 1968; unpublished). Copies of this manual
are available through the Librarian, The Florida State University
CoMputing Center.

"Calibrating and Testing a Gravity Model for Any Size Urban Area,"
Bureau of Public Roads, Washington, D.C., October 1965.
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ManuaZ Supplements for the Transportation Planning Syotem, Highway
and Local Government Department of South Austrailia, Adelaide,

0 Austrailia, January 1966.
.1-

o
0 Martin, Brian V., "Minimum Path Algorithms for Transportation
o Planning," Research Engineer, December 1963.

b o
0

"Modal Split," U.S. Department of Commerc,i, Bureau of Public
Roads, Office of Planning, December 1966.

Shofer, R. and Goodyear, F., "Electronic Computer Applications
in Urban Transportation Planning," Proceedings of the 22nd
National Conference, Association for Computing Machinery
Publication P-67, 1967.

Traffic Assignment Manual, Bureau of Public Roads, Washington, D.C.,
June 1964.

Transportation Planning System for the ControZ Data 3600 Computer,
Data Centers Division of Control Data Corporation, Minneapolis,
Minnesota, May 1965.

Fratar, T.J., "Vehicular Trip Distributions by Successvie Approxi-
mation," Traffic QuarterZy, January 1954, pp. 53-65.
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DESCRIPTIVE TITLE Program for Analysis of Linear Systems

CALLING NAME PALS0
0

INSTALLATION NAME Vogelback Computing Center,
Northwestern University

AUTHOR(S) AND
AFFILIATION(S) Dr. James Van Ness

Electrical Engineering Department,
Northwestern University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Lorraine Borman, EIN Technical Represen-
tative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

PALS is actually a series of subroutines combined into one large
main program for (1)forming the differential equations of a linear
system in matrix form, (2)finding the eigenvalues of the coeffi-
cient matrix of the differential equations, and then (3)either com-
puting the loci of the eigenvalues as individual or groups of par-
ameters are varied, finding the eigenvectors of the coefficient
matrix, or finding the sensitivities of the eigenvalues to the par-
ameters of the system.

Although PALS was developed initially to study the load-frequency
control of a large power system, it is presently written in a
general form to make it applicable to many types of systems. The
system to be studied may be described in terms of a block diagram
or by sets of equations. The method of forming the coefficient
matrix of the differential equations from this general input is
described in Ref. 1. The only restriction is that the system must
be representable by a set of linear differential equations with
constant coefficients. Many nonlinear systems, such as the power
system, can be studied for small deviations about an operating
point by linearizing the system of equations about that operating
point.

continued
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The accuracy of PALS is dependent on the accuracy of the method
used to find the eigenvalues and the eigenvectors of the coeffi-
cient matrix of the differential equations. Fortunately, the meth-
ods that have been chosen have proven to be very satisfactory. The
QR transform developed by Francis2 is used to find the eigenvalues
and is described in Ref. 1. The eigenvectors are found by an in-
verse-iteration method based on a method described by Wilkinson.3
After finding the eigenvectors, the program corrects the value
found for the eigenvalues by using the Rayleigh quotient. The
change in the eigenvalues is insignificant in most cases, but in
the few where the accuracy of the QR transform is poor2 the error
is corrected at this step. The inverse-iteration method and the
Rayleigh quotient also are described in Ref. 1.

PALS provides two methods of studying the effect of parameter chang-
es on the system eigenvalues. The first is essentially the well-
known root-loci approach. Any of the parameters in the system may
be incremented through a series of steps, and the resulting change
in the eigenvalues will be plotted on a complex plane. The second
method finds the sensitivities of specified eigenvalues to the par-
ameter (the derivatives of the eigenvalues to individual or groups
of parameters). The sensitivity method thus gives the slope of the
eigenvalue locus at a given point. It has the advantage of enab-
ling the user to determine quickly which parameters are important
in a given situation. However, the complete locus of the eigenval-
ue is needed to determine the effect of the parameter over any range
of variation. The eigenvalue locus is found by actually increment-
ing the parameters, whereas the sensitivity is found by using the
method described in Ref. 1.

Two versions of PALS are currently being maintained on the CDC 6400
computer. PALS1 is dimensioned for systems up to the SOOth order;
PALS2 is a simpler version for smaller systems, usually less than
100th order. The actual limits on each of these programs are given
in Ref. L

REFERENCES

1. Van Ness, J.E., "PALS A Program for Analyzing Linear Systems,"
Northwestern Univ. Dept. Elec. Eng. (Mar. 1969). Available
from EIN for the cost of duplication and mailing.

?. Francis, J.G.F., "The QR Transformation," Computt J. 4, 265-
271 (Oct. 1961); 5, 332-345 (Jan. 1962).

3. Wilkinson, J.H., The Algebraic Eigenvalue Problem (Oxford Uni-
versity Press, London, 1965).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0045

Statistical Analysis of Single Equation
Models

QSASE

Pennsylvania State University
Computation Center

M.C. Hallberg
Department of Agricultural Economics and
Rural Sociology

Pennsylvania State University

FORTRAN IV

IBM 360/67

Decks and listings presently available

Dr. Daniel L. Bernitt, 105 Computer Build-
ing, Pennsylvania State University,
University Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

QSASE is a self-contained library program designed to compute or-
dinary least-squares estimates of single equation regression
models such as iterative least-squares estimates of special non-
linear regression models (as described in Ref. 1), and two-stage
least-squares or limited information maximum likelihood estimates
for systems of simultaneous regression equations (as described
in Ref. 2). For additional details concerning all options, the
user should consult the above references. The following options
are available.

1. listing descriptive information about the problem and naming
variables

2. using original observations or sums of squares and crossproducts
(SSCP) as input data

3. performing various data-editing operations on the input data
4. reading input data from tape or cards
S. printing and/or punching SSCP in either raw form or corrected

form

6. printing zero-order correlation matrix

continued
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0 Univ. Dept. Agric. Econ. & Rural Sociol. Rep. 69 (September
0 1967). Copies of this report can be obtained through the0
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7. printing the mean, standard deviation, standard error of mean,
and sum for each variable in the data deck

8. producing a separate listing of all zero-order correlation
coefficients that exceed in absolute value a prespecified
level

0
9. producing a scatter diagram of any variable against any other

variable
0

10. stepwise least-squares where a least-squares regression is run
0

and that variable with the smallest t ratio is eliminated in
an iterative fashion until all t ratios exceed a prespecified
level

11. two-step least squares where a least-squares regression is run
and all variables are eliminated whose t ratio do not exceed
a prespecified level

12. computing and printing the F ratio for testing the hypothesis
that a linear combination of a subset of the k-1 a's for a
single-equation model are all zero

13. computing and printing the t ratio for testing the hypothe-
sis that a linear combination of a subset of the k-1 a's for
a single-squation model is equal to a specified value

14. computing and/or printing for each observation the value of
the dependent variable It, the estimate of It from the
computed regression It, the estimated error ItIt, And the
percentage error

15. producing a scatter diagram of the errors Itit against any
other variable in the data deck

16. two-stage least-squares estimation

17. limited-information maximum-likelihood estimation

REFERENCES

1. Hallberg, M.C., "Statistical Analysis of Single Equation
Stochastic Models Using the Digital Computer," Penn. State
Univ. Dept. Agric. Econ. & Rural Sociol. Rep. 78 (February
1969). Copies of this report can be obtained-through the
contact person.

2. Hallberg, M.C., "Statistical Analysis of System of Simultaneous

2
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DESCRIPTIVE TITLE Static Leontief InputOutput Analysis

CALLING NAME INOUT

INSTALLATION NAME The Pennsylvania State University Compu-

tation Center

AUTHOR(S) AND
AFFILIATION(S) M.C. Hallberg

M. Swope
Department of Agricultural Economics,

The Pennsylvania State University

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Daniel Bernitt, 105 Computer Building,

The Pennsylvania State University, Univer-

sity Park, Pa. 16802

Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

INOUT will solve the static Leontief inputoutput problem for a

model with as many as 175 sectors. From data consisting of a

square input matrix, an output vector, and a set of final demand

vectors, a great variety of results may be selectively opted, cal-

culated, and printed. Among these are matrices of technical and

interdependency coefficients, matrices of interdependency values

and net effects, and some other useful vectors.

REFERENCES

Leontief, W., et aZ., Studies in the Structure of the American

Economy, Harvard Economic Research Proj. (Oxford University

Press, New York, 1953); theoretical and empirical explorations

in inputoutput analysis.

8/69
1

129



EDUCOM EDUCATIONAL INFORMATION NETWORK

000 0047

DESCRIPTIVE TITLE Synagraphic Mapping

CALUNG NAME SYMAP

INSTALLATION NAME The Pennsylvania State University Compu-
tation Center

AUTHOR(S) AND
AFFILIATION(S)

Laboratory for Computer Graphics
Harvard University Graduate School of
Design

Adapted by

Larry Rich
Jeffrey Simon
Larry Sinkey
Department of Architectural Engineering,
The Pennsylvania State University

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks, listings, and documentation pres-
ently available

CONTACT Dr. Daniel Bernitt, EIN Technical Repre-
sentative, 105 Computer Building, The
Pennsylvania State University, University
Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

The Synagraphic Mapping program (SYMAP) produces maps that depict
spatially disposed quantitative and qualitative information. Raw
data of every kind (physical, social, economic, etc.) may be re-
lated, weighted, and aggregated in a graphic format by assigning
values to the coordinate locations of data points or data zones.
According to the application and desired representation of data,
three basic types of mapping procedure may be specified: contour,
conformant, or proximal.

CONTOUR
--based on the use of contour lines, each of which represents a
value remaining constant throughout its length. The map consists
of closed curves that connect all points having the'same numeri-
cal value. The value at each of the different levels of contour

continued
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(where a single contour level will represent a particular data
value) is determined by the program, according to the scale of
the map and the range of the data. Between any two contour lines,
a continuous variation is assumed. Therefore, the use of contour
mapping should be'restricted to the representation of continuous-
ly varying information, such as topography, rainfall, or popula-
tion density.

CONFORMANT
--based on the conformance to the boundaries of a data zone. This
type of mapping is best suited to data for which the representa-
tion as*a continuously varying surface is inappropriate owing to
the significance of areal limits or boundaries. Each predefined
data zone is assigned one data value and, depending on its numer-
ic class (range), one representative character on the map itself.
Local variation within the zone boundaries will not be apparent,
but will, on the average, be correct.

PROXIMAL
--based on proximity to a data point. In appearance, this type
of map is similar to the conformant map. However, point informa-
tion is used here to define the data zones. Each character loca-
tion on the output map is assigned the value of the neareet data
point, using nearest-neighbor techniques. Boundaries are then as-
sumed along the lines where these values change. Then, the map-
ping is carried out as in the conformant type.

While the contour type of map is mose often used and the easiest
to produce, the conformant and proximal maps are often more help-
ful in the "soft" disciplines. Output is in .the form of printed
pages that, if the total map size exceeds the width of the comput-
er printed page (13 in.), may easily be glued or pasted together
to form a continuous map. Also included in the output is a histo-
gram showing frequencies for given data levels, plus several op-
tional features.

REFERENCES

Robertson, J.C., "The SYMAP Programme for Computer Mapping," Car-
tographic 108-113 (Dec. 1967); taken from a report of the Select
Committee on the Ordinance Survey of Scotland.

Fisher, M., "The Laboratory for Computer Graphics," Harvard Univ.
Grad. School Design Suppl. (summer 1967).

continued
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irm t- Shepard, D., "A Two-Dimensional Interpolation Function for Irregu-
.d-

0 larly Spaced Data," Harvard Univ. Grad. School Design Lab. Comput-0 er Graphics (Feb. 1968); available from the EIN Office for the
0 cost of duplication and mailing. Deals with the subject of analyz-0
0 ing irregularly spaced data derived from a continuous surface. A

method is developed for reconstructing the surface from the san-
pled data. This method is the main device used to generate the
maps produced by SYMAP.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0056

UNIVAC 1107 Linear Programming Package

LP1107

The University of Notre Dame Computing
Center

UNIVAC Diviaion of Sperry Rand

Sleuth II/FORTRAN IV

UNIVAC 1107

Decks and listings presently available

Elizabeth Hutcheson, EIN Technical
Representative, Computing Center, Univ.
of Notre Dame, Notre Dame, Ind. 46556
Tel.: (219) 283-7784

FUNCTIONAL ABSTRACT

LP1107 is a generalized program for the solution of linear pro-
gramming problems. More specifically, the LP1107 command
structure is a mathematical programming control language; used
to prepare a control sequence fur a specific programming job.

Either the dual or simplex algorithm, or both, can be used.
LP1107 incorporates a true programming language with logical
capabilities and full macro capabilities. If a group of commands
is being used repetitively, the user may incorporate it into
his macro command library and issue the macro command instead.
Single and double precision arithmetic are included.

REFERENCES

UNIVAC Systems Programming Library Services, UP3897 1107LP
User's ManuaZ (preliminary), (UNIVAC, Sperry Rand Building,
New York, 1964).

Aronofsky, J.S., "Growing Applications of Linear Programming
with a View Towards Understanding Principles on Which
Future LP Systems Must be Based," Communications of the ACM,
(June 1964).

Copies of these references are available through the local UNIVAC
representatives or from the EIN Office at the cost of reproduction
and mailing.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT
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UNIVAC 1107 PERT/COST, PERT/TIME System

PERT (library tape)

The University of Notre Dame Computing
Center

UNIVAC Division of Sperry Rand Corpora-
tion

SLEUTH II and COBOL

UNIVAC 1107

Listings available

Elizabeth Hutcheson, EIN Technical
Representative, Computing Center,
University of Notre Dame, Notre Dame,
Ind. 46556
Tel. (219) 283-7784

FUNCTIONAL ABSTRACT

The UNIVAC 1107 PERT System provides for integrated time and
cost planning and control of research and development programs
through implementation of the "work package" costing concept
of the Department of Defense/National Aeronautics and Space
Administration. The system is composed of two major program
modules, PERT/COST and PERT/TIME, which generate reports for
the project being analyzed. These reports include activity
and event reports, a Work package/Activity listing, a Charge
number analysis, etc., from PERT/TIME, and reports on the
structure of labor and material costs from PERT/COST.

REFERENCL)

PERT/COST General Reference Manual, (UP-4013), (UNIVAC Division
of Sperry Rand Corp., N.Y.).

..1

UNIVAC 1107/1108 PERT and CPM: Techniques in the Project Manage-
ment, (UP 3952), (UNIVAC Division of Sperry Rand Corp., N.Y.).

Available through the local UNIVAC representative or through the
EIN Office at the cost of reproduction and mailing.
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Simulation Package for University Research
and Training

SPURT

Vogelback Computing Center
Northwestern University

Gustave J. Rath
Department of Industrial Engineering and
Management Sciences

Martin Goldberg
Leonard Weiner

Northwestern University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Lorraine Borman, E1N Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

SPURT is a comprehensive package of USASI Standard FORTRAN rou-
tines that are designed for use in simulation modelling. These
useful routines, ranging from simple to complex, enable the aver-
age FORTRAN programmer to employ simulation techniques without
having to learn the semantic and syntactic rules of a new pro-
gramming language.

The SPURT package is made up of six main parts.

I. CLOCK Generation--SPURT1

II. Stochastic Generator8--SPURT2

III. Statistical Computations--SPURT3

IV. Analog Simulators--SPURT4

V. List-Processing and Queue-Manipulation--SPURT5

VI. Matrix and Graphical Output--SPURT6

2/70 1
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The following is a listing and brief discussion of the various sub-
routines contained in each of the six SPURT parts.

CLOCK Generation---SPURT1: to implement discrete-time simulation
models; to cause events to occur in the proper time sequence

The CLOCK subroutine consists basically of two lists:

Master Time List--contains events scheduled to happen in the
future

Master Time Queue--contains events that could not take place
at the time when they were scheduled to and, therefore, have
been rescheduled; i.e., they have been blocked and are wait
ing in a queue.

Events can be stored on either list.

CLOCK recognizes two basic kinds of events:

Exogenous--those that are externaZ to the user's routine;
these are read from Data Cards by the CLOCK

Endogenous--those that are internal to the user's routine;
these are generated dynamically and then are maintained by
the CLOCK

Stochastic Generators SPURT2: to generate samples from various
probability distributions and to calculate sample values

Subroutine Usage

STOGN1 Permits sampling from a discrete empirical probabil-
ity distribution defined by the user

STOGN2 Enables the user to approximate a continuous distri-
bution by means of a piecewise linear distribution

UNIFRM Permits the user to sample real values from a uniform
distribution in a defined interval

RANDIN Provides a uniform distribution of itvegers in a de-
fined interval

NORMAL Allows the user to obtain a random sample from a nor-
mal distribution with given mean and standard deviation

NEGEXP Permits the user to obtain a random sample from the
negative exponential distribution

POISSN Provides the user with a random sample from the Poisson
distribution

0

00
H 2
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ERLANG Provides a random sample from the Erlang distribution
a

DISCRT Permits sampling from a step function describing a
(a) discrete cumulative distribution of integer values

LINEAR Provides the user with a random sample from a cumula-
tive distribution that is obtained by linear interpo-
lation in a nonequidistant table of real values

DRAW Provides a boolean value of TRUE or FALSE

RANPER Generates a uniformly distributed, random permutation
of the integers 1, 2, M

Statistical Computations SPURT3: to calculate statistical param-
eters and histograms of data arrays

Subroutino Usage

STIX1 Three interrelated subroutines to accumulate and print
STIX2 out a frequency table and to produce a CalComp plot of
STIX3 a normalized histogram of the table

STIX4 Evaluates the mean, standard deviation, maximum value,
and minimum value of an array of real numbers

STIX5 Evaluates the correlation coefficient between two
arrays of real numbers

STIX6 Ranks an array of real numbers and produces the me-
dian and range of the data within the array

STIX7 Produces a statistical description of the data found
in an array, including the sample size, mean, stand-
ard deviation, standard error, minimum and maximum
values, range, and a printed histogram plot

Analog Simulators--SPURT4: to enable the simulation of analog-
computer problems on a digital computer

Subroutine Usage

ANALOG These two subroutines make it possible to obtain
SECND output similar to a hybrid computer

continued r.4
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List-Processing and Queue-ManipulationSPURT5: lists are mXn ar-

rays; entries in lists are mX1 arrays.

Subroutine Usage CD

ADFIFO Adds an entry at the bottom of the list; it can be
removed only after all the elements presently on the
list are gone (builds first-in last-out list)

ADLIFO Adds an entry at the top of the list; it will be
removed before any other entry presently on the list
(builds last-in first-out list)

REMOVE Removes the top (or first) entry from a list

PURGE Destroys the contents of a list

DISPL Piqnts the contents of a list

Additional subroutines in SPURT5 provide the capability to rank
lists and to delete or to insert entries into lists.

Matrix and Graphical Output--SPURT6: output is facilitated through
printing and graphical output

Subroutine Usage

OUT Prints out a square matrix with column and row head-
ings

NSOUT Prints out a nonsquare matrix with column and row
headings

GRAPH Produces two-dimensional graphs of plots, using a
CalComp plotter

REFERENCES

1. Rath, G.J., "Description of the Simulation Package ftr Univer-
sity Research and Teaching," Northwestern Univ. Vogelback Comput-
ing Ctr., SPURT, Rev. E (1968; unpublished).
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FUNCTIONAL ABSTRACT

000 0077

An A1gorithm for the Optimization of a
Qualaratic Form Subject to Linear
Restraints

ZORILLA

Iowa State University Computation Center

D.J. Soults
J.J. Zrubeck
V.A. Sposito

Statistical Laboratory
Iowa State University

FORTRAN IV

IBM 360/65

Decks and listings presently available

Dr. William J. Kennedy, Head,
Statistical Numerical Analysis and
Data Processing Section, Statistical
Laboratory, Iowa State University,
Ames, Iowa 50010
Tel.: (515) 294-2260

ZORILLA will solve quadratic programming problems on the IBM 360

system. The program is composed of,a number of subprograms;
each is called by a procedure control card. The sequence of
control cards defines the solution procedure.

A manual) is available to inform the user about the correct
formulation for optimizing a quadratic form subject to linear
restrictions, and to provide the user with a detailed explana-
tion of how to use the program (order of data deck, key punch-
ing format, control cards, etc.).

The program can be used to minimize numerical problems. Keyword
commands such as SCAN or MODEL serve as an aid in finding in-
valid input data or an incorrectly specified model. The program
can scale poorly defined problems upon the use of the SCALE
agendum card.

8/7b
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ZORILLA will find the values for x1,x2,... xn which optimize

f(x) = p'x ½ x'Cx

subject to the conditions that

Ax < b

x > 0

where p, C, A contain specified constants. The function f(x)
will be referred to as the function which we nre
C must be an n X n symmetric matrix. [Any quadratic form x'Bx

B+B'may be expressed by a symmetric matrix x'(-2---)x 1/2 x'Cx where

C = (B+P).] It is also necessary for C to be a positive (or
negative) semi-definite matrix when the objective function f(x)
is required to be concave (or convex) in the maximization (or
minimization) case.

The program requires a simplex tableau input in the form

n 1

r r=c .41 n 0 number of variables

m LA tJ m = number of restrictions.

The identity matrix need not be entered explicitly into the
matrix. It is generated by the program.

The simplex method is utilized for transformation. The procedure
for choosing the incoming and outgoing vectors is the procedure
developed by Van de Panne and Whinston2. The method of trans-
forming and updating vectors is the product form of the inverse
based on the revised simplex method.

REFERENCES

1. Soults, D.J., Zrubeck, J.J., and Sposito, V.A., Stat. Num.
Anal. and Data Prooeas. Series, No. 9: ZORILLA Referenoe
Manual, (Statistical Laboratory, Iowa State University,
Ames, Iowa, 1969). Available from the Statistical Laboratory
at a cost of $0.75.

2. Van de Panne, C., and Whinston, A., "Simplicial Methods for
Quadratic Programming," Naval Research Logistics Quarterly,
11, pp. 273-302, (1964).
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A Regression Model Building System

MOUFLON

Iowa State University Computation Center

Bonnie L. Hanson
Statistical Laboratory
Iowa State University

FORTRAN IV

IBM 360/65

Decks and listings presently available

Dr. William J, Kennedy, Head,
Statistical Numerical Analysis and
Data Processing Section, Statistical
Laboratory, Iowa State University,
Ames, Iowa 50010
Tel.: (515) 294-2260

FUNCTIONAL ABSTRACT

MOUFLON provides fast and economical use of computational methods
for model building in multiple linear regression. The basic
model used is

yi = Ooxio + Blxil + Blxi2 + a.. + Bkxik + ei

i = 1,2, ,n

where xii's are fixed, yi's are observed values, and ei's are
assumed to be independent N(0,a2). The values x1 E 1, i = 1,

,n, are usually used. If we substitute 00 = y 01171

Ok4 into the original model, the result is

or

Yi 01(xi1 Bk(xik Ric)

yi = 813(11 + ".. + Bkxik ei ,

which is called the reduced model. _The usual procedure solves
the reduced normal equations associated with the above model .

and obtains the constant term by means of the relation

8/70
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60 = Y 01171 ficik

It may be helpful to note that the coefficient matrix corres-
ponding to the reduced normal equations is in fact the matrix
of corrected sums of squares and cross products. This coeffi-
cient matrix will be called X'X in the future. The following
notation is used throughout.

k = total number of independent variables available for
inclusion in the regression,

p = number of variables currently inc]uded in the regression,

RSS = residual sum of squares associated with a pvariate
regression

RMS = residual mean sqaure,

REGSS = sum of squares due to regression,

REGMS = regression mean square,
A

= reduction in REGSS when ith variable is removed from11
the regression oi is the estimator of Oi and cii is
the ith diagonal element of (X'X)-1

Methods

Four methods are available for selectihg the optimal regression.

Hocking and Leslie's Use of the Cp Statistic

Hocking and Leslie's procedure' is based on earlier work done by
C.L. Mallows.2'3 Mallows suggested that the selection of a
'good' subset of independent variables in a multiple linear
regression be based on the standardized total squared error.
He developed the C statistic as an estimate of this quantity.

RSS,

P

where a2 is the residual mean square obtained by fitting the
full model and is used as an estimate of (12. Mallows showed
that models with small bias tend to have Cp's almost equal to
p, and he defined these to be 'good' models. Thus, a graph of
Cp versus p will show which of the subsets of independent
variates are 'good'. However, this method requires the compu-
tation of all regressions.

2
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co
Hocking and Leslie developed an efficient procedure to find the
'best' (in terms of minimum residual sum of squares) subset or
subsets of independent variates. Their approach to the problem

0 is concerned with which subset of r variates, r = k p, should
0

' be removed from the regression. It is necessary to note that a
minimum reduction in the regression sum of squares due to re-
moving a set of r variables implies that the associated pvariate
regression has minimum residual sum of squares. Hocking and
Leslie state that an equivalent form of the C statistic is

Red
C = + (2p k)

where Red is the reduction in regression sum of squares due to
P

removing a set of r variables, where r = k p.

The above equations relate to the reduced model

y = $1 + $2x2 + + $kxk + e

where 01 is the constant term. After adjustment for the notation
and model used by the program,"the Cp statistic is represented as

Red,
C = + (2p k + 1).p

a'

The first step of Hocking and Leslie's procedure is to compute
the k univariate reductions, ei (i.e. ei = reduction due to re7
moving the ith variate) and to rank them so that el < 02 < '4° <

Ok At the same time the variables are relabeled according to
the order on the ei's. Thus, the removal of the first variable
(according to the above labeling) leaves the subset of size
k 1 with minimum residual sum of squares among the set of
possible subsets of size k - 1.

Hocking and Leslie's procedure is based on the following property.

If the reduction in the regression sum of squares
due to eliminating any set of variables for which
j is the maximum subscript is not greater than
0. then no subset including any variables withj+
subscripts greater than j can result in a smaller
reduction.

The sequential procedure for a given p = 1, ...,
determine r = 2, .., k - 1) is as follows.

8/70 3
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Step 1 Compute the reduction P. due to removing variables
1,2,...,r (according to above labeling). If R < Or+1, procedure
terminates and regression consisting of variables r + 1,...,k
is taken to be the 'best' pvariate model. If R > er+1, go to
Step 2.

Step 2 Include variable r + 1 in the set of variates which are
candidates for removal. Then compute reductions for all subsets
of size r which include variate r + 1. Find the smallest of all
reductions calculated so far (the reduction found in Step 1 is
included in the set). If the minimum reduction is not larger
than Or+2, the procedure terminates and the pvariate set
corresponding to the minimum reduction is taken to ,f)e the 'best'

regression of size p. If the minimum reduction exceeds Or+2,
go to Step 3.

Step 3 Add variable r + 2 to the set of.variates which are
candidates for removal. Compute the reductions for all subsets
of size r which include variate r + 2. Find the smallest of
all reductions calculated so far (the reductions found in Steps
1 and 2 are included in the set). If the minimum reduction
is not larger than Or+3, the procedure terminates and the p.
variate set corresponding to the minimum reduction is taken to
be the 'best' regression of size p. If the minimum reduction
exceeds Or+3, go to Step 4.

The procedure continues through as many steps as are necessary
to find the subset with minimum residual sum of squares. After
the 'best' subset of size p has been found the value of p is
decreased by 1 (r increased by 1) and the procedure is executed
once again to find the 'best' subset of size p - 1. Once the
'best' subset of size p' (specified by user) is found, the
procedure terminates.

Forward Selection

This method assumes the user has a predetermined order for his
independent variate. The variates with highest degree of
'importance' for inclusion in the model must be placed first
in the ordering and followed by those of lesser 'importance'.

Often, the user will have a basic set of r, 1 <-r < k, inde-
pendent variates which are always needed to pridief values of
the dependent variable y, and a set of k - r variates which
might be of value in the prediction equation. He thus wishes

4
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to find out which of the set of k r variates should be used
to predict y. The forward selection procedure begins with the

0
0 basic set of r variates and proceeds to test each successive

0 variate by means of the following sequential procedure.

0
Step 1 Test H1 : 81.4.1 = 0

Acceptance implies procedure terminates and the basic set of r
variates is used to predict y. Rejection implies procedure con-
tinues to Step 2 and the basic set of r variates plus variable
r +-1 are included in the model.

Step 2 Test H2 : 8r+2= 0
Acceptance implies procedure terminates and variates x1,x2,...,
x1+1 are used to predict y. Rejection implies procedure con-
tinues to Step 3 and variates xi,x2,...oxr+1,xr+2 are used to

predict y.

Step 3 Test 113 : 81+3 = 0

The basic test of Hi : Or+i = 0 is to reject if u > Fa where

$t/cii
u

RMS

F
a
is specified by the user.

Sequential Deletion

This procedure assumes as in Forward Selection4 that the inde-
pendent variates' order begins with the 'most important' and
ends with the 'least important'. Again, the user specifies a
basic set r, 1 < r < k, of independent variables needed to pre-
dict values of7. The sequential deletion procedure begins
with the full k-variate model and tests each preceding variate
by means of the following sequential procedure.

Step 1 Test Ho : Bk = 0
Rejection implies procedulie termiaates and all k independent
variables are used to predict y. Acceptance implies procedure
continues to Step 2 and the kth variate is removed from the
model.

Step 2 Test HI : 8k-1 = 0
Rejection implies procedure terminates and xi,x2,...,xr+1 are
used to predict y. Acceptance implies procedure continues to
Step 3 and the (k-l)st variate is removed from the model.

continued
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Step 3 Test H2 ak-2 = o

Step k r Test Hk-r-1 : 13r+1 = 0
Rejection implies procedure terminates and x1,x2,...,x1.4.1 are
used to predict y. Acceptance implies procedure terminates but
xr+1 is removed from the model and only xl,x2,...,xr are used to
predict y. Again the test of Hk-i*: si = o is to reject if
u > F

a
where

A

11:L.

u
RIMS

Fa is specified by the user.

Stepwise Regression

Before we look at the stepwise procedure5 let us consider a
general case. First, let XI denote the set of variates
X12...)xp which are currently in the model and let X2 denote
the set of variates

Next, define the sample partial correlation coefficient of the
dependent variable y and one of the independent variates from
the set X2) (say xp+i), to be the simple correlation coefficient
of y* and xpi. y* is the set of residuals resulting from the
regression of y on xl, x2,...,xp and xt+i is the set of residuals
resulting from the regression of x134.1 bn xi,x2,...,x15. Let the
sample partial correlation coefficient of y and xp..i'be denoted
by

Now consider the case of transferring one of the variates, xn+i,
from set X2 to set X1 , (i.e. including Xp+j in the regressibn"
equation). Let RSSp+j denote the residual sum of squares for
the regression of y on XI,X2,...,Xp)Xp+j. Note that the value
of j can be 1,2,...,k-p.

Let xp+i be 'the' variable transferred to the set X1 where i
satisfies

RSSI0.1 < RSSroj j =

This is equivalent to
2r > r 2

j =
p+i

since it can be shown that

. = RSS (1 - r2 .) .RSSI)+3
P' P+)

6
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t, Thus, the selection of the largest rit+j for j = 1,2,...,k-p,

minimizes RSS".
(z)

Now consider the case of transferring one of the independent
variables from the set XI to the set X2 (i.e. removing itx3

from the regression). Let RSSi denote the residual sum of
squares for the rtgression of 57 on x1 ,x2,._.,xj_1,xj4.1,...,xp.
It can be shown that

RSS. RSS +
3 p c.

33

Let xi be 'the' variable transferred to the set X2 where i
satisfies

or

A A

<
c11 . .c33

rt2). < (t2)
c'j

A

= 1,2,...,p

= 1,2,...,p

e/c1..
(+21. 1

where "'el . Thus, the selection of the smallest
(t2c)i for j = 1,2,...,p minimizes RSSi.

The above considerations give way to the stepwise regression
procedure, which consists of two alternating steps and examina-
tion of termination criteria after each step. The procedure
terminates when any one of the following criteria is encountered.

1. There is no variable to enter and no variable to remove.

2. The procedure dictates that the same variable be entered
and removed successively. This can be corrected by chang-
ing the F levels if the user so wishes.

3. The total number of steps executed reaches the maximum
number of steps specified by the user.

The procedure begins with Step 1 and no variables entered in
the model.

8/70 7
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Step 1 Enter variable i into the regression if i satisfies

(n-p-2)1.2
r
2

. > r
2

. j = 1,2,...,k-p and (t2) = > F.
p+1 P+J c p+i

(1-r2 ,)
in '

P+1

where Fin is the F level to enter a variable and is specified
by the user.

The termination criteria are now checked. If any one of the
three criteria is satisfied, the program stops computations.
If none of the criteria are satisfied, the program continues
to Step 2.

Step 2 Remove variable i from the regression if i satisfies

(t2). < (t2) j = 1,2,...,p and (t2)1 < F
out 'ci cj c

where Fout is the F level to remove a variable and is specified
by the user.

The termination criteria are now checked. If any one of the
three criteria are satisfied, the program stops. If none of
the criteria are satisfied, the pregram returns to Step 1.

REFERENCES

1. Hocking, R.R., and Leslie, R.N., "Selection of the Best Sub-
set in Regression Analysis," Technometr,ics, 9, 1967, pp. 531
540.

2. Mallows, C.L., Choosing Variables in a Linear Regression:
a Graphical Aid. Paper presehted at the Cent. Reg. Meeting
of the Inst. of Math. Stat:., Manhattan, Kansas,'1964

3. Mallows, C.L., Choosing a Subset Regression. Paper presented
at the Joint Stat. Meeting, Los Angeles, Cal., 1966.

4. Larson, H.J., Sequential Model Building for Prediction in
Regression Analysis, unpublished Ph.D. thesis, (Iowa State
University Libralf, Ames, Iowa, 1960).

5. Hemmer3e, W,J., Statistical Computations on a Digital
Computer, (Blaisdell Publishing Company, a Division of
Ginn and Company, Waltham, Mass., 1967).
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6. Garside, M.J., "The Best Subset in Multiple Regiession

Analysis," Appl. Stat. J. of the Roy. Stat. Soc., 14,
Series C, 1965.
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CD

7. Hanson, B.L., Stat. Num. Anal. and Data Process. SePies,
No. 12: MOUFLON Reference Manual, (Statistical Laboratory,
Iowa State University, Ames, Iowa, 1969). Available from
the Statistical Laboratory at a cost of $0.75.
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Synagraphic Mapping Program

SYMAP

Washington University
Computing Facilities

Harvard University Graduate School of
Design

FORTRAN IV

IBM 360/50

Proprietary; available for use but not
distribution

Dr. Charles Drebes, Manager, Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

SYMAP is a computer program designed to allow city planners,
geographers and others totproduce low cost graphic displays
of spatial patterns using standard computer line printers, by
producing maps which graphically depict spatially disposed
quantitative and qualitative information. It is suited to
a broad range of applications, and is provided with numerous
options to meet pidely varying requirements. Raw data of every
kind (physical, social, economic, etc.) when given to the
computer may be related, manipulated, weighted, and aggregated
in any manner desired. By assigning values to the coordinate
locations of data points or data zones, one or more of three
types of map may be produced, as specified by the user: conformant
(choropleth), contour, and proximal. Potential applications
are independent of the scale at which one wishes to display
data. Studies (at other universities) have included a living
cell, land parcels, blocks, tracts, towns, states, and continents.
In each case, a common factor was the spatial distribution of
a variable and a need to display the patterns associated with
this distribution.

REFERENCES

Reference ManuaVfor Synagraphic Computer Mapping ---"SYMAP"
(Cambridge, Mass.: Harvard Univ. Grad. Sch. of Design,
Comp. Graph. Lab.).
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FORTRAN Subroutine to Solve Simultaneous
Linear Equations with Complex Coefficients

CGELG

Iowa State University Computation Ce ter

Iowa State University Computation Center

FORTRA IV

IBM System 360/65

Decks and listings presently available

Dr. Clair G. Maple, Director, Computation
Ctr., Iowa State University, Ames, Ia. 50010
Tel.: (515) 294-3402

FUNCTIONAL ABSTRACT

CGELG is a FORTRAN subroutine that solves a set of simultaneous
equations with complex coefficients. There exists the capability
of handling more than one set of righthand constraints at a time.
Yet, the most desirable aspect of the routine is its high degree
of accuracy, even on a large, ill-conditioned matrix.

The procedure used is the Gaussian elimination (with complete piv-
oting) method,' modified for complex arithmetic. In this method,
the first step is a forward reduction, in whiCh the coefficient
matrix is reduced to an upper triangular matrix,using elementary
row and column transformations. Then the solution is found by suc-
cessive back substitution.

REFERENCES

1. Ralston, A., A First Course in Numerical Analysis (McGrawHill
Book Co., Inc., New York, 1965), pp. 339-407.
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Mathematical Programming System

MPS/360

Washington University
Computing Facilities

AUTHOR(S) AND IBM Application Program
AFFILIATION(S)

LANGUAGE 360 Assembly Language

COMPUTER IBM 360/50

PROGRAM AVAILABILITY Proprietary: available for use at
Washington University. Available for
distribution from IBM.

CONTACT Dr. C. B. Drebes, Mgr., Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

Linear programming (LP) is a mathematical technique designed to
analyze the potentialities of alternate business activities
and to choose those that permit the best use of resources in
the pursuit of a desirable objective. It has many uses. For
example, it can analyze capital, raw materials, manpower, plant
and storage facilities and then translate its findings into
minimum costs and maximum profits for its user; it can be used
to allocate, assign, schedule, select or evaluate whatever
possibilities limited resources possess for different jobs;
it can blend, mix, distribute, control, order, budget, bid,
cut, trim, price, purchase, and plan; it can deduce the most
profitable method of transporting goods from plant to warehouse
to outlet.

MPS/360 is composed of a set of procedures, a subset of which
deals only with LP. The strategy for solving an LP problem
is the ordered execution of a series of these procedures. A
second set of procedures handles separable programming problems.

The user conveys the proposed strategy to MPS via the MPS con-
trol language. The procedure call statement of the control

continued
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language calls the LP procedures and transfers arguments to
them. MPS control statements are preproceSsed by the control
program COMPILER.

A catalogued procedure is available for simple linear programming
models, reducing the user's work to merely data arrangement.

REFERENCES

Mathematical Programming Sy8tem/360, Application Description
(IBM Manual GH20-0136-3), (White Plains, N.Y.: IBM Corp.
Tech. Pub. Depart., 1969). ,

Mathematical Programming System/360 (360A-00-14X), Version 2,
Control Language User's ManuaZ (IBM Manual GH20-0290-3),
(White Plains, N.Y.: IBM Corp. Tech. Pub. Depart., 1969).

Mathematical Programming System/360 (360A-00-14X), Version 2,
Linear and Separable Programming User's ManuaZ (IBM
Manual GH20-0476-0), (White Plains, N Y.: IBM Corp.
Tech. Pub. Depart., 1969).

Mathematical Programming System/360 (3604-00-14X), Message
Manual (IBM Manual GH20-0603-0), (White Plains, N.Y.:
IBM Corp. Tech. Pub. Depart., 1969).

Copies of these manuals can be obtained through IBM branch
offices.
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General Purpose Simulation System

GPS3

Washington University
Computing Facilities

IBM Application Program

360 Assembly Language

IBM 360/50

Proprietary; available for use at
Washington University. Available
for distribution from IBM.

Dr. C.B. Drebes, Mgr., Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

GPSS is a transaction-oriented language designed for conducting
evaluations and experiments concerning the behavior of systems,
methods and processes. It has a modular structure which per-
mits "transactions" to flow through the system, where their
interactions can be observed and modified. A "clock" is main-
tained by which events are either scheduled to occur or else
determined by one of the eight random number generators provided.
Information can be obtained regarding sequencing of operations,
scheduling and allocation rules, inventories, queuing disciplines,
machine failures, etc. In general, various trade-offs between
cost and performance can be studied.

REFERENCES

General Purpose Simulation System/360, Introductory User's Manual
(IBM Manual GH20-0304-0), (White Plains, N.Y.: IBM Corp.
Tech. Pub. Depart., 1969).

GeneraZ Purpose Simulation System/360, User's Manual (IBM Manual
GH20-0326-3), (White Plains, N.Y.: IBM Corp. Tech. Pub.
Depart., 1969).

GeheraZ Purpose Simulation System/360, OS (360A-CS-1?X) Operator's
ManuaZ (IBM Manual H20-0311), (White Plains, N.Y.: IBM Corp.
Tech. Pub. Depart., 1969).
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LANGUAGE
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PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

000 0134

Continuous System Modeling Program

CSMP

Washington University
Computing Facilities

IBM Application Program

CSMP imbedded in FORTRAN

IBM 360/50

Proprietary; available for use but not
for distribution.

Dr. C.B. Drebes, Mgr., Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

CSMP performs a simulation of a continuous system, obtaining
solutions to problems expressed in the form of systems of dif-
ferential equations or analog block diagrams. Typical applica-
tions might be a control engineer's study of the effectiveness
of various control system designs, or a study of a cardiovascular
system model.

CSMP provides a basic set of functional blocks with which the
components of a continuous system may be represented, and it
accepts application-oriented statements for defining the con-
nections between these functional blocks. It also accepts
FORTRAN IV statements which can be used to handle non-linear
and time-variant problems. Input and output are facilitated
by means oJ.I' user-oriented control statements.

REFERENCES

Sy8tem/360 Continuous System Modeling Program (360A-CX-16X)
User's ManuaZ (IBM Manual GH20-0367-3), (White Plains,
N.Y.: IBM Corp. Tech. Pub. Depart., 1968).
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System/360 Continuous System Modeling Program (360A-CX-16X)
Operator's Manual (IBM Manual H20-0368), (White Plains,
N.Y.: IBM Corp. Tech. Pub. Depart., 1968).

Sy8tem/360 Continuous System Modeling Program (360A-CX-16X)
Application Description (IBM Manual GH20-0240-2), (White
Plains, N.Y.: IBM Corp. Tc..ch. Pub. Depart., 1968).
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CONTACT

000 0135

A Primal-Dual Transportation Algorithm

TRANSPRT

Washington University
Computing Facilities

D.E. Burlingame
Washington University Computing
Facilities

FORTRAN IV

IBM 360/50

Deck and listing presently available

Dr. C.B. Drebes, Mgr., Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

TRANSPRT solves a standard transportation problem using the
primal-dual transportation algorithm. This program solves a
model in which the objective is to "transport" a single com-
modity from various origins to different destinations at a
minimum total shipping cost. The availability at each origin,
the demand at each destination, and the cost to ship one unit
of the project from any origin to any destination are required
inputs to this model. This model can be applied to certain
other types of industrial or business problems that have nothing
to do with shipping. Personnel assignment, machine assignment,
product and inventory scheduling are a few such applications.

The program utilizes integer arithmetic and requires integer
input. If the sum of the origin availabilities is not equal
to the sum of the destination requirements, an artificial
origin or destination is set up, with zero costs, to handle
the excess. The program will handle up to 50 origins and 150
destinations, using 94K bytes of core storage.

REFERENCES

Hadley, G., Linear Programming (Reading, Mass: Addison-Wesley
Ptb. Co., Inc., 1962).

3/72 1
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DESCRIPTIVE TITLE Structure-Factor Least-Squares Refine-
° ment Program for IBM 70900
0
0 CALLING NAME
0

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

ORFLS-PX

University of Pittsburgh
The Computer Center

Dr. Ryonosuke Shiono
Crystallography Laboratory
University of Pittsburgh

LANGUAGE FORTRAN II, except SMI, which is in
FAP(UMAP).

COMPUTER IBM 7090 with 32K core storage
2-3 magnetic-tape units in addition to
system input/output.

Proprietary; usage permitted, but program
deck or listing not available

CONTACT Dr. Ryonosuke Shiono, Crystallography
Laboratory, 300 Thaw Hall, University
of Pittsburgh, Pittsburgh, Pa. 15213
Tel.: (412) 621-3500 ext. 7124

PROGRAM AVAILABILITY

FUNCTIONAL ABSTRACT

ORFLS-PX is an extensively modified version of the FORTRAN least-
squares program by Busing, Martin, and Levy. Their program,

performs successive cycles of refinement using the full
matrix of the normal equations. The parameters which
may be adjusted include several scale factors, an over-
all temperature factor coefficient, the neutron scatter-
ing factors, individual atom multipliers, atomic coorinates,
and isotropic or anisotropic individual atom temperature
factor coefficients. The parameters to be varied may be
specified arbitrarily, and structures of any symmetry may
be accommodated. The refinement may be based either on
the structure factors or their squares, and the observa-
tions may be weighted individually, or the use of unit
weights may be specified.'

Features of ORFLS-PX

1. Reflexion-data input may be from cards or from magnetic tape

4/70 1
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2. Uses atomic-scattering-factor table of f versus sine

3. External scale factors now refer to F
obs'

rather than to F
cal's

4. Weighting scheme may be changed or weights modified by a sub-
routine

S. Limitations on maximum number of atoms, parameters to be used;
number of parameters to be refined have been enlarged

6. Isotropic and anisotropic temperature factors for atoms may be
used in mixed fashion

7. Anomalous dispersion correction may be made2

8. Calculated structure factors, together with the scales F
are written on a binary tape, which may be used as an idtit
for the Fourier program or for a new cycle of the least-
squares program.'

9. Using an output tape as the input, a part of the structure may
be added as f..zed contribution for a partial-mode calculation,
(this either saves time in calculation or extends the limit of
number of atoms to be used)

10. Different set of parameters may be refined in successive cycles
of full-matrix refinement, when not all the parameters can be
refined at the same time

General Description of the Program Setup

To provide more storage space for the parameter refinement, ORFLS PX
is divided into three separate core-load packages: MAIN(l),
MAIN(2), and MAIN(3).

MAIN(1) reads the reflexion data on cards or on tape, interpolates
the atomic-scattering factors for each kind, and assigns the weight
according to the specification. This part may be byvassed if a
tape from a previnus cycle of calculation is used as the input.
Otherwise the program produces an intermediate output tape.

CIN

MAIN(2) reads back the MAIN(1) tape, one reflexion at a time and
calculates structure factor and the necessary derivatives for
least-squares refinement. The calculated structure factors and
scaled Fobs' are on the output binary tape. This tape is rewound
at the end of every cycle so that the data on this tape are the re-
sult of latest calculation. This tape may be used as the input
for fixed contribution in a partial-mode calculation.

MAn(3) prints out the correlation matrix and other information
on various agreements at the end of all calculation.

360
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.4- Card formats used for reflexcon data and atomic parameters and

.0
o for symmetry operations are identical to many other interconnected
0 programs on the IBM 7090 and IBM 1130 as well as the IBM 1620.
c) Usually, the user has only to punch a few Control Cards to run
c)
o any one of the programs.

The Data and Parameter Cards are identical to those in the Block-
Diagonal Least-Squares programs3 on the IBM 7090 and 1130, and so
the user may easily switch from one program to another.

The reflexion-data file on magnetic tape has, again, the same
format between this and Block-Diagonal, E, Fourier and other
programs on the IBM 7090 (see Ref. 3), and it may be used inter-
changeably.

ORFLS-PX is an independent program, as compared to some others in-
corporated in a big system, permitting one to wTite a subroutine
to fit a particular problem, and replace the dummy Ivariables pro-
vided in the program by one's own.

REFERENCES

1. Busing, W.R., Martin, K.O., and Levy, H.A., 'A FORTRAN Crystal-
lographic Least-Squares Program," ORNL Tech. Mem. No. TM3OS
(Oak Ridge National Laboratories, Oak Ridge, 1962). The modi-

\ fied version of this program is used for calculations that
involve scattering data and crystallographic structures. Addi-
tional information can be obtained through the contact person.

2. Ibers, J.A., and Hamilton, W.C., "Dispersion Correction and
Crystal Structure Refinement," Acta Cryst. 17, (1964), 781-
782.

3. Additional information can be obtained through the
person.
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

000 0099

Information Retrieval Services

University of Georgia
Computer Center

Information Science Group
University of Georgia

Assembler Language & PL/1

IBM 360/65

Proprietary; available for use but
not for distribution

CONTACT Miss Margaret Park, Supervisory
Inform. Scientist, Computer Center,
The Univ. of Ga., Athens, Ga. 30601
Tel.: (404) 542-3741

FUNCTIONAL ABSTRACT

In any endeavor, scientists need to keep constantly abreast of
activities in their field of interest, to be on the lookout
for new ideas, and to maintain a library of useful references.
The proliferation of new scientific knowledge is rapidly out-
pacing the capabilities of conventional information-handling
and publishing techniques. Scientists are now turning to
computer-based methods to help speed and channel the flow of
information on a timely basis.

The Computer Center at the University of Georgia is actively
engaged in establishing an Information Center. Mechanized data
bases from several scientific organizations are presently
available and in use at the Center. Subject areas currently
represented are biology, biochemistry, nuclear science, and
chemistry, including structural data files for chemical com-
pounds. Other tape services in fields such as medicine,
engineering, physics, geology, etc., will be added as interst
is expressed in these subject areas.

The Computer Center's Information Sciences Unit offers assis-
tance in creating search profiles and current awareness and
retrospective searches of the scientific literature.

1/71 1
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The staff of the Computer Center includes highly trained pro-
fessionals in practically every subject discipline. In addi-
tion to chemists and a microbiologist in the Information
Sciences Unit, the Center also has full time staff with
specialties in physics, engineering, statistics, biology, and
forestry, with consulting staff available in other disciplines.
All staff are also familiar with computer systems and their
applications.

The Computer Center is constantly seeking better ways to satisfy
the information requirements of the scientific community and
we will greatly appreciate any suggestions made in this
direction. New services will be added as rapidly as possible
to meet newly identified needs and uses.

Persons desiring to use the Information Retrieval Services are
directed to the contact person.

2
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INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)
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000 0001

Mann-Whitney U Test

MANNWH NUCC085

Vogelback Computing Center, Northwestern
University

Alan Lupa, Department of Chemical
Engineering, Northwestern University

Dennis R. Goldenson, Department of
Political Science, Northwestern University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Deck and listing presently available

CONTACT Lorraine Borman, 1IN Technical'Represent-
ative, Vogelback, Computing Center, North-
western University, 2129 .Sheridan 'Road
Evanston Ill 60201.
-Tel.: (312), 492-36.82

FUNCTIONAL ABSTRACT

This program calculates the, Mann-Whitney statistic and repofts
its significance at one of five levels of confidence (that is,
accept Ho, P > .10, reject Ho, P < .10, P < AS, P < .02; and
P < .01). There is no limit to the number of problems that can
be handled. Each subsample in a problem can, have up, to 2,000
cases. This is purely arbitrary,.if one would *twit a larger sam-
p1e-size capacity, he could merely alter the memo statements
in the source deck to the limits of core storage. Printed output
gives the probler number, alphanumeric problem label, the SaMple
sizes, the input varilb1e format, the median and decile range for
each group, the U-test statistic (the smaller value), the value o
Z where the larger group is greater than Bk.and a statement of the
level of confidence in the significance of U. (For a one-tailed
test, the points of significance are found bY dividing levels bY
two.) Since many behavioral-science data do not achieve interval
scaling, the U test is a very useful alternative for one 'who does
not -ish to make the assumptions required by the parametric t test
in determining if two independent samples are drawn from the same
population. It is one of the most powerful of the nonparametric
inferential statistics.

4/69



EDUCATIONAL INFORMATION NETWORI:

000 0001

References
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1. Siegel, S., Nonparametric Jtatistics for the Behavioral
Sciences (AcGraw-Hill Book Co., Inc., New York, 1956).

2. Mann, H.B., and Whitney, D., "On a Test of Whether One of Two
Random Variables is Stochastically Larger Than the Other,"
Ann. Math. Statistics 18, 50-60 (1947).
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CONTACT

FUNCTIONAL ABSTRACT

EDUCATIONAL INFORMATION NETWORK
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Factor Analysis (Northwestern University
version originally written at Biometric
Laboratory, University of Miami, Coral
Gables, Fla.)

FACTOR NUCC160

Vogelback Computing Center
Northwestern University

Vogelback Computing Center,
Northwestern University

CDC FORTRAN

CDC 6400

Deck and listing presently available

Lorraine .Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road
Evanston, Ill. 60201'
Tel.: (312) 492-3682

FACTOR is a program that computes intercorrelations, principal com-
ponents, and varimax-rotated factor loadings for a data set con-
sisting of scored responses to a number of variables. The method
employed always computes means, standard deviations, and intercor-
relations at first. Then, according to user specifications, the
program will either stop at that point or continie by computing
the principal components and factor loadings, both'normal and af-
ter varimax rotation. Another existing option permits placing
squared multiple correlations in the diagonal of the correlation
matrix.

8/69 1
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

STDNTF2 is a larger, more complex version of STMTP1 (see BIN No.
000 0013) and is capable of handling up to SOO T tests between
two groups. Such a test compares an appropriate sampling (T) dis-
tribution with the normal distribution. The program tests also
for consistency of performance on all tested variables.

The handling of multiple jobs, the availability of certain data
transformations, and provision for cases in which the data con-
tain missing items are features of this program.

000 0003

Student's T and F Ratio (with proldsioli
for missing data)

STDNTF2 NUCC019

Vogelback Computing Center,
Northwestern University

Vogelback Computing Center,
Northwestern University

CDC FORTRAN rv

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Representa-
tive, Voge1back Computing Center, North-
western University, 2129 Sherldan Road,
Evanston, Ill. 60201
Tel. (312) 492-3682

5/69 1
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

Or#0 0004

Subtle, Unbiased, Zealous Yatagen of Ques-
tionnaires

SUZYQ NUCC150

Vogelback Computing Center,
Northwestern University

Program written by Brent M. Rutherford,
Northwestern Univer-
sitY

Converted for the
CDC 6400 by Janos B. Koplyay

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400 (Scope 3 1 0.S.)

PROGRAM AVAILABILITY Deck and listing presently available

CONTACT Lorraine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Rciad.,

Evanston, Ill. 60201
Tel.: (312) 49273682

FUNCTIONAL ABSTRACT

This cycling program makes possible a scoring and weighting of
questiornaire items, as well as providing comprehensive item-anal-
ysis measures, test-analysis measures, And factor analysis with
varimax rotation of the tetrachoric interitem correlation matrix.
For the purpose of item analysis, interna1 as well as external cri-
terion scores may be utilized.

The program permits the user to correct and/or weight a set of test
responses (including data that have already been scored). For the
cases where some data values may be skipped or missing, there is
an option for the insertion of a specified average value in their
place. SUZYQ provides a count of the total-response score per it-

em and per subject, expressed in raw scoreunits, z score units,
and t score units. In addition, a total-test-score frequency dis-
tribution is constructed, using the same three types of units.

The total test score is then subjected to an item analysis with
corrections for Oe nonindependence of the calculated correlations.

continued
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Finally, a tlo-way variance analysis is performed, asing the L,eth-
od of Hoyt, with basic analytic parameters computed from the ele-
ments of the summary table. Options include item analysis by cri-
terion and a derivation of up to ten factors from the tetrachoric
interitem correlation matrix (using a Kaiser varimax factor anal-
ysis).
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PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

000 0005

Multivariate Analysis of Variance-Covari-
ates, Hotelling's T

MULCVR NUCC080

Vogelback Computing Center,
Northwestern University

Vogelback Computing Center?
Anonymous; Northwestern Univetsity

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, BIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

MULCVR performs an analysis on a number (three Or more) of meas-
urements taken about an arithmetic mean (the "origin"), together
with arithmetic means as specified on the Control Cards or by
Hotelling's T Test.

REFERENCES

Rao, C.R., Advanced Statistical Methods in Biometric Research
(John Wiley & Sons, Inc., New York, 1952), pp.239-248, 258-266.

Cooley, LW., and Lohnes, P.R., Multivariate Procedures for the
Behavioral Sciences (john Wiley & Sons, Inc. New York, 1963).
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FORTRAN Program for Lvaluating Internal
Consistency and Single-Factoredness in
Sets of Multilevel Attitude Items

ATTANAL NUCCC48

Vogelback Computing Center,
Northwestern University

Donald G. Morrison, Council for Inter-
societal Studies, Northwestern University

Donald T. Campbell, Department of Psy-
chology, Northwestern University

Leroy Wolins, Iowa State University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Deck and listing

CONTACT Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, NOrth-
western University, 2129 Sheridan Road
Evanston, Ill. 60201
Tel.: (314) 492-3684

FUNCTIONAL ABSTRACT

ATTANAL is a FORTRAN IV program for evaluating internal consis-
tency and single-factoredness in sets of multilevel attitude
(scale) items. The user may test the assumption that responses
summarized in single scores reliably refer to a common trait)
attitude, or factor being measured.

The analytical method employed avoids the Guttman UnidiMension-
ality requirement commonly associated with a reproducibility
coefficient. Arbitrary or chance levels ,of reproducibility as
well as singular tests of significance are replaced by measures
of high internal consistency, reliability, and single-factored
ness. Dichotomously scored items are renlaced by multilevel
response, thus reducing the occurrence of irrelevant difficulty
factors among the intercorrelation of items.

8/69
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The program operates on th3 data calds containing one-digit scores
for each item; these are L.onverted from response language to a
scoring language to emphasize the significance of large scores.
Separate analysis of pro and con items minimizes the effects of
response-set and direction-of-wording effects. The polar-choice
format of responses eliminates ambiguity of response effects and
allows attitudes to be located on dimensions anchored by positive
statements at either pole.

The program produces (for each item and the total set) the meAns,
standard deviations, and a table of intercorrelations among items
and sum. Using the SpearmanBrown Corrected Split-Half Method
of Reliability, the program then produces a KuderRichardson co-
efficient of reliabil.Lty based on item variances proportional to
the number of items scored.

A modified factor-analysis procedure is applied to the data to
obtain a test of single-factoredness. Using the intercorrelations
among items, the program approximates optimal factor loadings and
produces a commonality estimate (h2) for each factor. A converg-
ent solution is acceptable only if there are no negative factor
loadings. If no convergent solution is found within 20 itera-
tions, the program halts and prints the last iteration.

The interitem correlation matrix, the residuals matrix, as well
as the mean and sigma for residuals is also reported. A Lawley
chi-square test of significance is then applied to residuals,
and the program produces a listing of factor loadings, the resid-
uals matrix, and the Lawley chi-square with appropriate degrees
of freedom. In addition, thl program computes an index that
purports to measure the relative closeness of each measure to
single-factoredness; this index should approach 1.0 in single-
factoredness tests.

REFERENCE

Morrison, D.G., Campbell, D.T., and Wolins L., "A FORTRAN Program
for Evaluating Consistency and Single-Pactoredness, in Sets
of Multilevel Attitude Items," Northwestern 'Univ. Vogelback
Computing Ctr. (1965; revised 1967),
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DESCRIPTIVE TITLE FORTRAN Program for Guttman and Other
Scalogram Analyses

CALLING NAME GUTTSCL NUCC115

INSTALLATION NAME Vogelback Computing Center,
Northwestern University

AUTHOR(S) AND
AFFILIATION(S) Roland Werner, Department of Sociology,

Syracuse University

Donald G. Morrison Northwestern
University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Deck and listin resently

CONTACT Lorraine Borman, EIN Technical Represent,
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201

(312) 492-3682

FUNCTIONAL ABSTRACT

GUTTSCL is designed to perform Guttman and other useful analYses
on data supplied in scalogram form. Orginally limited to 10 items
with up to 7 response categories per item and 200 respondents, the
capacity has recently been expanded to 30 items an4 350 persons,
the Chilton and Raju indices have been added, and other minor modi-
fications have been made. Each data set constitutes an analysis.
An unlimited number of such analyses can be treated serially.

Using the Cornell technique for scalogram analysis, a Scalogr4m
is displayed in the output with,,the frequency of 'the response type
the Guttman and psychometric scores of the response type, and the
number of errors in the response type. The item inaiginta freciumn-
cies and the item marginal probabilities are also provided. This
information is utilized to calculate the Guttman coefficient of
reproducibility. Other coefficients of,reproducibility are based
upon Loevinger s , 2 Sagi s , 3 and 'Green s 4 methods of counting errors
in a response pa,ttern. The expected coefficients of TeProducibilitY
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for each of the error-counting methods are also calculated and are
based on Goodman's5 statistical techniques.

Since a wide range of flexibility in analyzing attitude data is
desirable, additional indexes are calculated. These indexes are
the Loevinger homogeneity index,2 the KuderRichardson formula,
the corrected KuderRichardson formula for test reliability,6 the
Green index of consistency,4 the Borgatta error ratio,7 the Menzel
coefficient of scalability,8 and the Schuessler x2 tests9 for the
frequency distribution of response types. The source of these
indexes and their method of calculation is fully described in the
references cited below.

REFERENCES

1. Guttman, L., "The Cornell Technique for Scale and Intensity
Analysis," Educ. Psychol. Meas. '7, 247:280 (1947),

2. Loevinger, J., "The Technique of Homogeneous Test Compoxed
with Some Aspects of 'Scalogram Analysis' and 'Factor, Analys.is "
Psychol. Bull, 45, 507-529 (1948).
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3. Sagi, P.C., "A Statistical Test,for the Significance of a
Coefficient of Reproducibility)" PsYchometrika 24 2
(1959).

4. Green, B.F., "A Method of Scalogrem Analysis Usin
Statistics," Psychometrika 22, 79-88 (1956)

5. Goodman, L.A., "Simple Statistical
Analysis," Isychometrika 24 29-43

6. Horst, P., "Correcting the KuderRichardson Reliability for
Dispersion of Item Difficulty)" PsYhol Bull 50, 371-374
(1953).

7. Borgatta, E.F., "An Error Ratio for Scalogram Analysi
Public Opinion Quart 7, 96-100 (1955)

8. Menzel, H., "A New Coefficint for Scalogram Analysis,
Opinion Quart. /7, 269-280 (1953)

9. Schuessler, K.F., "A Note o Statistical Significance
Scalograms," Sociometry 24, 312-318 (1961).
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Guttman, L., "The Basis foT Scalogram Analysis," in Measurement
0 and Prediction, S.A. Stauffer, L. Guttmon, and B.A. Suchman, etca,0

Eds. (Princeton Universiti Press, Princeton, N.J., 1950),0
0 pp. 60-90.
0

Werner, R., "A FORTRAN Program for Guttman and Other Scalogram
Analyses," Syracuse Univ. (CPA 257). This manual provides the
program listing and the instructions for the program's use.
Th control of the program is achieved with control cards that
allow two modes of operation: one mode provides the user with
summary frequencies of the attitude data; the other, in addi-
tion, calculates various indexes appropriate to attitude data.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

Stepwise Multiple-Discriminant Analysis

EIDISC NUCC068

Vogelback Computing Center
Northwestern University

AUTHOR(S) AND
AFFILIATION(S) Donald G. Morrison, Council for Intersoci-

eta! Studies, Northwesterli University

Richard J. Art, Jr., Northwestern Univer-
sity

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Deck and listing presently available

CONTACT Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

The basic stepwise procedure uses Rao s generalized distance sta-
tistic' to omit all variables that do not add significantly to the
distance between groups. The analysis proceeds with all excluded
variables set equal to zero in the discriminant functions. Group-
and subject-membership probabilities are calculated. Discriminant
scores are also calculated and plotted for the first two functions
derived. A histogram is used if only one function is derived.

While several multiple-discriminant computer programs exist, they
all are analogous to standard multiple regression 'in, the sense
that all the variables are included in the function, irrespective
of their ability to increase the Ciscriminating power of the func-
tions derived. It is quite possible to add to the analysis vari-
ables that decrease group differences.2 As a result, discriminant
functions derived by the standard multiple-discriminant methods
can often be considerably improved in their power to discriminate
by the use of the stepwise procedure. There is also the added
benefit ef working with fewer original variables.
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The major question of the stepwise procedure revolves around the
choice of the criteria with which to add variables. We have not
used the F-ratio method of stepwise regression analysis but fol-
lowed Rao' and used the increase in Rao's V (Ref. 1, p.257) as the
entry criterion for the stepwise procedure. (The F ratio will not
be able to measure the increased 'distance" that a new variable
will provide.) Once it is decided which variables shall be in-
cluded in the analysis, then the procedure follows the methods of
multiple-discriminant analysis in the reduzed-variable space.

The output of the program is intended to give as much information
as possible so that powerful discriminant functions can be derived.
This includes measures of the discriminatory power of the derived
functions, such as plots of the discriminant scores and classifi-
cation of the raw input data of the discriminant function(s). Fur-
ther, unclassified subjects can be classified by the program after
the calculation of the discriminant function(s).

Briefly, the stepwise procedure uses the variable with the best
univariate F ratio (between-groups variance to withinlroups var-
iance) as a starting point. Each of the remaining variables is
tested to determine which of them adds the most to the distance
statistic, a generalized Mahalanobis' D2 described by Rao (Ref.1,
p.257) and referred to as Rao's V. The greatest additional dis-
tance is tested as chi square with groups-minus-one degrees of
freedom. If the "best" variable adds a significant amount, the
process is repeated, testing the remaining set of variables to
determine the best third variable to use in combination with the

two selected. This search-and-test process continues until
it is found that none of the remaining variables adds a ,"signifi-
cant" amount to the distance.

REFERENCES

1. Rao, C.R., Advanced Statistical Methods in,Biometric Research
(John Wiley Sons, Inc., New York, 1952)0, Chaps. 7-9.

2. Morrison, D. G., and Art, R. C., Jr., "A FORTRAN Program for
Stepwise Multiple Discriminant Analysis" (Northwestern Univer-
sity, 1967), pp.14-25. Copies may be obtained 'iron-Donald
Morrison, Council for Intersocietal Studiets Northwestern Uni
versity, 1818 Sheridan Road, Evanston, IU...6.0201.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

This program calculates basically the same information as does BMD29
(EIN No. 000 0012). However, it also plcdts the predicted Y versus
observed Y values of the dependent variable.

As in BMD29, the independent variables are listed in the order

of their importance, based on the reduction of sums of squares of
the dependent variable attributable successively to each independ-

ent variable. The maximum number of variables that can be pro-
cessed by this program is 59.

EDUCATIONAL INFORMATiON NE IWORK

000 0011

Multiple lOgression and Correlation Analy-
sis, Modified with Plots

PLOTYY NUCC079

Vogelback Computing Center, Northwestern
University

Vogelback Computing Center

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

000 0012

Multiple Regression and Correlation Analy-
sis

BMD29 NUCC043

Vogelba:k Computing Center,
Northwestern University

_Program originated at UCLA Medical Center
as part of the Biomedical Statistics Pack-
age

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Deck and listing prezently available

CONTACT Lorraine Borman, BIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

This program is a modification and extension of BMD06 of the UCLA
biomedical package. The primary modification is that the indepen-
dent variables are listed in the order of their importance, based
on the reduction of sum of squares of the dependent variable at-
tributable successively to each independent variable. 'Additional
output includes cumulative

(1) standard errors of estimate,
(2) sums of squares,
(3) proportions of variance,
(4) F values,
(5) multiple correlation coefficients.

The maximum number of variables that can be processed by 'this Pro-
is 59.

The upper limitation on sample size is 99,999 and the lower lim-
itation on sample size is twc greater than the number of variables.

8/69
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This program can perform a different trarcformation of any variable

and generate new variables if desired, accordirg to the codes spec-
ified in the transgeneration cards or through lagging. Any num-

ber of variables can be generated, but the total number of vari-

ables must not exceed 59.

Any variable, ,Jriginal or generated, can be namned Ve dependent

variable. There is no limit to the number of replacements (see
ReplacementDeletion Cards).

The maximum number of variables that can be deleted at one time is

32. However, there is no limit to the number of deletions of dif-

ferent sets of variables.

The standard format (12F6.0) for input data or a variable format

may be used.

This program uses a reduction of the sum-of-the-squares method to
calculate regression and correlation coefficients to fit data

points.

REFERENCES

Although no specific references are provided, the user is directed

to check statistical references for the Von Neuman ratio and the

DurbinWatson coefficient .of correlation.

0
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DESCRIPTIVE TITLE

(z)

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCATIONAL INFORM/MON NEIWORI:
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Student's T Test

STDNTF1 NUCC018

Vogelback Computing Center,
Northwestern University

Vogelback ComputiLg Center,
Northwestern University

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

STDNTF1 computes 50 T tests between two voups. Such tests com-
pare an appropriate sampling (T) distribution with the normal dis-
tribution. The program also tests for consistency of performance
on all variables within the test. Also, the handling of multiple
jobs is possible. (See STDNTF2, BIN No, 000 0003.)

5/69
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT
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Northwestern University Correlation Anal-
ysis, Version 1

NUCORR1 NUCC070

Vogelback Computing Center,
Northwestern University

Vogelback Computing Center,
Northwestern University

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

NUCORR1 may be used to compute sums, sums of squares, crossproducts,
means, standard deviations, and all or any desired section of the
correlation matrix. There is also the capability of classifying
data into groups on the basis of a single property.

NUCORR1 uses a maximum likelihood estimator that deals with the
principle of point estimates. This method is quite consistent and,
for large numbers of samples, very efficient and hightly accurate.
The basis concept of point estimation is the consideration of every
possible value of the parameter and the calculation of the proba-
bility that that particular sample would occur in the normal dis-
tribution if it were the true value of the parameter. NUCORR1 also
serves as an asymptotic estimator in that,.as the size of the sam-
ple increases, the parameter will apprqach a limit (defined by the
preceding values).

5/69 1
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

000 0016

Automatic Interaction Detector

AID NUCC113

Vogelback Computing Center,
Northwestern University

J. Sonquist
The University of Michigan

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road
Evanston, Ill. 60201
Tel.: (312) 492-3682

AID was originally programmed for the IBM 7090 in the MAD lan-
guage at The University of Michigan. A detailed discussion of
the theory, methods, and control parameters of the program are
contained in Ref. 1. Since 1964, two parameters have been added
to the main-parameter card.

AID is focused on a particular kind of data-analysis problem,
characteristic of many social-science research situations, in
which the purpose of the analysis involves more than the reporting
of descriptive statistics but may not necessarily involve thi
exact testing of specific hypotheses. In this type of situations
the problem is often one of determining which of the variables,
for which data have been collected, are related to the phenonmenon
in question, under what conditions, and through what intervening
processes, with appropriate controls for spuriousness.

AID is useful in studying the interrelationships among a set of
up to 37 variables. Regarding one of the variables as a depend-
ent variable, the analysis employs a nonsymmetrical branching
process, based on variance-analysis techniques, to subdivide the
sample into a series of subgroups that maximizes one's ability to
predict values of the dependent variable. Linearity and additivity

6/69
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assumptions inherent in conventional multiple-regression techniques

are not required. AID will handle variables that ale only nominal

scales, i.e., mere classifications.

REFERENCES

1. Morgan, J.N., and Sonquist, J.A., "The Detection of Inter-

action Effects: A Report on a Computer Program for the

Selection of Optimal Combinations of Explanatory Variables,"
Univ. Mich, Inst. Soc. Res. Survey Res. Ctr. Monograph
No. 35 (1964); copies may be obtained from the E1N office
for the cost of duplication and mailing,
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)
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Generalized Stepwise Regression

B34T NUCC111

Vogelback Computing Center,
Northwestern University

This program is a single-precision version
of the UCLA BIMED 34, rewritten by Hodson
Thornber, The University of Chicago, in
FORTRAN IT and converted for the CDC 6400
by Donald Morrison, Northwestern University.

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Lorraine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

B34T calculates multiple linear regression in a stepwise manner,
inserting at each step that variable which is eligible and has the
highest partial correlation with the dependent variable, given that
the previously selected variables are in the equation. The eligi-
bility of a variable to be entered is specified by the use of Or-
der Cards and Forcing Mode Cards. The latter, if present, delin-
eate a set of variables to be forced in, a set to be forced out,
and a set to be entered stepwise by the partial correlation cri-
terion mentioned above. The order card specifies the order in
which a specified set of variables is entered, as follows. B34T
forgets completely about variables forced out. It then enters
all variables listed on Order Card(s), holding in the equation
those forced in, regardless of how low their partial correlations
may become. If any forced-in variables remain after the ordered
variables have been entered, they are taken as a group and entered
by the correlation criterion. After all ordered and all forced
variables are in, any unforced variables are entered stepwise.

12/69 1
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REFERENCES CD

Thornber, H., "Manual for (B34T, 8 Mar. 1966) A Stepwise Regression
Program," Northwestern Univ. Rep. 6603, a general algebraic des-
cription of the standard regression model (with and without the
constant), main features and operations of the program, use of
special features of the program, and a macro flow for program
logic.

"Writeup for (B34T, 8 Mar. 1966) A Stepwise Regression Program"
gives detailed instructions for filling out individual Control
Cards. This abbreviated writeup may be used by casual users who
wish to perform simple and multiple regressions with an expanded
set of transgenerations that includes lagging of the variPl-les.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

000 0018

BiserialPoint-Biserial Correlation
Program

BISR NUCC117

Vogelback Computing Center,
Northwestern University

N. John Castellan, Jr.
Vogelback Computing Center

Stephen W. Link
Vogelback Computing Center

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

Decks and listings presently available

Lorraine Borman, EIN Technical Represen-
tative, Vogelback Computing Center,
Northwestern University, 2129 Sheridan
Road, Evanston, Ill. 60201
Tel.: (312) 492-3682

BISR has been designed to compute either biserial or point-biserial

correlation coefficients. At the user's option, the biserial coef-

ficients will be computed, assuming that a particular discrete item

constitutes a subscore for the continuous variable. (This case is

analogous to an item-total correlation.) The following data for

each discrete variable are obtained from this analysis.

(a) means of continuous variables for failing groups

(b) means of continuous variables for passing groups

(c) means for the continuous variables

(d) proportion of cases in the passing group

(e) standard deviation of continuous variables for those cases

with a pass or fail response on the associated discrete vari-

able

(f) correlation coefficients

6/69 1
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Computational Procedure

Formulas Used:

r
b

= (M2 - Mx) Px 132/z. s ,

r
pb = [(M2 M )/s (P2/P)1/2.

Y

If r
b is to represent an item-total correlation,

r
b

=[rb sy (P1 P2 /z)]/ (S),2 PI P2 - 2rb sy z)15
#

where PI is the proportion of cases in the failing group (0's) and
P2 iS the proportion of eases in the passing group (1's or Z's);
M1 and M2 are the means of the continuous variable for failing and
passing groups, respectively, and My is the mean for the continuous
variable; sy is the standard deviation for the continuous variable
for those cases with a pass or fail response en the associated
discrete variable; and z is the ordinate of the unit normal curve
at the point where Pi (or p2) cases are cut off.

s 2 = [N E X2 - (E X)2]/ N(N - 1) .

REFERENCES

Castellan, N. J., Jr., and Link, S. W., " Biserial Point-Biserial
Correlation Program for IBM 709/7090," Behavioral Sci. 8,
368-369 (Oct. 1963).

Henrysson, S, "Correction of Item-Total Correlations in Item
Analysis," Psychometrika 284 211-218 (1963).
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

000 0019

Canonical Correlation

CANON NUCC168

Vogelback Computing Center,
Northwestern University

University of Miami Biometric Laboratory

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

The program computes canonical correlations between two sets of
variables and tests their significance. It also scores each sub-
ject, using the weights associated with the canonical correlations.
The methods used in these calculations may be found in the refer-
ences cited below.

REFERENCES

:".

Hotelling, H., "Relations between Two Sets of Variates," Biometrika
281 321-377 (1936).

Bartlett, M. S., "The Statistical Significance of Canonical Corre-
lations," Biometrika 32, 29-37 (1941).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

000 n020

X2 and C Statistics

CHISQR NUCCO28

Vogelback Computing Center
Northwestern University

Vogelback Computing Center
Northwestern University

CDC FORTRAN IV

CDC 6400

Decks and listings presentaly available

Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road
Evanston, Ill. 60201
Tel.: (312) 492-3682

CHISQR forms a contingency table om numeric data and calculates

ep C, the percentages of samples in the categories, and the per-

centages of the categories in the samples.

CHISQR reads in numeric data for as many as 10 samples, each con-

sisting of as many as 1000 subjects. The range of sample values

for all samples can be divided into as many as 10 subsets, called

categories; a contingency table is then formed by determining the

frequencies with which data from ISMPLS of the samples (2 < ISMPLS

< 10) fall into the categories. x2 and C. the contingency coeffi-

Eient) are printed out, the table is displayed, and the percentages

of samples in the categories and categories in the samples are

shown. Alternatively, the program will accept input of the actual

frequencies and/or expected frequencies instead of calculating
them from raw data and frequencies, respectively.

Computational Procedure

e Test

1. The relative frequencies with which m independent samples
(rows) are classified into n mutually exclusive categories (col-

umns) are calculated and treated as interval measurements. This

continued

12/69 1

391



EDUCATIONAL INFORMATION NETWORK EDUCOM

000 0020

implies only that the raw data must have nwnina4 (classificatory)
measurement. A table of these frequencies is called a contingency
table.

2. Ho indicates that there is no difference between the m samples
in the proportion of observations that fall into the n categories
i.e., that the rows of frequencies have come from the same or
identical populations. HI must be two-tailed if m > 2, n > 2

(i.e., df > 1), as eyplained below.

3. x2 is calculated from the contingency table; its sampling dis-
tribution is approximated by the chi-squared distribution with
df[=(m-1)*(n-1)] degrees of freedom.

The x2 test cannot be applied if the expected frequencies are too
small. If df = 1, a Yates-corrected x2 is calculated. Difficulty
with small expected frequencies can be avoided by increasing the
number of degrees of freedom or by combining "similar" categories
(columns) of the contingency table. The x2 test is insensitive
to the effects of order when df > 1.

4. The power efficiency of the x2 test is difficult to determine,
since it is applied usually to data that cannot be analyzed by
any alternative test. However, its limiting power is one as the
number of degrees of freedom increases.

Contingency Coefficient

1. The contingency coefficient (C) is computed flom the x2 con-
tingency table and will have no correlation to the population
when Ho exists (i.e., the value of C arose from chance). When
H1 exists, the samples for C were correlated from a contingency
table where df = [(m-1)*(n-1)] > 1. This is an indicator that C
is significant and accurate.

2. When C = 0, there is a complete lack of association between
the variables being measured.

3. When C 1 (0 < C < 1), there is a complete dependence between
the variables.

4. When C approaches 1, the degrees of freedom approach infinity.

5. Two contingency coefficients can not be compared unless they
were derived from the same size tables. These coefficients are
not directly comparable to any other measure of correlation.

392
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Discriminant Analysis for Two Groups

DISCRIM NUCC169

Vogelback Computing Center
Northwestern University

AUTHOR(S) AND
AFFILIATION(S) Biometrics Laboratory

University of Miami

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM UAILABILITY Decks and listings presently available

CONTACT Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road
Evanston, Ill. 60201
Tel.: (12) 492-3682

FUNCTIONAL ABSTRACT

DISCRIM computes a discriminant function for contrasting two
groups and tests its significance. ".t also scores ea:h subject
by using the 'discriminant-function coefficients. The analysis
may be repeated on subsets of the original variables.

Rao's' discriminant-function coefficients are multiplied by a con-
stant so that the sum of squares of the coefficients is equal to
one; these are printed under the heading RAW DISCRIMINANT FUNCTION
COEFFICIENTS.

REFERENCES

1. Rao, C.R., Advanced Statistical Methods in Biometric Research
(John Wiley & Sons, Inc., New York, 1952) , pp. 237-238, 246-248.

Anderson, T.W., An Introduction to Multivariate Statistical
AnaZysis tjohn Wiley & Sons, Inc., New York, 1958), pp. 126-138.
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Eigensystems of Nonsymmetric, Real Square
Matrices

EIGSYS NUCC126

Vogelback Computing Center,
Northwestern University

James Van Ness
AFFILIATION(S) Department of Electrical Engineering,

Northwestern University

LANCUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY

CONTACT

Decks and listings presently available

Lorraine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201.
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

EIGSYS produces all eigenvalues and eigenvectors (both real and
complex) of either symmetric or nonsymmetric square matrices hav-
ing real elements. EIGSYS calls various subroutines to calculate
the eigenvalues, the determinant and the eigenvectors. The trace
and determinant of input matrix A is compared with the sum and prod-
uct, respectively, of the.E values. The righthand eigenvectors X(I)
and the lefthand eigenvectors V(J) of A are printed along with
their respective residual vectors (A*X(I) LAMBDA(I)*X(I)) and

V(J)*A-V(J)*LAMBDA(J)). The squares of the residual vectors are
printed for cunvenience in checking the accuraty of the eigensys-
tem. After finding each E vector, EIGSYS then uses the Rayleigh
quotient' scheme to correct the original E value, which in turn
produces a corrected E vector along with new residuals. A second
correction is applied that produces a further refinement of the

eigenvalue only. The sum and product of the corrected E values

are printed at the end of the output for each matrix. EIGSYS re-
peats this computation for each matrix in the.data-input stream.

REFERENCES

1. Martin, R.S., and Wilkinson, J.H., "Solution of Symmetric and
Asymmetric Band Equations and the Calculation of Eigenvectors
of Band Matrices," Numer. Math. 9, 279-301 (1959).
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Multivariite Analysis of Variance

MANOVA NUCC170

Vogelback Computing Center,
Northwestern University

Biometrics Laboratory,
University of Miami

CDC FORTRAN IV

CDC (400

Decks and listings presently available

Lorraine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

MANOVA performs univariate and multivariate analyses of variance,
of covariance, and of regression. It provides an exact solution
in either the orthogonal or nonorthogonal case. OpLions include
single- or multiple-degree-of freedom contrasts in the main effects
or interactions, transformations of variables, and orthogonal poly-
nomial contrasts with equally or unequally spaced points. Reanal-
yses may be done with different criteria, covariates, contrasts,
and models.

REFERENCES

Bock, R.D., "Programming Univariate and Multivariate Analysis of
Valiance," Technometrics 5, 95-117 (1963).

Graybill, F.A., An Introduction to Linear Statistical Models (McGraw
Hill Book Co., Inc., New York, 1961), Vol. 1, pp. 223--253.

Rao, C.R., Advanced Statistical Methods in Biometric Research (John
Wiley & Sons, Inc., New York, 1952), pp. 236-272.

Roy, S.N., Some Aspects of Multi.variate Analysis (John Wiley & Sons,
Inc., New York, 1957), pp. 76-86.
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95X95 Factor Analysis with Varimax
Rotatioh

MESA1 NUCC016

Vogeiback Computing Center,
Northwestern University

Vogelback Computing Center,
Northwestern University

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorrain Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road
Evanston, Ill. 60201
Tel.: (312) 492-3682

MESA1 can correlate, factor, and rotate a maximum of 95 variables.

The maximum sample size that can be used with the program is
32 768 observations. Sample size should be larger than number of

variables.

MESAI is composed of three parts: a main program, an eigenvalue

subroutine, and a varimax-rotation subroutine. The eigenvalues

are calculated by a modified Jacobian method that closely paral-

lels the routine given by Greenstadt in the Ralston and Wilf vol-

ume.' The varimax subroutine is from BIMD17 package and is based

on the Kaiser a1gorithm.2 The method of principal-components
orthogonal rotation is used.

All of the output of the prcgram is in the form of naturally ar-
ranged tables. The variables in the tables can be labeled by

name as well as by number. The output of the program can include

--means, standard deviations, the third and fourth manents of

each variable

--the standard errors of each of the above

6/69
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--triangular matrix of product moment correlation coefficients,
with communality estimates in the main diagonal

--a table of positive eigenvalues, with percentages and cumulative
percentages based upon both the total variance of the matrix and
the variance accounted for by the factors to be rotated

--matrix of rotated factors

--matrix of unrotated factors. (The number of factors included in
this and subsequently listed output is subject to the restrictions
explained in the following section.)

The program has the following options available, which are deter-
mined by Control-Card entries.

A. Input and Communality Options

The input to the program can be either a series of N(N < 32 768)
observations of M variables each (M < 95) or a MXM correlation
matrix. If the input is in the form of observations, the following
communality options can be computed for each variable Xi

1. All l's

2. Squared multiple correlation of Xi with the remaining Xj, i p j

3.Absolutevalueofthelargestcorrelationof.with X., i jXi
3

If a matrix input is used,only the following options are avaiable
for communality estimate for variables Xi

4. All l's

5. Absolute value of largest correlation of Xi with Xj

6. The diagonal element rii in the data input matrix

No factor scores are available with options 4, 5, and 6. In these
cases, Cols. 36-37 of the Problem Card must be blank.

B. Rotation Options

1. Rotation is optional and can be suppressed

2. If rotation is not suppressed, the following series of condi-
tions and options determines the number of variables that will
be rotated. (These conditions also determine the number of
factors included in the factor matrix.)

The following conditions always hold

a. A maximum of 19 factors can be rotated

b. Only factors with positive eigenvalues can be rotated

continued
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C. A maximum of 100% of the communality of the original matrix
can be accounted for by factors. (In practice, this condi-
tion means that, if the first k largest factors account for
100% of the original variance, then no addition factors will
be calculated.)

The largest number of factors that can be rotated is the minimum
of the three values determined by the above conditions. The number
of factors to be rotated can be further restricted by the following
options.

d. Specification of a maximum number of factors

e. Specification of the minimum eigenvalue to be included among
rotated factors. (This specification can be,a constant, or
can be evaluated as the absolute value of the largest nega-
tive eigenvalue)

f. Specification of a minimum/maximum-factor Zoading for factors
to be included in the rotation. (In practice, this option
means that it is possible to exclude from rotation any fac-
tors that have no loadings at or above the specified value.
This option should be used with caution because the program
will stop calculating factors at the first factor that fails
this maximum-factor-loading criterion. It sometimes happens
that a factor will fail this min/max test when a factor with
a smaller eigenvalue would not fail it.)

If any of the communality options d, e, or f are used, the mini-
mum value, so determined, serves as the limit on the number factors
to be rotated, if that value is less than the value determined by
condition a, b, and c. The options d, e, and f can be suppressed
by leaving the appropriate Control-Card columns blank.

REFERENCES

1. Greenstadt, J., "The Determination of the Characteristic
Roots of a Matrix by the Jacobi Method," in Mathematical
Methods for DigitaZ Computers, Ralston and Wilf, Eds. (John
Wiley & Sons, Inc., New York, 1959), Chap. 7.

2. Kaiser, H.F., "The Varimax Criterion for Analytical Rotation
in Factor Analysis," Psychometrika 23, No. 3 (Sept. 1958).
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FUNCTIONAL ABSTRACT

EDUCATIONAL INFORMATION NETWORK
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Nor.thwttern University Cross Classifica-
tion and Tabulation

NUCROS NUCC017

Vogelback Computing Center,
Northwestern University

Betty Benson
Vogelback Computing Center,
Northwestern University

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

NUCROS is a general program for preparing crossclassifications
(also called crosstabulations or contingency tables) in two, three,

or four dimensions. For all tables, it is also possible to obtain

row and column percentages, chi square, Kendall's tau, the Goodman
Kruskal gamma, and Somers D. A maximum of 99 problems may be exe-

cuted in one run; each run is able to produce up to 72 tables from

a given set of Control Cards and data. Data input may be from
cards or tape. For each problem, a maximum of 9999 cases, with up

to 80 variables/case, may be processed. The input data must be of
the integer type; however, they may be recoded.

REFERENCES

Janda, K., Data Processing (Northwestern University Press, Evans-
ton, Ill., 1968), 2nd ed.

Bonato, R. R., and Waxman, B. D., "A General Cross-Classification
Program for Digital Computers," Behavioral Sci. 6, No. 4, 347-357

(Oct. 1961).
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FUNCTIONAL ABSTRACT

EDUCATIONAL INFORMA1 ION NE1WORK
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Critical-Path SummaryProbability Statistj.c
Based on Norillal Curve

PERTC NUCCO22

Vogelback Computing Center
Northwestern University

Vogelback Computing Center
Northwestern Uaiversity

CDC FORTRAN

CDC 6400

Decks and listings presently available

Lorraine Borman, ETN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

PERTC produces a detailed scheduling network, final critical-path
summary, and probability statistic for events that are normally
distributed about some mean.

REFERENCES

Rogers, H.B., "Construction Project Pert Network," Northwestern
Univ. Grad. School Business (Jan. 1964; unpublished). A reference
copy may be obtained from the EIN office for the cost of duplica-
ting and mailing.
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FUNCTIONAL ABSTRACT
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Punch and Print Rankings

PPRANK NUCCO23

Vogelback Computing Ccnter,
Northwestern University

Vogelback Computing Center,
Northwestern University

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

PPRANK is able to rank raw data for as many as 100 subjects on as
many as 140 variables and to punch out these ranks. A nonparametric
Spearman productmoment correlation is performed upon the ranks,
with respect to the raw data. Consensus ratings may be produced
and tested for significance by using the Kendall n coefficient of
concordance. No missing-data option is available

The subjects are ranked with respect to each variable. The rank 1
is assigned to the subject with the smallest (i.e., most negative)
sample value of the variable being considered. Subjects that tie
at a sample value are assigned a rank that is the average of the
tied ranks. A consensus ranking of the subject can be selected by
specifying as many as 20 variables as the ones whose ranks are to
be summed and ranked. The consensus ranking itself then becotes
an additional variable. Ties among the sums of ranks are resolved
by comparison of the sums of squares of ranks; the smaller the
sum of squares of ranks, the lower the rank assigned the sum of
ranks. Should ties still persist, an average rank is assigned. It
is not statistically sound to form consensus ranks from variables
that are not in accord (as measured by a W test at the significance
level set by the user).

10/69 1
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FUNCTIONAL ABSTRACT

OOP 0031

Rank-Order Statistics

RKSTAT NUCCO20

Vogelback Computing Center
Northwestern University

Vogelback Computing Center
Northwestern University

CDC FORTRAN

CDC 6400

Decks and listings presently available

Lo:raine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

RKSTAT ranks as many as 100 subjects on as many as 80 variables
and calculates the following rank-order statistics that compare
the ranks assigned to two or more variables: WilcoxonMann
Whitney U, KruskalWallis H, Spearman rank correlation coefficient
RS, Kendall coefficient of concordance W. Sample values for these
statistics are printed out with directions for the testing of
their significaace.

The statistical comparison tests in this category assume that the
raw data have only the strength of ordinat measurement. A raw-
data observation is assigned a rank that is given by one plus the
number of observation:, that are numerically smaller than it (if
IRANK = 0) or numerically larger than it (if IRANK = 1). In cal-
culating the statistics in these t , the ranks are treated as
interval measurements without 4mply.L.g that the raw data have the
strength of an interval saale. Thtlse statistics universally assume
underlying continuity; theroforc, the probability of a tie in the
raw data is zero. When a .Ae does occur, however0.1t is immedi-
ately assumed that the tie is an illusion produced by inaccurate
measurement and each tied observation is assigned the average of
the ranks available to the ted observations. For example, if a
single observatioh of 1.53 has been assigned the rank 9 and four
observations are tied at 1 54, each of the four tied observations

contimod
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will be assigned the rank 11.5 and any single observation occur-
ring at 1,55 would get the rank 14.

Wilcoxon MannWhitney U Statistic Test --compares two, independent
samples of equal or unequal size. The U test is more sensitive to
differences in location (central tendency) than to differences in
dispersion or skewness. The KolmogorovSmirnov D test is more
suitable than the U test if one wishes to test for all kinds of
differences.

For fixed, small a, the power efficiency of the U test, as com7.
parel with the t test, approaches 95.5% (i.e., 3/v X 100) as N
approaches infinity. This shows that the U test is very powerful
for large samples and even moderately sized samples.

KruskalWallis H Statistic Test--compares k independent samples of
equal or unequal length. Like the U test, the H test is primarily
a test of location.

For fixed small a, the H test, as compared with the F test, has an
asymptotic efficiency of 95.5% (i.e., 3/n X 100).

Spearman Rank Correlation Coefficient RS--gives the correlation
between two matched samples (of equal length N).

The Spearman RS has approximately 91% power efficiency when com-
pared with the Pearson r (i.e., when the matched data are, in fact,
taken from a bivariate normal distribution, are measured on an
interval scale, and are correlated in the population, then r will
detect this correlation at the significance level with 91 observa-
tions for every 100 observations that are required to detect this
correlation at this significance level by RS).

Kendall Coefficient of Concordance W--gives the correlation between
k matched samples of equal length N. Note: a significant W does
not imply that the rankings are objective or "right," but only "con-
sensual." I.e., each sample appears to have its observations ranked
on the same (possible erroneous) criteria.

The power of W is 91% as compared to the average of the pairwise
Pearson r correlations of the k samples.

Interested persons are directed to the source listed in the Refer-
ence for a fuller mathematical explanation of the various tests.

REFERENCE

Siegel, S., Nonparametric Statistics (4cGrawHil1 Book Co., Inc.,
New York, 1956).
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FUNCTIONAL ABSTRACT

EDUCATIONAL INFORMATION NE- WORK
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InLerrupt Time Ser,es--Three Tests 01

Significance

TIMEX NUCC049

Vog31back Computing Center,
Northwestern University

Joyce Sween, Department of Sociology,
Northwestern University

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, BIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

TIMEX performs three statistical tests on data of the interrupted
time-series form: (1) the Mood test, (2) the WalkerLev covariance
tests, and (3) double extrapolation.

In addition to the T or F values of each statistical test of sig-
nificance, the following information may be obtained (options to
be indicated on card input).

Mood Test

Standard error for t test
Estimated y value for the first postchange point
Obtained y value for the first postchange point
Slope and intercept for the pr,change points
Variance of the obtained prechange points from the regression
estimated values

WalkerLev Tests

Test 1

Numerator and denominator sum of squares for F
Regression estimates (slope and intercept) for prechange values

4/70 1
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Estimated y value at experimental change (i.e., midwa) between
last pre- and first post-change points), based upon prechange
regression estimates
Regression estimates for postchange values
Estimated y value at experimental change, based upon postchange
regression estimates
Common within-groups regression estimates for the pre- and post-
change values
Estimated y value at experimental change, based upon each of the
above regression estimates

Test 2

Numerator and denominator sum of squares for F

Test 3

Numerator and denominator sum of squares for F
Regression estimates (slope and intercept) for the total series
Estimated y value at experimental change, based upon the above
regression estimates

Double-Extrapolation Technique for Mood Test

Standard error for T test
Regression estimates for pre- and post-change values
Variance of the obtained pre- and post-change points from the
values predicted on the basis of the above regression estimates
Estimated y value at experimental change based upon pre- and post-
change regression estimates

A data plot of the time series may also be obtained.

REFERENCES

Sween, J., and Campbell, D.T., "A Study of the Effect of Proximally
Autocorrelated Error on Tests of Significance,for the Interrupted
Time Series Quasi-Experimental Design," Northwestern Univ. (Aug.
1965; unpublished).

Sween, J., and Campbell, D.T., "The Interrupted Time Series as
Quasi-Experiment: Through Tests of Significance," Northwestern
Univ. (Aug. 1965; unpublished).
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DESCRIP1IVE TITLE Test Scorer and Statistical Analysis

CALLING NAME TSSA NUCC072

0 INSTALLATION NAME Vogelback Computing Center
0 Northwestern University

AUTHOR(S) AND
AFFILIATION(S) Richard Wolf and Leopold Klopfer

The University of Chicago

K. Jones
Harvard University Graduate School of
Education

A. Gasche, B. Wright, and C. Bradford
The University of Chicago

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Lorraine Borman, EIN Technical Representa-
tive, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

TSSA scores multiple-response tests that have a single correct
response for each item, computes test and item statistics, com-
putes the tetrachoric interitem correlation matrix, and performs
a factor analysis and varimax rotation. The point-bisdrial cor-
relation of each item with a criterion score also may be obtained.
The number of alternative responses may vary from item to item.

Multiple-scoring keys may be used with the same set of data cards.
This feature makes TSSA applicable for scoring and analysis of
the Kuder preference record and similarly constructed multikeyed
instruments. In addition, multiple jobs may be run.

Computational results include the following.

Individual Scores, including raw scores and scores corrected for
guessing

0'
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Item-kesponse Information, including the proportion of sobjectc,
selecting the correct response for each item (i.e., difficulty)
and the proportion of subjects selecting each response

Test Statistics,' including the mean, standard deviation, skewness,
and kurtosis (and their standard errors computed from formulas
outlined by Fisher); test reliability (computed by KuderRichardson
formula 20); a validity coefficient; and a Pearson productmoment
correlation

Item-Analysis Information,2'3 including the proportion of subjects
passing an item, the item standard deviation, point-biserial cor-
relations, reliability index, and validity index (computed from
formulas given by Guilford and Gullicksen)

Tetrachoric Interitem Correlations4

Factor Analysis of Interitem Correlation Matrix,' with varimax
rotation and plot

Multiple-Scoring Keys

A special feature of TSSA is the use of Multiple-Scoring Keys.
Such a feature has two uses. (1) It allows a single set of re-
sponses to be scored in more than one way; practical application
of this is the use of the program with data from an instrument
such as the Kuder preference record where several scores, based
on analyses of the same set of items, are desired. (2) A more
common situation is the use of the program to obtain subtest
scores and a total test score from one instrument. An application
of this might be to score all the responses on a reading test and
to obtain scores for reading speed, reading vocabulary, and level
of comprehension, as well as a total reading score.

Multiple Jobs

The limitation of the procedures in the analyses of subtests is
that only the raw scores for each individual or each subject will
be meaningful. Corrected scores will not have any meaning. Thus,
if an analysis excludes any items initially read, no corrected
score will be printed. The ;pm for this 'is that the program
treats all items excluded frdWalysis as incorrect responses.
Thus, the use of a formula for correcting scores for guessing is
fallacious in this instance. If the user desires meaningful
corrected scores for subte$ts, he will have to reproduce his Data
Cards and run multiple jobs, selecting for reading on any one job
only those items for which analysis is desired, i.e., the subtest.

2
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The use of the Multiple-Jobs feature for scoring subtests yields
meaningful corrected scores, as already mentioned. However, the0

eD advantage of the Multiple-Scoring-Key feature of the program is
that the data need be read from cards only once. Subsequent0

o reading of the data is done from binary tape (tape B3), thus0
achieving savings of time and, hence, cost.

The Multiple-Jobs feature may also be used for scoring and ana-
lyzing severly entirely different tests, with only a single load-
ing of the program.

REFERENCES

1. Fisher, R.A., Statistical Methods for Research Workers (Oliver
& Boyd, Edinburgh, 1954), 12th ed., pp. 70-75.

Guilford, J.P., Psychometric Methods (McGrawHill Book Co,
Inc., New York, 1954), pp. 373-464.

Gullicksen, H., Theory of Mental Tests (John Wiley & Sons,
Inc., New York, 1950), pp. 363-396.

4. Farrell, R.H., and Stern, G.G., "A Measure of Tetiachoric
Association," presented at APA convention, Sept. 1951, Chicago
(unpublished; a copy of this paper may be obtained by writing
The University of Chicago Computing Center)

Wright, B.D., "120X120 Principle Components Analysis: Sym-
metric (with Varimax Rotation and Plot)," Univ. Chicago Soc.
Sci. Div. Computer Library (1963; unpublished).
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CALLING MAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)
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Zellner's Three-Stage Least-Squares
Program

Z3SLS NUCC125

Vogelback Computing Center
Northwestern University

A. Zenner
The University of Wisconsin

L. Weiner
Department of Industrial Engineering
Northwestern University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Lorraine Borman, BIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sherida:1 Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

Z3SLS computes two- and three-stage least-squares (25LS and 3SLS)
estimates of parameters in simultaneous or interdependent econo-
metric models. The program first regresses each variable on all
the predetermined variables within the model to yield unrestricted
least-squares estimates of the reduced-form system. Coefficient es-
tinAtes, standard errors, etc., are output of the first part of
23SLS. The second set of computations yields either the 2SLS es-
timates or both 2SLS and 3SLS estimates with associated statistics.

REFERENCES

Stroud, A Zenner, A., ard Chou, L.C., "Program for Computing Two
and Three-Stage Least Squares Estimates" (long writeup fo'Z3SLS),
Northwestern Univ. Comp. Ctr. Available, from EIN for the 'cost of

,

duplication and mailing.
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FORTRAN Program for Computing a Full Set
of Canonical Correlations Relating Two Sets
of Measurements

CANON

University of Pittsburgh

William W. Cooley, Department of Education-
al Research, University of Pittsburgh

Paul R. Lohnes, Department of Educational
Psychology, State University of New York,
Buffalo

FORTRAN II

IBM 360/50
IBM 7090

Decks and listings presently available

Mr. John Nold, Assistant Director for
Services, Computer Center, University of
Pittsburgh, 800 Cathedral of Learning,
Pittsburgh, Pa. 15213
Tel.: (412) 621-3500 ext. 7185

FUNCTIONAL ABSTRACT

CANON is a FORTRAN II program that may be utilized for studying
the interrelations between two sets cf measurements made on the
same observational units. Thus, the user may use the routine to
test genervl hypotheses that suggest that relationships exist be-
tween two sets of variables. The canonical correlation is the
maximum correlation between linear functions of the two sets of

variables. Since more than one linear combination of each of the
two sets of variables is o._.ten possible, the program successively
computes pairs of functions subject to the condition that each is
orthogonal to all other functions derived from its set of measure-
ments.

The analytical method employed involves the partitioning of the
matrix of intercorrelations (R) of the variables into four subma-
trices.

10/70
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(2) R
2 2

the intercorrelations of the criteria variables

(3) R the intercorrelations of the predictor variables
12 with the criteria variables

(4) the transpose of R12
The four submatrices are then substicAited into a canonical equation,
the solution of which involves finding latent roots that are func-
tionally related to sets of weights that maximize the correlation
between the derived canonical variates.

CANON operates on data cards that contain the full correlation ma-
trix (upper triangular) of order M = M1 M2, where Ml is the num-
ber of variables in the left set and M2 is the number of variables

in the right set. It is immaterial as,to which set represents the

predictors or criteria, the only lequirement being that M2 < Ml.

CANON reproduces the full correlation matrix that was used as in-

put. In addition, it provides the canonical weights for both pre-
dictor and criteria variates, and the factor structures (correla-
tions between each canonical factor. 'and its associated variables)
for both sets of canonical factors. Also included are measures of

redundancy (the proportion of variance in one set of variables ac-
counted for by the second set of variables) between the.two sets
of variables, each set given the other.

The Bartlett procedure for testing the significance of canonical
correlations using chi square is provided. In addition, X2 tests
with successive roots removed are provided in the event that the
null hypothesis can be rejected.

REFERENCES

Cooley, W. W., and Lohnes, P. RMultivariate Procedures for the
BehavioraZ Sciences (John Wiley & Sons, Inc., New,Yorki 4,962; to
be republished in 1969).
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LANGUAGE
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FUNCTIONAL ABSTRACT
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Computer Means, Median, Frequencies

PROFILE NUCC112

Vogelback Computing Center,
Northwestern University

Betty Benson, Vogelback Computing Center,
Northwestern University

CDC FORTRAN IV

CDC 6400

Decks and listings presently available

Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

PROFILE will give mean, median, sum, and frequency counts for up

to 100 integer-type variables. Variables may come from 1-, 2-, or

3-column card fields. However, if many of them are 3-column, the

number of variables that can be processed will be decreased pro-

portionately.

In tabulating responses, PROFILE discriminates between blanks and

punched zeroes. Blanks are considered to be "no response" and con-

sequently are always excluded from the mean and mdian computation.
This is built in and automatic, and it applies to all variables.
On the other hand, the user may indicate (using the zero-exclusion
card) for each variable whether zeroes are to be excluded or to be

treated as "good" answers. For each variable where zeroes are good

answers, only a count of blank responses will be printed, N (the
number of responses) for that variable reduced accordingly, and
the sum, mean, and median computed on the basis of the remaining
good answers. For each variable where zeroes are excluded, counts
of both blank responses and zer9 responses will be printed, both
counts will be subtracted frottiN for that variable, and the sum,

mean, and median will be computed for all other answers

6/69
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

QSASE is a self-contained library program designed-to compute or-dinary least-squares estimates of single equation regression
models such as iterative least-squares estimates of special non-linear regression models (as described in Ref. 1), and two-stage
least-squares or limited information maximum likelihood estimatesfor systems of simultaneous regression equations (as detcribedin Ref. 2). For additional details concerning all options, the
user should consult the above references. The following optionsare available.

1. listing descriptive information about the problem and naming
variables

2. using original observations or sums of squares and crossproducts
(SSCP) as input data

3. performing various data editing operations on the input data
4. reading input data from tape or cards

printing and/or punching SSCP in either raw form or corrected
form

printing zero-order correlation matrix

EDUCATIONAL INFORMATION NETWORK

000 0045

Statistical Analysis of Single Equation
Models

QSASE

Pennsylvania Slate University
Computation Center

M.C. Hallberg
Department of Agricultural Economics and

RI1r11 Sociology
Pennsylvania State University

FORTRAN IV

IBM 360/67

Pecks and listings presently available

Dr. Daniel L. Bernitt, 105 Computer Build-
ing, Pennsylvania State University,
University Park, Pa. 16802
Tel.: (814) 865 9527
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000 0045

7 .
pcinting the mean, standard deviation, standard error cf mean,
and sum for each variable in the data deck

8. producing a separate listing of all zero-order correlation
coefficients that exceed in absolute value a prespecified
level

0
9. producing a scatter diagram of any variable against any other 0

0
variable 0

10. stepwise least-squares where a least-squares regression is run
0

and that variable with the smallest t ratio is eliminated in
cd,

an iterative fashion until 411 t ratios exceed a prespecified
level

11. two-step least squares where a least-squares regression is run
and all variables are eliminated whose t ratio do not exceed
a prespecified level

12. computing and printing the F ratio for testing the hypothesis
that a linear combination of a subset of the ka 8's for a
single-equation model are all zero

13. computing and printing the t ratio for testing the hypothe-
sis that a linear combination of a subset of the k-1 B's for
a single-squation model is equal to a specified value

14. computing and/or printing for each observation the value of
the dependent variable Yt, the estimate of Yt from the
computed regression Yt the estimated ereor YtYt, and the
percentage error

15. producing a scatter diagram of the errors
other variable in the data deck

16. two-stage least-squares estimation

17. limited-information maximum-likelihood estimation

ft

against any

REFERENCES

1. Hallberg, M.C., "Statistical Analysis of Single Equation
Stochastic Models Using the Digital Computer," Penn. State
Univ. Dept. Agric. Econ. & Pura]. Sociol. Rep. 78 (February
1969). ,Copies of this report can be, obtained through the
contact person.

2. Hallberg, M.C., "Statistical Analysis of System of Simultaneous
0
0 Linear Equations Using the Digital Computer," Penn. State

Univ. Dept. Agric. Econ. & Rural Sociol. Rep. 69 (September
0 1967). Copies of this report can be obtained through the
0 contact person.
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000 0046

DESCRIPTIVE TITLE Static Leontief InputOutput Analysis

CALLING NAME INOUT

INSTALLATION NAME The Pennsylvania State University Compu-
tation Center

AUTHOR(S) AND
AFFILIATION(S) M.C. Hallberg

M. Swope
Department of Agricultural Economics,
The Pennsylvania State University

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Daniel Bernitt, 105 Computer Building,
The Pennsylvania State University, Univer-
sity Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

INOUT will solve the static Leontief inputoutput problem for a
model with as many as 175 sectors. From data consisting of a
square input matrix, an output vector, and a set of final demand
vectors, a great variety of results may be selectively opted, cal-
culated, and printed. Among these are matrices of technical and
interdependency coefficients, matrices of interdependency values
and net effects, and some other useful vectors.

REFERENCE

Leontief, W., et al., Studiee in the Structure of the American
Economy, Harvard Economic Research Proj. (Oxford University
Press, New York, 1953); theoretical and empirical explorations
in inputoutput analysis.
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000 0051

H DESCRIPTIVE TITLE Collection of Statistical Routines
0
0 CALLING NAME STPAC
0
0
0 INSTALLATION NAME The Pennsylvania State University Compu-

tation Center

AUTHOR(S) AND William H. Verity
AFFILIATION(S) Nancy C. Daubert

The Pennsylvania State University Compu-
tation Center

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT William H. Verity, 104 Computer Building,
The Pennsylvania State University, Uni-
versity Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

STPAC consists logically of two sections: a monitor and a collec-
tion of statist,xal routines. The monitor is a program that will
read all Control Cards, save the original data if required or re-
quested, save any intermediate results that may be needed later on,
and then transfer control to the first routine requested. When
this routine is finished, it returns control to the monitor, which
then looks to see if there is more work to be done. This work can
be of several different types, as follows.

1. Using the same data deck (but possibly different columns of it),
execute the same routine again.

2. Using the same data deck, execute another routine. Thus, one
deck can be subjected to several types of analyses during one run.

3. Execute another program possibly the same one as before on a
new set of data.

4. Using the results of a previous routine, continue to another
program that takes these results as input; e.g., output from cor-
relation can be the input to regression or factor analysis.

The statistical routines available include a variety for summary

continued

1/70
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000 0051

of data, frequency analysis, tests of significance, analyses of

variance, and rank and productmoment correlation coefficients.
See individual abstracts for EIN Nos. 000 00S1(a)(s) for the
details of the individual statistical routines.

REFERENCES

See individual abstracts for EIN numbers 000 0051 (a) (s).

STPAC ROUTINES

EIN No. Calling Name

000 0051(a)
(b)

(c)

(d)

(e)

(f)

(g)
(h)

(i)

(j)
(k)

(1)

(m)
(n)

(o)

(q)
(r)

(s)

FAWCS
STSUM
TTEST
PPMCR
SIGPP
PARCOR
CANON
UPREG/DNREG
FANAL
VARMX
PHICO
KETAU
SPRHO
MNWHT
KRWAL
ANOVUM
ANOVES
AOVRM
BARTL
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

000 0051(a)

Frequency Analysis with Chi Square

(STPAC) FAWCS

The Pennsylvania State University Compu-
tation Center

C.B. Broderick
Department of Family Relations, The Penn-
sylvania State University

William H. Verity
The Pennsylvrnia State University Compu-
tation Center

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGkAM AVAILABILITY Decks and listings presently. available

CONTACT William H. Verity, 104 Computer Building,
The Pennsylvania State University, Uni-
versity Park, Pa. :6802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRAC1

FAWCS computes (1) discrete, two-dimensional frequency-distribu-
tion tables (often called contingency tablee) whose cls contain
an actual frequency and, optionally, (2) expected frequencies and/
or percentages. There is no missing-data code inherent to the
program, but the user may specify that certain categories of his
variables be ignored or combind with one another. If the user
has any 2X2 tables, he may request that the Yates correction fac-
tor be used in computing his chi-square value.

FAWCS will crosstabulate one variable, the row variable, with var-
iables :ailed column variables. It can work with up to 50 total
variables for any one problem, separately crosstabulating the row
variable with each of the column variables. The row variable can
have up to 31 categories where 0 is a valid category. Thus, the
row variable can be coded 0 through 30. Each column variable can
have a maximum of 13 categories where, again, 0 is a valid code.
Therefore, ctlumn va'iables can be coded 0 through 12. Any data
outside of these rangee will be ignored.

1/70
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000 0051(a)

REFERENCES

Edwards, A.L., Experimental Design in Psychological Research (Holt
Rinehart and Winston, New York, 1962).

Snedecor, G.W., StatisticaZ Methods (Iowa State University Pr6ss,
Ames, Ia., 1961).

Wert, J.E., Neidt, C.O., and Ahmann, J.S. Statistical Methods in
Educational and Psychological Research (AppletonCenturyCrofts,
New York, 1954).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

000 0051(b)

Statistical summary

(STPAC) STSUM

The Permsylvania State University Computa-
tion Center

AUTHOR(S) AND
AFFILIATION(S) Nancy C. Daubert

The Penlsylvania State University Computa-
tion Center

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT William H. Verity, 104 Computer Building,
4

The Pennsylvania State University, Uni-
versity Park, Pa. 16302
Ter.: (814) 865-9527

FUNCTIONAL ABSTRACT

STSUM computes, in double-precision arithmetic, the sample size,
total, mean, standard deviation, population-variance estimate)
standard error, sum of squares, coefficient of variation, third
and fourth moments about the origin, third and fourth central
moments, alpha (square root of beta 1), alpha 4 (beta 2), momental
skewness, and kurtosis. Missing data will be permitted.

Equations

VI
V2
V3
Vif

Ex2

1/70

= EX/N
EX,N

= EXYN
EXM

= V2 V12
= V3 3V1V2 2V13

= V4 4V1V3 +%V12V
= = (P3 2/P23) 1/2

= 02 = 114/112

a3/2 momenta'
4 3)/2, kurtosis
(EX)2/N sum uf squares



EDUCATIONAL INFORMATION NETWORK ELA ICOM

000 0051(b)

REFERENCES

Beyer, W.H., Ed. Handbook of Tables for Probability and Statistics

.210

CD

a
(Chemical Rubber Co. , Cleveland, 1966), p.3.

tri
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

.PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

EDUCATIONAL INFORMATION NETWORK

000 0051(c)

T Test on Difference between Means

(STPAC) TTEST

The Pennsylvania State University Computa-
tion Center

Nancy C. Daubert
The Pennsylvania State University Computa-
tion Center

FORTRAN IV

IBM System 360/67

Decks and lisiings presently available

William H. Verity, 104 Computer Building,
The Pennsylvania State University, Uni-
versity Park, Pa. 16802
Tel.: (814) 865-9527

TTEST variables (samples) may be correlated or noncorrelated.
Missing observations are permitted. Data may be submitted in the
form of a silgle deck or multiple decks. Output can consist of
values of t, frequencies, probabilities, and levels of significance.
TTEST will perform a t test on each of all possible pairs of vari-
ables, each t being computed independently of all others.

For a t test on the difference between means of
the formula used is

where N is the number
scores for each pair .

pressed by - 1.

ED/N

1/[N(N - 1)1

of pairs and D is the difference between the
The number of degrees of freedom is ex-

For a t test on the difference between means of noncorrelated
samples with separate variances, the formula u3ed is

t =
;

continued 0
r-4

0

00
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000 0051(c)

EDUCOM

where the X's are the means and the S 2 and ST 2 are the squares
Xof the standard errors of the means. 1

If the frequencies of the two samples are equal, the number of
degrees of freedom are qqual to the frequency minus 1. If the
frequencies are unequal, the program uses the lowest frequency
minus 1 as the number of degrees of freedom.

A t test on the difference between means of noncorrelated samples,
with pooled variances, involves the formula

1
t TC-2)/[S2(1 + K2)] 1/2

Ki

where S2 is the variance--i.e., the sum of squares has bean cal-
calculated by suAming the squared deviations for each individual
case from the mean of the group in which that case is found--and
the K's are the individual group frequencies. The number of
degrees of freedom is equal to K1 - 2.

REFERENCES

44,

til

Wert, J.E., Neidt, C.O., an4 Ahmann, J.S. Statistical Methods in
Educational and Psychological Research (AppletonCenturyCrofts,

. New York, 1954), pp.128-142
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000 0051(d)

DESCRIPTIVE TITLE Pearson ProductMoment Correlation Coef-
rtl

ficient

0 CALLING NAME (STPAC) PPMCR

0 INSTALLATION NAME The Pennsylvania State University Compu-0
0 tation Center

AUTHOR(S) AND
AFFILIATION(S)

William H. Verity
Nancy C. Daubert

The Pennsylvania State University Compu-
tation Center

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks amd listings presently available

CONTACT William H. Verity, 104 Computer Building,
The Pennsylvania State University, Uni-
versity Park, Pa. 168'02
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

PPMCR computes not only a Pearson productmoment correlation co-
efficient for each possible pair of input variables but also the
mean and standard deviation of each input variable.

424
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000 0051(e)

DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

Significance of Pearson ProductMoment
Correlation Coefficient

(STPAC) SIGPP

The Pennsylvania State University Compu-
tation Center.

W.M. Stiteler, III
Mathematics Departmend:, The Pennsylvania
State University

F. Yates Borden
Forestry Department The Pennsylvania
State University

H.D. Knoble, The Pennsylvania State Uni-
versity Computation Center

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT William H. Verity, 104 Computer Building,
The Pennsylvania State UniversitY, Uni-
versity Park, Pa. 16802
Tel. (814) 865-9527

FUNCTIONAL ABSTRACT

SIGPP is to be used optionally in conjunction with the correlation
programs to determine the significance of correlatiOn coefficients
at any desired probability levels. That is, the. 'null-hypothesis
r = 0 (alternate: r 0) is tested for each correlation,coefficient.

REURENCE5

U S. Department ,of. Commerce, Handbook of Mathematdtcat Functions
(U.S. Government Printing Office, Washington, D4C., .1964Y, ist.949
formula'26.7.8.

Snedecor, G.W., Statistical Method's
Ames, Ia., 1961), p. 190

1/70
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

EDUCATIONAL INFORMATION NETWORK

000 0051(f)

Partial Correlation

(STPAC) PARCOR

The Pennsylvania State
tation Center .

Gabriele A. Plichels
The Pennsylvania State
tation Center

University Compu-

University Compu-

LANGUAGE FORTRAN IV

COMPUER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT William H.. Verity, 104 Computer Building,
The Pennsylvania State University, Uni-
versity. Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

PARCOR constructs thc variancecovariance matrix for a given set
of variables and then computes the partial correlations and mul-
tiple correlations for any specified subset of these'variables.

Let A be the variancecovariance matrix for p variables X1,X2,...
Xp. Let B be the inverse of A. Then, the (p 2)-order correla-
tion coefficient or the partial correlation coeifiaent tide.,
the correlation coefficient between X1 and X2 holding the other
(p 2) variables fixed] is given by

p(1213-..p) = -bi /(1)111)22)

The conditional variance of Xi is
given

a 2 (1 I 2 3 *P) = 1/b11.

2

The multiple correlation coefficient Ri of Xi i

1 RI o2(1123.

where of is the variance of Xi. It is estimated by R n

1/bit

where sf is the estimated variance of xl.

1/70
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000 0051(f)

REFERENCES

Hamilton, W.C., Statistics in Physical Science (The Ronald Press
Co., New York, 1964), p.184.



EDUCOM EDUCATIONAL INFORMATION NLIWORI(

DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

000 0051(g)

Canonical Correlation

(STPAC) CANON

The Pennsylvania State University Compu-
tation Center

William H. Verity
Nancy C. Daubert

The Pennsylvania State University. Compu-
tation Center

FORTRAN IV

IBM System 360/67

Decks and listings presently available

William H. Verity, 104 Computer Building,
The Pennsylvania State University, Uni-
versity Par1,, Pa. 16802
Tel.: (814) 865-9527

CANON solves successively for the most significant canonical cor-
relation coefficients. At the same time, two sets of w,eights as-
sociated with each pair of canonical variates are cotputed.

All matrix computations are done in double-precision 40ating-
point arithmetic. The .set of criteria and predicto-r vaXiables is
divided into two groups: 1 (lefthand) and r (rigiltifand vari-
ables, the smaller se automatically becomin than& vari-
ables. The program then uses a variation acobian Method
to extract r eigenvalues and r eigenvectors

t SigmIlVtM;t-These are then used through further add!'
nonical correlation coefficients and r setS lefthandweights.
For each canonical correlation coefficient, 0, te is -com-
puted with the aid of the eigenvalues andothe 7:Miters 'N (the
Plumber of observations), r, and 1.

Original variables are broUght into the canOnical Orfelation
problem by means of 1Right- and Left-Variableards. CoMputa-
tionally, it is irrelevant whether the variables OR the left Or
on the right are considered its criteria or proOictpr:variables.
However, to save computer time, the set with- the smallest number
of variables (always put into the righthand 'category-. by the pro-

continuee
I

c)
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000 00S1g)

gram) should be designated as right. Any or all of the variables
brought into t1,J problem may be named by using Name Cards accord-
ing to STPAC rules.

The maximum output records for a problem may be estimated as fol-
lows. Let R be the number of righthand variables, L be the num-
ber of lefthand variables, and R < L. Then, the number oi records
equals R(16 + L) + 10.

Given two sets of variables--not necessarily random variables--[Xi
(where i = 1, 2, p, the number of predictor variables, and
Yi (where i = 1, 2, q, the number of criterion variables] the
problem that CANON solves is essentially that of maximizing the
correlation between certain members of the two sets, simultaneously
reducing the others to zero. Canonical correlation, then, may be
defined in one sense as a process by which the relationship between
two sets of variables is reduced to its simplest form. In canoni-
cal correlation, both multiple criteria and multiple predictors can
be involved. (Note that, when q = 1 and p > 1, the problem is
equivalent to that of multiple regression.)

For a hypothetical example, let p = 3 and q = 2. Here, it is poss-
ible to extract two canonical correlation coefficients--say RI and
R2. There is a total of p + q = 5 variables--say X1, X2, X3 (pre-

dictors) and X41 X5 (criteria). There will be two pairs of canoni-
cal variates--say UIV1 and U2V2. Suppose for RI that the weights
for the predictor variables are ril, P12, P13 and for the criteria
variables that the weights are Cli, C12. Then, the pair of new
variates, the canonical variates, which are multiples of a linear
function of thern original variables, are

-or

U1 K1 1 (P 11X1 P12X2 P1 3,?( 3 )

V1 K12(C11X4 Ci2X5),

where the K's are arbitrary constants of proportionality and U1 and
VI are correlated as described by RI. A similar situation exis-t:s
for 112 and V2, which are corrOated as described bY R2. Fvrther-
more, in general all of the U's and V's have zero mean and unit
variance; any U is independent of any other U and likewise for the
V's; the correlation between any U and V is zero, except for r
correlations R), R21 Rr, which are the correlations between
U1 and V1, 112 and V2, U. and Vr.

As far as interpretation is concerned, the same difficulty arises
as in factor analysis: that of knowing whether or not the lintar
functions correspond to anything real or whether :they are Merely
mathematical figments,
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000 0051(g)

REFERENCES

Cooley, W.W and Lohnes, P.R., Multivariate Procedures for the
0 Behavioral Sciences (John Wiley & Sons, Inc., New York, 1964),0

pp. 35-69.0
00 Borko, H., Computer Applications in the Behavioral Sciences (Pren-

ticeHall, Inc., Englewood Cliffs, N.J., 1962), pp. 267-279.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

000 0051(h)

Step-Up and Step-Down Multiple Linear
Regression

(STPAC) UPREG/DNREG

The Pennsylvania State University Compu-
tation Center

Dennis Deaven (programming)
The Pennsylvania State University Compu-
tation Center

M.A. Efroymson (flow charts)

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY

CONTACT

Decks and listings

William H. Verity, 104 Computer Building,
The Pennsy3vania State University, Uni-
versity Park, Pa. 16802
Tel.: (814) 865-9527

presently available

FUNCTIONAL ABSTRACT

UPREG/DNREG computes stepwise multiple-regression equations, add-
ing or deleting one varia)le at a time until no variables remain
to add significantly to tlie equations or until no significant vari-
ables remain in the equation. At each step, the following are
printed for those variables currently in the equation.

(1) Regression coefficients

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

1/70

Standard deviation of the, regression

Standard regression coe2ficients

Partial correlation coefficients

Fraction of explained variance

Multiple correlation coefficient

Regression-equation intercept

Standard deviation of the dependent variable '(UPREG only)

F value for the variable entering or leaving the equation
(UPREG only)

coefficients
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UPREG

EUUCOM

In the step-up procedure, intermediat: re,iults are used to give
statistical information at each step in the calculation. These
intermediate answers are also used to ,:ontrol the method of cal-
culation. A number of intermediate-regression equations are ob-
tained, as well as the final multiple-regression equation. These
equations are obtained by adding or deleting ore variable at a
time, giving the following equations.

Y = b (0) b '(1)x(l)

Y b'(0) b'(1)x(l) + bt(21x(2),

Y=b"(0) +b"Mx(l) +1)"(2)x(2) +bn(3)x(3)

The variable added is the one that makes the greatest improve-
ment in goodness of fit. The coefficients represent the best
values when the equation is fitted by using the sPecific Vari-
ables included in the equation. An important property of this
procedure is that a variable may be indicated to be significant
in any early stage and thus enter the regression equation. In
addition, after several other variables are added to' the equa-
tion, the initial variable may be indicated to be insignificant
The insignificant variable will be removed from the regression
equation'before adding an additional variable. Therefore, only
significant variables are included in the final, multiPle"reVes-

si" equati°11.

DNREG

The step-down procedure of DNREG is simpler than the step-up pro-
cedure of UPREG. If the parsimony option has been chosen, DNREG
elininates one variable at a time, printing the intermediate re-
sults at each step. The variable eliminated is the one that con-
tributes least to the overall significance. Note that, once a
variable has been eliminated with the procedure, it is never
brought back into the equation.

REFERENCES ,
.

Efroymson, M.A., "Multiple Regression Analysis," in Mathematical,
Methods for Digital Computers, A. Ralston and H.S. Wilf, Eds.
(John Wiley & Sons, ,Inc., New York, 19(5). ,

2
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000 0051(i)

DESCRIPTIVE TITLE Factor Analysis (or Principal-Components
Analysis)

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

(STPAC) IANAL

The Pemnsylvania State University Compu-
tation Center

J. Cooley.
D. Laird
L. Pryor
J. McConnochie

The Pennsylvania State University Compu-
tation Center

LANGUAGE FORTRAN IV

COMPUTER IBM ,System 360/67

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT William H. Verity, 104 Computer Building,
The Pennsylvania State University, Uni-
versity Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

FANAL solves successively for the most dominant factors represent-
ed in a (symmetric) correlation matrix. Factors are ranked accord-
ing to the variance accounted for. The number of factors to be ex-
tracted is specified in advance. The program may also be 'used to
find the dominant eigenvalueS and eigenvectors of other (symmetric)
positive definite matrices.

All computations are done in double-precision floating-point arith-
metic. The method used is an iterative one in Which a vector con-
verges to the eigenvector. The largest eigenvalue is found first
and then a deflation process is used to rind the successively small-
er eigenvalues. An extrapolation procedure is used to accelerate
convergence of thc basic iterativQ method.
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000 0051(j)

DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

Varimax Rotation

(STPAC) VARMX

The Pennsylvania State University Compu-
tation Center

AUTHOR(S) AND J. Cooley
AFFILIATION(S) D. Thompson

John McConnochie

The Pennsylvania State University Compu-
tatior Center

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presently available

CW1TACT William H. Verity, 104 Computei Building,
The Pennsylvania State University, Uni-
versity Park, Pa. 16802
Tel.: (814) 865-9527,

FUNCTIONAL ABSTRACT

VARMX can perform a number of orthogonal rotations on an arbitrary
matrix of factor loadings, using the normal varimax criterion.
The result is a unique (within tolerance limits) matrix of factor
loadings.

All computations are done in double-precision floating-point arith-
metic. First, the original factor loadings as produced by FANAL
[BIN No. 000 0051(1)] are normalized by dividing the loadings in
each row by the square root of the communality (sum of squares)
for that row. The rotation is performed with a criterion of .005
and the resulting loadings are denormalized to give the rotated
matrix.

REFERENCES

Kaiser, H.F., "Computer Program for Varimax Rótation1ir Factor An-
alysis," Educ. Psychol. Meas. 2( 3 413-410 (1959).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) ANC
AFFILIATYON(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

000 0051(k)

Phi Coefficient

(STPAC) PHICO

The Pennsylvania State University Compu-
tation Center

Nancy C. Daubert
The Pennsylvania State University Compu-
tation Center

FORTRAN IV

IBM System 360/67

Decks and listings presently. available

William H. Verity, 104 Corputer Building,
The Pennsylvania State University, Uni-
versity Park, Pa. 16802
Tel. (814) 865-9527

PHICO processes a maximum of 105 variables and computes phi coeffi-
cients for all possible pairs of variables.

Data are dichotomous and are coded 0 and 1
used is

REFERENCES

phi = (adbc)/[(a

and The equation

Wert J.E., Neidt, C O., and Ahmann, Statistical Methods in
Educational and Psychological ,Re8egroh'(AlTlet0117-Century
Crofts, New York, 1954).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

000 0051(1)

Kendall Rand Correlation CoefficientF
(tan)

(STPAC) KETAU

The Pennsylvania State Univrsity Compu-
tation Center

Nancy C. Daubert
The Pennsylvania State University Compu-
tation Center

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presertly available

CONTACT William H. Verity, 104 Computer Building,
The Pennsylvania State University, Uni-
versity Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

KETAU computes Kendall rank-correlation coefficients (tau), the
values of z scores corresponding to them, and the probabilities and
levels of significance of the z scores, for all possible pairs of
variables. A correction is made for ties. Ihe cor:elation coeffi-
cients will also be punched on cards, 'at the option of the user.

REFERENCES

Siegel, S., Nonparametric Statistics for the Behavioral Sciences
(McGrawHill Book Co., Inc. New York, 1956), pp.213-222.
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000 0051(m)

PESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

Spearman Rank Correlation Coefficients
(rho)

(STPAC) SPRHO

The Pennsylvania State University Compu-
tation Center

Nancy C. Daubert
The Pennsylvania State University Compu-
tation Center.

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT William H. Verity, 104 Computer Building,
The Pennsylvania State University, Uni-
versity Park, Pa. 16802
Tel.. (814) 865-9527

FUNCTIONAL ABSTRACT

SPRHO computes Spearman rank-order correlation coefficients (rho)
and the values of t corresponding to them for all possible pairs
of variables. A correction is made for ties. The correlation co-
efficients will also be punched on cards at the option of the useT.

REFERENCES

Siegel, S. Nonparametric Statistics for the Behaviorat Sciences
(McGraw1Hill Book Cc" Inc., New York 1956) 202-213.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

'EDUCATIONAL INFORMATION NETWORK

000 0051(n)

MannWhitney U Test

(STPAC) MNWHT

The Penhsylvania State University Compu-
tation Center

Nancy C. Daubert
The Pennsylvania State University Compu-
tation Center

LANGUAGE FORTRAN Iv

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT William H. Verity, 104 Computer Building,
The Pennsylvania State Universiity, Uni-
versity Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

MNWHT computes results for the MannWhitney U test and gives cor-
responding z scores, probabilities of the z scores, and levels of
significance. U's are calculated for all possible pairs of vari-
ables. Observations per variable may be unequal. A correction is
made for ties. U's will be punched on cards at the option of the
user.

REFERENCES

Siegre, S., Nonparametric Statistics foT, the Behavioral Sciences
(McGrawHill Book Co., Inc., New York, 1956), pp. 116-127.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

000 00S1(o)

KruskalWaliis One-Way Analysis of Vari-
ance

(STPAC) KIWAL

The Pennsylvania
tation Center

Nancy C. Daubert
The Pennsylvania
tation Center

LANGUAGE FORTRAN IV

COMPUTER IBM System 360167

PROGRAM AVAILABILITY

State University Compu-

State University Compu-

Decks and listings presently available

CONTACT William H. Verity, 104 Computer Building,
The Pennsylvania State Universi y, Uni-
versity Park, Pa. 16802
Tel.: (814) 865-9527_

FUNCTIONAL ABSTRACT

KRWAL does a KruskalWallis one-way analysis of variance. The

levels need not have equal numbers of observations in each A
correction is made for ties.

REFERENCES

Siegel, Nonparametric Statistics for the Behavioral Sciences,
(McGrawHill Book Co., Inc., New York, 19S6).
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DESCR(PTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

00C 0051(p)

Analysis-of-Variance Method of. Unweighted
Means

(STPAC) ANOVUM

The Pernsylvania State University Compu-
tation Center

Nanc,r C. Daubert,
The i)ennsylvania State University Compu-
tation Center

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/67

PROGRAM AVAILABILITY Decks and listings presently. available

CONTACT William H. Verity, 104 Computer Building,
The Pennsylvania State University, Uni-
versity Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

ANOVUM is designed to handle a factorial analysis of variance with
either equal or unequal numbers of observations in subclasses. The
method of unweighted means is based on the assumption that the po-
pulation from which the sample is drawr has proportional or equal
subclass numbers. It can be relied upon only if the subclass num-
bers are approximately equal and presumably represent a population
with equal Aumbers. Ile analysis is performed upon the means for
each cell, and each sum of squares is multiplied by the harmonic
mean of the number of observations per cell. Up to 150 variables
(separate analyses) will be permitted with data code Oey1 variable is acceptable with data code = 0

A Bartlett's test for homogeneity of variance is performed on theraw data. If the chi square computed in this test is significantat the 0.05 level, the conclusions of the analysis of varianceshould be interpreted cautiously. If cell frequencies ale greaterthan 1, and if they are equal, a Scheffe'S test will be performedon main effects.

REFERENCES

Winer, B.J., Statistical Principles in Experimen'tal Derign (McGrawHill Book Co. , Inc., New York, 1962), pp. 95-96 222-224.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCATIONAL INFORMATION NE1WORK

000 0051(q)

Analysis of Variance with Unequal Sub-
class Numbers (Method of Expected Sub-
class Numbers)

(STPAC) ANOVES

The Pennsylvania State UniversitrCompu-
tation Centt,r

Nancy C. Daubert
The Pennsylvania State University Compu-
tation Center

FORTRAN IV

IBM System 360/67

Decks and listings presently available

William H. Verity, 104 Computer Building,
The Pennsylvania State University, Uni
versity Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

ANOVES is designed to handle a factorial analysis of variance wi'th
unequal numbers of observations in subclasses (cells). A problem
with equal subc3ass numbers is acceptable, although it is not ad-
visable to use ANOVES for a balanced design with equal subclass
numbers owing to its relatively long computing time as compared
to that of ANOVUM. Up to 150 variables (separate analyses) will
be permitted with data code = 1. Only one variable is acceptable
with data code = O.

This method of analyzing data of multiple classifications with un-
equal subclass numbers is based on the assumption that the popula-
tion from which the sample is drawn has proportional or equal sub-
class numbers. Under its fundamental hypotheses, this method af-
fords an estimate of both the main effects and the interactions.
However, every subclass must contain at least one observed value.

If the computed chi-square value for disproportionality is signi-
ficant, a reduction factor will be calculated and all the sums of
squares (except the within subclasses, which is calculated from
the original data) will be reduced accordingly. This is an attempt
to remolre part of the disproportionality of the data.

3/70
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The probability associated with the (hi-square value computed by
usinp subclass numbers is calculated and the 0.05 probability point
is considered critical in determining whether a reduction factor
will be computed or not.

lhe reduction factor is

IT

E2/A

where N is the total number of observations, K is the number of cell
subclasses, E is the expected number of observations in a cell, and
A is the actLal number of observations in the same cell

A Bartlett's test for homogeneity of variance is performed on the
raw data. If the chi square computed in this test is significant,
the conclusions of the analysis of variance should be interpreted
cautiously.

REFERENCES

Snedecor, G.W., and Cox, G.M., "Disproportionate Subclass Numbers
in Tables of Multiple Classification," Ia, Agriculture Sta.
Res. Bul. 180, 233-272 (1935).

Bennett, K.R. (personal correspondence to J. Streeter),

Winer, B.J., Statistical Principles in Experimental Desi n
Hill Book Co., Inc., New York, 1962).
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000 0051(r)

DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

Analysis of Variance with Repeated Mea-
sure', (Proportionality Assumed)

(STPAC) AOVRM

The Pennsylvania State University Compu-
tation Center

Nancy C. Daubert
The Pennsylvania State University Compt-
tation Center

FORTRAN IV

IBM System 360/67

Decks and listings presently available

William H. Verity, 104 IComputer Building,
The Pennsylvania State University, Uni-
versity Park, Pa. 16802
Tel.: (814) 865-9527

AOVRM is designed to handle a factorial analysis of variance with
repeated measures and either equal or unequal numbers of observa-
tions in subclasses (cells). A problem with no repeated measures
is acceptable, although it is not advisable to use AVORM for such
a design owing to the relativel long computing time as compared
with that of ANOVM or ANOVES.

This method of analyzing data of multiple classifications with un-
equal subclass numbers is based on the assumption that the popula-
tion from which the sample is drawn has proportional or equal sub-
class numbers. This method allows calculation of all main effects
and interactions. However, every subclass must contain at least
one subject and the data for every subject included must be complete.

REFERENCES

Winer, B.J., Statistical PrincipGes in Experimental Desijn
Hill Book Co., Inc., New 'York, 1962).
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000 0051(s)

DESCRIPTIVE TITLE

Ln CALLING NAME

INSTALLATION NAME
0
0

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

BARTL performs a Bartlett's test for homogeneity of variance on
up to 6000 subgroups (or cells). Subgroups Tay'be equal or un-
equal.

Bartlett's Test for Homogeneity of Vari-
ance

(STPAC) BARTL

The Pennsylvania
tation Center

Nancy C. Daubert
The Pennsylvania
tation Center

State University Compu-

State University Compu-

FORTRAN IV

IBM System 360/67

Decks and listings presently available

William H. Verity, 104 Computer Building,
The Pennsylvania State University, Uni-
versity Park, Pa. 16802
Tel.. (814) 865-9527

REFERENCES

Winer, B.J. Statistical Principles in Experimental Design
Hill Book Co., Inc. , New York, 1962), pp. 95-96.
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DESCRIPTIVE TITLE

CALLINC NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

000 OOSS

Bio-Medical Multivariate Statistical
Programs

BMD

University of Notre Dame
Computing Center

School of Medicine
University of California, Los Angeles

UNIVAC Division of Sperry Rand Corporation

College of Business Administration and
Computing Center
University of Notre Dame

LANGUAGE FORTRAN IV

COMPUTER UNIVAC 1107

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT --E-Limeetpe-th Hutcheson, EIN Technical
Representative, Computing Center,
University of Notre Dame, Notre Dame,
Ind. 46556
Tel.: (219) 283-7784

FUNCTIONAL ABSTRACT

The BMD 'system is a package of computer programs designed to
do both basic data processing and the subsequent statistical
analysis. The programs have been prepared in an easy-to-use
parametric form so that the researcher may adapt them to a
wide variety of statistical problems. For further details
of the package, see the User Instructions. The BMD is available
at the University of Notre Dame in its 1967 edition.

REFERENCES

Dixon, W.J. (Ed.), BMD: Biomdical Computer Programe,(Univ.
of Calif. Press, Berkeley, 1967, 1970).

Univ. of Notre Dame Computing Center, BMD for the UNIVAC 1107,
(Rough draft, 1967 ed. of BMD). Available from Univ. of
Notre Dame Computing Cent. r, Notre Dame, Ind.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

000 0061

Matrix Decomposition for Points of View
Anolysis

MATDEC

Office of Data Analysis Research
Educational Testing Service

J. Ferris
Educational Testing Service

FORTRAN IV

IBM 360/65

Deck and listings presently available

Mr. Ernest Anastasio, Off. of Data Anal.
Research, Educational Testing Service,
Rosedale Road, Princeton, N.J. 08540
Tel.: (609) 921-9000 ext. 2552

The purpose of MATDEC is to decompose a rectangular matrix (i.e.,
a data latrix, X, dimensioned number of variables by number of
subjects) into three matrices U, r, and W, according to Horst's'
development (Ref. 1, pp. 364-382), where r is a diagonal matrix
of eigenvalues and U and W contain the corresponding eigenvectors.
It is intended as a first step in Tucker and Messick's approach
to an individual differences model for multidimensional scaling.2

As is, MATDEC will handle up to 100 variables or subjects, which-
ever is the lesser dimension of the data matrix. The program
uses F4STAT (FORTRAN IV Statistical System) and, in particular,
the routine SDGEXT to develop the characteristic roots and vectors
of the crossproducts matrix. Further information about F4STAT can
be obtained from Mr. Van Hassel, Educational Testing Service,
(609) 921-9000, ext. 2557.

REFERENCES

1. Horst, P., Matrix Algebra for Social Scientiate, (Holt,
Rinehart & Winston, New York, 1963).

2. Tucker, L.R., and Messick, S., "An Individual Differences
Model for Multidimensional Scaling," Psychometrika, 28, 333
367 (1963).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

LDAAIIONAL INFORMATION NETWORK

000 0062

Analysis of Change-over Experiments

ZFE-03, ZFE-04

Office of Data Analysis Research
Educational Testing Service (ETS)

AUTHOR(S) AND Procedure:
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

Program:

G. Beall
formerly of Gillek.te Razor Co.

V. Halfmann
formerly of ETS

FORTRAN

IBM 360/65

Decks and listings presently available

Mr. Ernest Anastasio, Off. of Data Anal.
Research, Educational Testing Service,
Rosedale Road, Princeton, N.J. 08540
Tel.: (609) 921-9000 ext. 2552

FUNCTIONAL ABSTRACT

The class of designs covered by this program is latin squbxes
or Youden rectangles (incomplete latin squares). Thece may be
repeated fully or in part. The design may be defective i.e.,
certain whole rows may be missing, but no allowance has been
made for missing cells, i.e., single observations.

The purpose of this program is primarily to analyze the results
for effect of treatment with allowance for carry-over of pre-
ceding treatment. There is also direct testing of the signi-
ficance of carry-over. There is included parallel estimation
and testing of significance without allowance for carry-over.
The program is self-contained and does not require any external
subroutines, such as might be presumed to exist in one form or
another at computation centers.

The program, as presently stored allows analysis for designs
up to 40 rows (or blocks). This is limited by the dimensions
of the data matTices. It could be readily enough changed to
500 or 1000 if sach an experiment were involved. The an.dysis
has been contrived so that such changt does not increase the
size of the matrix involved in equation solving.

10/70
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000 0002

Explanation

The basic equations are,

1. Yijk ai Bj Yk Cip

where yiik is an observation assumed built of a general level p ,

effect of the ith row or individual ai , the jth period ur
Column a. , the ktn treatment yk and extraheous variability

6ijk ihis equation obtains for the first column or period
wfun there has been no conditioning period. For the following
periods,

2. . p + a. + 8., + yk + 6t + Ei.,
jicYijkk =

1 J t

where the effect of the kth treatment in the preceding period
is St . For a conditionee experiment Equ. (2) obtains in all
columns.

The data actually considered are the differences within rows
such as,

Yijkt Yitj'k'k' Bj 8j' Yk Yk' 6

k' k t'

These differences are then set forth in a matrix. Thus for an'
unconditioned latin square for which the first line is,

Design: (1) (2) (4) (3)

Result: 4 5 7 6

we may consider the two diffe.rences,

yill Y1221 = al 82 yi 12 61 elii e1221

Y1221 Y1342 = f32 83 4. 12 Y4 61 62 e1221 el342

which results in two lines of the matrix as follows:

al 82 63 f34 Y1 12 13 Y4 61 62 63 64 Result

+. 1 +1 1 1 1
+1 1 +1 1 +1 1 2

Least-squares equations are in the same fort. For instance, to
get the equation associated with e2 , each line is multiplied
by its content ii. the 82 column and the product accumulated
over all columns. For each set of effects (a , y or 6), the
last equatior is replaced by a condition equation,

continued
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E (3. ..-. E yk = E 62, = 0

3

The analysi3 without carry-over (SANS DELTA) is gotten by re-
c. placing, temporarily, all equations appropriate to 6 by

o = 0 .

The analysis without treatment (SANS GAMMA) is obtained by the
temporary replacement, 91( = 0 .

Me residual variability is gotten in several steps. First the
variability residual on 13 y and (5 is

A

Ylikt E
Bj(E Yiik E Yijkt)

ijk ijkt j ik

ijk
7ijk Yijkt) " 't 7ijkt .

Secondly, an estimate of V is made by finding from Equ. (1) or
(2) the mean of the values

A

YI'k 3.3Y''k (3' Yk,

Yijkt Yijkt Yk 6t

Thirdly, estimates of are made by finding the mean of the
values

YYjk Yijk
A

Yuijkt Yijkt P

The residual variability as from equation (3) is then further
and finally reduced by

A

P E Y'ikt E ai .E Yijkt
ijkt 1- i jkt

A

Residua] var'ability on the effects of p , rows and columns
only (SANS DELTA & SANS GAMMA) is gotten by the formula familiar
in analysis of variance.

10/70 3
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EDI /COM

The Lest of significance for treatments without allowance for
carry-over is based un residual variability SANS NITA less
residual variaoility SANS DELTA & SANS GAMMA. The test with
allowance for carry-over is from residual variability on FULL
MArRIX less -chat on SANS GAMMA The test for carry-over is
from residual variability on FULL MATRIX ess that on SANS
DELTA.

It need only be added that there is incorporated a test on
whether the situation is underdetermined. The program counts
the number of different row patterns, multiples tMs number
by the number of columns, and checks whether the resu/t exceeds
the number of independent parameters to be estimated. In the
case of underdetermination, it refuses to analyze. A second
type of refusal arises if the simultaneous equations prove
insoluble, which may arise if the design is redundant. Finally,
if there is no residual freedom, the program will estimate the
parameters but declare F = 0.

4 10/70
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

Multivariate-Analysis oi VaTiance

MANOVA

OfEice of Data Analysis Research
Educational Testing Service (LTS)

Ellict M. Cramer, LiTS
Amended by: Charies C. Hall, ETS

FORTRAN II

IBM 360/65

Decks and listings presently available

Mr. Ernest Anastasio, Off. of Data Anal.
Research, Educational Testing Service,
Rosedale Road, Princeton, N.J. 08540
Tel.: (609) 921-9000 ext. 2552

MANOVA performs univariate and multivariate analyses of variance,
of covariance, and of regression. It is quite general and, ini-
tially at least, runs should be coordinated with the Office of
Computation Sciences through the contact person until the user
becomes familiar with the preparation of parameter cards involved.
It will perform univariate and multivariate analyses of variance
with complete factorial designs or incomplete designs, and with
or without covariates, discriminant analyses and canonical corre-
lations. An exact solution in either the orthogonal or nonor-
thogonal case is provided, and options include single- or multi-
ple-degree-of-freedom contrasts in the main effect or interactions,
transformation of variable, and orthogonal polynomial coLtrasts
with equally- or unequally-spaced points. Reanalyses may be done
with different criteria, covariates, contrasts and models.

Limitations include a total of 40 variables, no more than 100
ionvacant cells, and up to eight factors with a maximum of 20
levels in each. There is no limitation on the number of sub-
jects.
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REFERENCES

Bock, R.D., "rogramming Univariate and Multivariate Analysis of
VariaAce," Technolnetrics, 5, 95-117 (1963).

Clyde, D.J., Cramer, E.M., Sherin, R., Revised Manova Program
(The University of Miami Biometric Laboratory, Coral Gables,
Florida, 1967).

Graybill, F.A., An Introduction to Linear Statistical Models
(McGrawHill Book Co., Inc., New York, 1961) 223-253.

Morrison, D.F., Multivariate Statistical Methods (McGrnmHi11
Book Co., Inc., New York, 1967) 159-206.

Rao, C.R., Advanced Statistical Methods in Biometric Research
(John Wiley & Sons, Inc., New York,1952) 236-272.

Roy, S.N., Some Aspects of Multivariate Analysis (John Wiley &
Sons, Inc., New York, 1957) 76-86.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAML

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCATIONAL. INFORMATION NETWORK

000 OU6S

Factor Analysis by Direce "Oblimin"
Method

OBLIMIN

Educational Test ng Service (ETS)
Office of Data Analysis Research

Procedure due to:

Program due to:

Adaptation due to:

R. Jennrich, UCLA

R. Jennrich and
H. Harman, ETS

J. Barone, ETS

FORTRAN IV

IBM 360/65

Decks and listings presently available

Mr. Ernest Anastasio, Office of Data
Anal. Research, Eduational Testing
Service, Rosedale Road, Princeton, N.J.
08540
Tel.: (609) 921-9000 ext. 2552

FUNCTIONAL ABSTRACT

Factor analysis provides that the final solution be in terms of
either uncorrelated factors or correlated factors. Beginning
in the mid-1940's, foliwing the leadership of Thurs4.-one, there
was a trend toward the acceptance of oblique factors. This
trend has continued to the present day but, unfortunately,
efficient objective means for getting oblique "simple structure"
solitions have not generally been available even with modern
computers. In 1958, John B. Carroll introduced a whole class
of methods for oblique transformation to simple structure.
These have come to be known by the term "obLimin" (Rei. 1, pp.
324-326), since they involve oblique factors and the minimiza-
tion of a function. The oblimin criterion, which is to be
minimized, is given in normalized form by,

m n
1. B = n (v1,/h?)(v? /10

p<q=1 j=1 3 3q 3
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The v's in these expressions are the elements of the reference-
factor structure matrix, i.e., the correlations between the
original variables and the reference factors. Actually, what is g
desired is to 'lave the primary factor pattern exhibit the princi- ul

pies of simple structure, i.e., large values and near-zero values.
In the Thurstone school the "reference structure V" is sought
that exhibits the simple structure principles, and then the
primary factor pattern is obtained by multiplying the matrix V
by a diagonal matrix.

The foregoing indirect, and somewhat awkward, procedure has
recently been replaced by a direct approach (Ref. 2). Insteal
of working with the reference factors that are biorthogonal to
the primary factors, Jenn-ich and Sampson set up a criterion
for the direct determination of the primary factors that exhibit
the simple structure principles. That criterion may be put in
the form,

m --n n fl
2. F(A) = E E a2 ai E a E a

-0<q=1 1=1 jP Jr" n j=1 j=1 3c1

where A is the matrix of primary factor coefficients. Of course,
the loadings may be normalized by rows just as in equation 1.
An important difference is that the y in the indirect method
ranges between zero and one, while the S in equation 2 should
be zero or negative.

The object of OBLIMIN is to m]nimize equation 2. The criterion
employed is,

F. - F.
1-1 < c

0

where i is the iteration number. Tke output is an oblique factor
solution Satisfying the principles of simple structure, more or
less. When (S is equal to zero, the factors are most oblique.
For negative values of (S, the factors become less oblique as 6
gets smaller. The solution consists of the factor pattern, the
correlations among the factors, and the factor structure. At
the present time, the program is limited to n = 100 variables
and m 15 factors.

REFERENCES

Harman, H.H., Modern Factor Analysis, Second edition, revised,
(University of Chi,:ago Press, Chicago, Ill., 1967)

0
0 Jennrich, R.I., & Sampson, P.P., "Rotation for Simple Loadings,"

0 Psychometrika, IC66, 31, 313-323.
0
cyN
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DESCRIPTIVE TULE Unrestricted Maximum Likelihood Factor
Analysis

0 CALLING NAME UMLFA

INSTALLATION NAME Office of Data Analysis Research
Educational Testing Service

AUTHOR(S) AND
AFFILIATION(S) K. G. Jöreskog

Educational Testing Service

G. Gruvaeus
Educational lesting Service

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/65

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Mr. Ernest Anastasio, Office of Data
Anal. Research, Educational Testing
Service, Rosedale Road, Princeton,
New Jersey 08540
Tel.: (609) 921-9000 ext. 2552

FUNCTIONAL ABSTRACT

UMLFA performs a factor analysis of a'given correlation matrix.
"The factor loadings and the unique variances are estimated by
Lawley's method of maximum likelihood. The computational proce-
dure 6..makes use of the method of Fletcher and Powell for numer-
ical minimization of a function. Any number of factors can be
extracted, and each fact,,r is rotated, using Kaiser's varimax
method. The goodness of fit of the maximum likelihood solution
is tested by Lawley's chi-square test based on the likelihood
ratio technique."1

The program is able to handle up to 75 variables and 30 factors.
However, the input correlation matrix must be positive definite.

REFEPENCES

1. Jöreskog, K.G., "A Computer Program for Unrestricted Maximum
Likelihood Factor Analysis," Educ. Testing Service Res, Mem.

RM-66-20 (1966).
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DESCRIPTIVE TITLE Eao Constellation and Distance Analysis
0
0 CALLING NAME DISCRIM2
0
0

INSTALLATION NAME Michigan State University
Computer Institute for Social Science
Research

AUTHOR(S) AND
AFFILIATION(S)

Stuart Thomas
Computer 7,stitute for Social Science
Research
Michigan State University

LANGUAGE FORTRAN

COMPUTER CDC 3600

PROGRAM AVAFABILITY Decks and listings presently available

CONTACT Dr. Anders Johanson, Programming Supervisor,
Appl4cations Programming, Computer
Laboratory, Computer Center, Michigan
State University, East Lansing, Mich.
48823
Tel.: (517) 355-4684

FUNCTIONAL ABSTRACT

This program implements the method titled "Constellation and
Distance Analysis" when first published by C.R. Rao' and later
called "Kultiple Discriminant Analysis" when presented indepen-
dently by Bryan' and by Lubin. The method operates on a set
of variates measured on individuals in several groups. It
determines linear combinations of the variates, called discriminant
functions, which maximize the ratio of between-group variability
to pooled, within-group variability, producing the output listed
below. The user can have the progra:: handie data input or write
his own subroutine to read data and perform preliminary data
manipulations.

Output

1. Iat_Eplaiztisla
User comments
Number of groups and variables
Options selected

6/70
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2. Group Summaryj_tatistics

Identification
Number observations specified on group card
Mode of data input and input unit
Format statement (if data read by program rather than user)
First observation in the group (raw and transformed)
Variable means and variances
Variable intercorrelation matrix (optional)

3. Overall Data Summary

Overall means
Overall variances
Overall correlation matrix

4. Discriminant Function Information

Discriminant criterion
Percelt tl-ace accounted for by criterion
Rao's chi-square and degrees of freedom for the function
Function weights for raw data
Function weights for data adjusted to unit variances (optional)
Mean discriminant score for each group

5. Overall Discriminant Statistics

Group centroids in discriminant space (optional)
Intercentroid distance matrix (optional)
Back solution of discriminant equation (optional)

6. Discriminant Scores (optional)

Capacity

Number of variables must not exceed 30
Number of groups must not exceed 50
Number of observations in any given group must not exceed 9,999
Number of scores (if requested) must not exceed 10 per respondent

REFERENCES

1. Rao, C.R., Advanced Statistical Methods in Brometric Research
(John Wiley & Sons, Inc., New York, 1952) Ch. 9.

2. Bryan, J.G., "The Generalized Discriminant Function: Mathe-
matical Foundation and Computational Routine," Harvard
Educational Review, 21, 2, (1951), 90-95.
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DECRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

EDUGA1 IONAL INFORMATION NETWORK

000 00u8

Nonmetric Multidimensional Scaling

KRUSKAL

Office of Data Analysis Research
Educational Testing Service (ETS)

AUTHOR(S) AND Program ue to:
AFFILIATION(S)

Kruskal
R.F. Long
Bell Telephone

Laboratories

Modification due to: D. Kirk
Educational Testing

Service

LANGUAGE FORTRAN

COMPUTER IBM 360/65

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Mr. Ernest Anastasio, Office of Data
Analysis Research, Educational Testing
Service, Rosedale Road, Princeton,
N.J. 08540
Tel.: (609) 921-9000 ext. 2552

FUNCTIONAL ABSTRACT

The latest version oi the multidimensional scaling program
written by J.B. Kruskal of Bell Telephone Labs is available.
In addition to the improvements made from earlier versions,
a much faster sort has been incorporated into the program and
a multi-calculation facility using random starting configura-
tions within one machine run, has been made available. This
feature, in addition to being more efficient than the old
technique of punching cards for subsequent runs, increases
the chances of converging to a global minimum within one machine
run with the corresponding savings in time and cost.

A modification to the output was made so that normally only the
best of many possible configurations is printed. However, each
final configuration and even the individual iterations may be
printed (as was done in Kruskal's version) desired.

The prrgiam will handle 60 subjects scaled ii up to ten dimen-
sions. Calculations can be repeated up to 99 times on as many
as 1800 data values. co

continued
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REFERENCES

Kruskal, J.B., "Multidimensional Scaling by Optimizing Goodness
of Fit to a Nodmctric Hypothesis," Psycnometrika, 29,
pp. 1-27, (1964).

Kruskal, J.B., "Norimetric Multidimensional Scaling: A Numerical
Method," Psychometrika, 29, pp. 115-129, (1964).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTNOR(S) AND
AFFILIATION(S)

EDUGATIONAL INFOIIMAI ION NETWOH:c

000 0070

Multidimensional Scalogram Analysis

MSA-I

Office of Data Ana:lysis Research
Educational Testing Service

Procedure due to: L. Guttman
J Lingoes
University of Michigan

Program due to: J. Lingoes
University of Michigan

Adaptation due to: D. Kirk
Educational Testing

Service

Advisor on use: H. Harman
Educational Testing

Service

LANGUAGE MAP

COMPUTER IBM 360/65

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Mr. Ernest klastasio, Off. of
Data Anal, Research, Educational Test-
ing Service, Rosedale Road, Princeton,
N.J. 08540
Tel.: (609) 921-9000 ext. 2552

FUNCTIONAL ABSTRACT

MSA-I is a program to map types (individuals having the same
profile over a set of variables or items) onto an EuclideaL
space with minimum dimensionality. No assumptions are required
about the underlying distributions, the scaling properties of
the items, or their ordering. The only requirement is that the
categories of each item be mutually exclusive and exhaustive.
Types are represented as points in space, each item is a parti-
tion of the space, and each category is a region. All types
who fall in a given category of a particular item are constrained
to be closer to )oundavy markers of the .iame category than to
delimiters of otter categories of the sane item. The program
we have is a modification of the MSA-I package as distributed

convinued
C:73
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by Dr. Lingoes. An option or modification provide; additional
plots fol each category with the number inserted in the plots
correspwiding to the response to the item rather than the ID
number as in the distributed version.

References and some copies of the substantial literature related
to this problem are available through the contact person.

REFERENCE

Lingoes, J.C., "Multiple Scalogram Analysis--A Set-theoretic
Model for Analyzing Dichotomous Items," J. of Ed.
Psych. Meas., 23, pp. 501-524, (1963).

2
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) ALL)
AFFILIATION(S)

000 0071

Simulation Package for Univerity Research
and Training

SPURT

Vogelback Computing Center
Northwestern Unive,:sity

Gustave J. Rath
Department of Industrial Engineering and
Management Sciences

Martin Goldberg
Leonard Weiner

Northwestern University

LANGUAGE CDC FORTRAN IV

COMPUTER CDC 6400

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Lorraine Borman, EIN Technical Represent-
ative, Vogelback Computing Center, North-
western University, 2129 Sheridan Road,
Evanston, Ill. 60201
Tel.: (312) 492-3682

FUNCTIONAL ABSTRACT

SPURT is a comprehensive package of USASI Standard FORTRAN rou-
tines that are designed for use in simulation modelling. These
useful routines, ranging from simple to complex, enable the aver-
age FORTRAN programmer to employ simulation techniques without
having to learn Cle semantic and syntactic rules of a new pro-
gramming language.

The SPURT package is made up of six main parts.

I. CLOCK Generation--SPURT1

II. Stochastic Generators--SPURT2

III. Statistical Computations--SPURT3

IV. Analog Simulators--SPURT4

V. List-Processing and Queue-Manip4lation--SPUBT5

VI. Matrix and Graphical Output--SPURT6

2/70
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The following if a li ting and brief discussion of the various sub-
routines contaiaed in each of the six SPURT parts.

CLOCK Generation---SPURT1: to implement liscrete-time sJ.mulation
models; to cause events to occur in the proper time sequence

The CLOCK subroutine consists bas:ftally of two lists:

Ma3ter Time List--contains events scheduled to happen in the
future

Master Tine Queue--contains events that could nIt take place
at the time when they were scheduled to and, therefore, have
been rescheduled; i.e., they have been blocked aad are wait-
ing in a queue.

Events can be stored on either list.

CLOCK recognizes two basic kinds of events:

Exogenous--those that are external to the user's routine;
these are read from Data Cards by the CLOCK

Endogenous--those that are internal to the u!'er's routine;
these are generated dynamically and then are maintained by
the CLOCK

Stochastic Generators--SPURT2: to generato samples from various
probability distributions and to calculate sample values

Subroutine Usage

STOGN1 Permits sampling from a discrete empirical pmobabil-
ity distribution defined by the user

Enables the user to approximate a continuous distri-
bution by means of a piecewise linear distribution

Permits the user to sample real values from a uniform
distribution in a defined interval

Provides a uniform distribution of integers in a d
fined interval

STOGN2

UNIFRM

RANDIN

NORMAL Allows the user to obtain a random sample from a n(r-
mal distribution with given mean and standard deviation

NEGEXP Permits the user to obtain a random sample from the
negative e%ponential distribution

POISSN Ptovides the user with a random sample from the Poisson
distribution

continued
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ERLANG Provides a random sample from the Erlang distribut:or
0

DISCRT Permits sampling from a step functior describing a
discrete cumulative distribution of integer values

0
LINEAR Provides the user with a random sample from a cumula-

tive distribution that obtained by lin( ar interpo-
lation in a nonequidistant table of real values

DRAW P'ovides a boolean value of TRUE or FALSE

RANPER Generates a uniformly distributed, random permutation
of the integers 1, 2, , M

Statistical Computltions--SPURT3: to calculate statistical param-
eters and histograms of data arrays

Subroutine Usage

STIX1 Three interrelated subroutines to accumulate and print
STIX2 out a frequency table and to produce a CalComp plot of
STIX3 a normalized histogram of the table

STIX4 Evaluates the mean, standard deviation, maximum value,
and minimum value of ar array of real numbers

STIX5 Evaluates the correlation coefficient between two
arrays of real numbers

STIX6

STIX7

Ranks an array of real numbers and produces the me-
dian and range of the data within the array

Produces a statistical description of the data found
in an array, including the sample size, mean, stand-
ard deviation, standard error, minimum and maximum
values, range, and a printed histogram plot

Analog Simulators--SPURN: to enable the simulation of analog-
computer probleAs on a digital computer

Subroutine Usage

ANALOG These two subroutines make it possible to obtain
SECND output similar to a hybrid computer

2/70
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List-Procw,sing and Queue-ManipulationSPURT': lists are mXn ar-

rays; entries in lists are mX1 arrays,
CD
CD0

Subroutine Usage

ADFIFO Adds an entry at the bottom of the list; it can be 1:3'

removeL only after all the elements presently on the
list are gone (builds first-in last-out list)

ADLIFO Adds an entry at the top of the list; it will be
removed before any other entry presently on the list
(builds last-in first-out list)

REMOVE Removes the top (or first) entry from a list

PURGE Destroys the contents of a list

DISPL Prints the contents of a list

Additional subroutines in SPURT5 provide the capability to rank
lists and to delete or to insert entries into lists.

Matrix and Graphical Output--SPURT6: output is facilitated through
printing and graphical output

Subroutine Usage

OUT Prints out a square matrix with column and row head-
ings

NSOUT Prints out a nonsquare matrix with column and row
headings

GRAPH Produces two-dimensional graphs of plots using a
CalComp plotter

REFERENCES

1. Rath, G.J., "Description of the Simulation Package for Univer-
sity Research and Teaching," Northwestern Univ. Vogelback Comput-
ing Ctr., SPURT, Rev. E (1968; unpublished).
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DESCRIPTIVE TITLE Equipercentile Equating Program0

CALLING NAME SCORMACH0
0 INSTALLATION NAME Wharton ComputationaJ Services

University of Pennsylvania

AUTHOR(S) AND Daniel Ashler, Director
AFFILIATION(S) Wharton Computational Services

University of Pennsylvania

LANGUAGE FORTRAN IV

COMPUTER IBM System 360/75

PROGRAM AVAILABILITY Proprietary; usage permitted but program
deck or listing not available

CONTACT Daniel Ashler, Wharton Computational
Services, University of Pennsylvania,
Philadelphia, Pa. 19104
Tel: (215) 594-6422

FUNCTIONAL ABSTRACT

SCORMACH uses the equipercentile equating method to obtain "com-
parable" scores (having identical means, standard deviations,
and distributions) for several forms of a given test or for
different tests. A given score on one test is considered com-
parable to a given score on anothel if, in the two (not neces-
sarily distinct) group3 of examinees, the same proportions
attain less than the respective given scores--1.e., if a score
on one test has the same percentile rank as its comparable
score on the other test.

The principal output is a table for each pair of tests by which,
given a regressed equipercentile score on either test, ()Le can
determine the correspondinc; regressed equipercentile score on
the other. If desired, the same information may also be had in
the form of a graph produced on a CalComp plotter. Other tables
and graphs allow comparisons of raw scores with raw scrves, raw
scores with regressed scores, etc.

The scores that are of interest here are the examinees' "true
scores" on each respective test. Althoue true scores cannot
be observed directly, the characteristics of the distribution

8/71
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of true scores for a given test can be estimated. This estima-
tion, resulting in "regressed" scores, is made by modifying the
value of each observed score in accordance with the reliability
coefficient of the test.' One technique for equating scores is
to plot points that correspond to pairs of comparable regressed
scores on rectangular coordinates. A smooth curve is drawn
through the points; pairs of equated scores are read from this
curve. In addition to equating scores, the program predicts
scores on one test from raw scores on the other. The predicted
score is the regressed score that has the same percentile rank
as the predictor raw score on the other test.

The program accepts a set of rF-1 scores and a coefficient of re-
liability for each of two or more tests. (There is no limit to
the number of tests to be equated in a single run.) The scores
of the first test (anchor test) entered as input are equated
with the scores of each subsequent test, one test at a time, by
the equipercentile method described above.

The comparability of the scores of different forms (or tests) is
specific to the type of groups used in obtaining them. A group
that is both representative (of the population of examinees for
whom the tests are intended) and large (at least 500 examinees)
should be used. Preferably, the same examinees should take all
tests to be equated (Ref. 1, p. 758). Although the value of the
results is enhanced when all tests are taken by the same examinees
and by an equal number of examinees, the program does not require
that these conditions be met.

REFERENCES

1. Flanagan, J.C., "Units, Scores, and Norms," in Educational
Measurement, E.F. Lindquist, Ed. (American Council on
Education, Washington D.C., 1951), pp. 752-760.
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DESCRIPTIVE TITLE Multiple Scalogram Analysis

CALLING NAME MSA

INSTALLATION NAME Office of Computational Sciences
Educational Testing Service

AUTHOR(S) AND
AFFIL1ATION(S)

Procedure due to: L. Guttman
J. Lingoes
University of Michigan

Program due to: J. Lingoes
University of Michigan

Adaptation due to: D. Kirk
Educational Testing

Service

Advisor on use: H. Harman
Educational Testing

Service

LANGUAGE MAP

COMPUTER IBM 360/65

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Mr. Ernest Anastasio, Office of Data
Analysis Research, Educational Testing
Service, Rosedale Road, Princeton,
N.J. 08540
Tel.: (609) 921-D000 ext. 2552

FUNCTIONAL ABSTRACT

This program performs a multiple scalogram analysis using the
method of James Lingoes'. Do not confuse this with Guttman-
Lingoes Multidimensional scalogram analysis which is available
under the name of MSA-I (EIN Abstract 000 0070).

REFERENCES

1. Lingoes, J.C., "A Set-Theoretic Model for Analyzing Dichoto-
mous Items," J. of Ed. Psych. Meas., 23, pp. 501-524, (1963).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LDUCA-1 IONAL INFORMAOGN NLiANORK
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Nonmuiric Multidimensional Scaling

Subroutine KRUSCAL

Michigan State University
Computer Laboratory

Alan M. Lesgold
Computer Institute for Social Science
Research
Michigan State University

LANGUAGE FORTRAN or COMPASS

COMPUTER CDC 3600

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Dr. Anders Johanson, Programming Supervisor
Applications Programming, Computer
Laboratory, Computer Center, Michigan
State University, East Lansing, Mich.
48823
Tel.: (517) 355-4684

FUNCTIONAL ABSTRACT

KRUSCAL is an implementation of J.B. Kruskal's recently published'
numerical method for multidimensional scaling by optimizing
goodness of fit to a nonmetric hypothesis2. Given a matrix of
similarities or dissimilarities between n variables, the routine
outputs a configuration of n points in a specified number of
dimensions such that the distance between any two points is a
monotone function of the dissimilarity of the two variables cor-
responding to those two point7.

General Description of Input

KRUSCAL will accept as input any matrix or halfmatrix (below
major diagonal) with or without the major diagonal, of similari-
ties or dissimilarities, including, among others, correlation
coefficients, confusion probabilities, intLraction rates among
grou?s, etc. This matrix need not be symmetric, and the program
allows for missing data; interpoint distances corresponding to
missing data va..ues du not contribute to the stress.

10/70
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General Description of Uutput

The output consists of thlee sections for the two-dimensional
case and tun sections for other dimensionalities. In every
case, a history of computation is printed, showing for each
iteration' the following information.

STRESS = Normalized stress achieved 2 STRESS.
SRAT = The rate of stress improvement STRESS.1-1

SRATAV = Weighted average of SRAT

= SRAT.V x SRATAV. 2106

1 1-1

CAGRGL = Cosine of angle between gradient and previous gradient1

COSAV = Weighted average of CAGRGL

= (3/3)CAGRGL1 + (2/3)COSAV1_1

ACSAV = Weighted average of the magnitude of CAGRGL, computeq
in the same manner as COSAV

SFGR = Scale factor of gradient, [same as Kruskal's mag(g)]'

STEP = Step sizel

Also, in every case, the final number of dimensions is printed.
There is an option for printing the interpoint distances in
each anal configuration, and an option for punching the final
configuration onto cards (see description of option cards).

In the two-dimensional case, the final configuration is also
plotted (on the line printer, not on the plotter).

REFERENCES

1. Kruskal, J., "Nonmetric Multidimensional Scaling: A Numerical
Method", Psychometrika, 29, pp. 115-129, (June, 1964).

2. Kruskal, J., "Multidimensional Scaling by Optimizing Goodness
of Fit to a Nonmetric Hypothesis," Psychometrika, 29,
pp. 1-28, (March, 1964).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0076

Algorithms for Analysis of Variance and
Covariance of Incomplete Block and
Lattice Designs

GAVIAL

Iowa State University Computation Center

K.E. Merritt
Statistical Laboratory
Iowa State University

FORTRAN IV

IBM 360/65

Decks and listings presently available

Dr. William J. Kennedy, Head,
Statistical Numerical Analysis and Data
Processing Section, Statistical Labora-
tory, Iowa State University, Ares, Iowa
50010
Tel.: (515) 294-2260

FUNCTIONAL ABSTRACT

GAVIAL calculates analysis of variance and covariance for a wide
variety of statistical problems occurring in the class of incom-
plete block designs. These include the classes of lattice
design.

An algorithm, first proposed by Shahl, is utilized to solve in-
directly the let of reduced normal equations of treatment effects
denoted by AT = Q, where the matrix A is (v X v) of rank v-1,
and v < 200 is the number of treatments in the design. Special
propeifies of partially balanced incomplete block designs are
exploited to obtain least squares estimates of treatment effects
by solving a smaller set of equations denoted by 12 = Lo where
D is (m X m), and m is the number of distinct associate classes
in the design. This method geherally results in greater accuracy
of estimation and increases the capability for solving larger
problems.

GAVIAL utilizes a scan subroutine that simplifies, and for the
most part minimizes, the effort required to specify problems
to be analyzed. No particular statistical knowledge is required

8/70
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to use GAVIAL. Generally, a user only needs to know how many
treatments or entries, plots, blocks, etc. are present in his
experimental design.

REFERENCES

1. Shah, B.V., "A Generalization of Pertially Balanced Im.;om-
plete Block Designs," Annals of Math. Stat., 30, pp. 1041
1050, (1959).
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT
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An Algorithm for the Optimization of a
Quadratic Form Subject to Linear
Restraints

ZORILLA

Iowa State University Computation Center

D.J. Soults
J.J. Zrubeck
V.A. Sposito

Statistical Laboratory
Iowa State University

FORTRAN IV

IBM 360/65

Decks and listings presently available

Dr. William J. Kennedy, Head,
Statistical Numerical Analysis and
Data Processing Section, Statistical
Laboratory, Iowa State University,
Ames, Iowa 50010
Tel.: (515) 2'94-2260

FUNCTIONAL ABSTRACT

ZORILLA will solve quadratic programming problems on the IBM 360

system. The program is composed of a number of subprograms;
each is called by a procedure control card. The sequence of
control cards defines the solution' procedure.

A manual' is available to inform the user about the correct
formuip&ti.on for optimizing a quadratic form subject to linear
restrictions, and to provide the user with a detailed explana-
tion of how to use the program (order of data deck, key punch-
ing format, control cards, etc.).

The program can be used to minimize numerical problems. Keyword
commands such as SCAN or MODEL serve as an aid in finding in-
valid input data or an incorrectly specified model. The program

can scale poorly defined problems upon the use of the SCALE

agendum card.

8/70
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"z:ORILLA will find the values fcr x1 ,x2,...,xr which optimize

f(x) = p'x 1/2 VCx

subject to the conditions that

Ax <

x > 0

where p, C, A contain specified constants. The function f(x)
will be referred to as the function which we are optimi%ing.
C must be an n X n symmetric matrix. [Any quadratic fo:m x'Bx

may be expressed by a symmetric matrix x'( B+B'
)x = 1/2 x'Cx where

C = (B+B').] It is aiso necessary for C to be a positive (or
negative) semi-definite matrix when the objective function f(x)
is required to be concave (or convex) in the maximization (or
minimization) case.

The program requires a simplex tableau input in the form

n 1

n n = number of variables

m A bJ m = number of restrictions.

The identity matrix need not be entered explicitly into the
matrix. It is generated by the program.

The simplex method is utilized for transformation. The pror dure
for choosing the incoming and outgoing vectors is the proced
developed by Van de Panne and Whinston2. The method of trans
forming and updating vectors is the product form of the inverse
based on the revised simplex method.

REFERENCES

1. Soults, D.J., Zrubeck, J.J., and Sposito, V.A., Stat. Num.
Anal. and vata Process. Series, No. 9: ZORILLA Referenc2.
Manual, (Statistical Laboratory, Iowa State University,
Ames, Towa, 1969). Available f:om the Statistical Laboratory
at a cost of $0.75.

2. Van de Panne, C., and Whinston, A., "Simplicial Methods for
Quadratic Programming," Naval Research Logistics Quarterly,
11, pp. 273-302, (1964).
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A Regression Model Building System

MOUFLON

Iowa State University Computation Center

Bonnie L. Hanson
Statistical Laboratory
Iowa State University

FORTRAN IV

IBM 360/65

Decks and listings presently available

Dr. William J. Kennedy, Head,
Statistical Numerical Analysis and
Data Processing Section, Statistical
Laboratory, Iowa State University,
Ames, Iowa 50010
Tel.: (515) 294-2260

FUNCTIONAL ABSTRACT

MOUFLON provides fast and economical use of computational methods
for model building in multiple linear regression. The basic
model used is

yi (30xio 132x1.2
+ a

k
x
ik

+ e

i = 1,2, ... ,n

where xii's are fixed, yi's are observed values, ano ei's are
assumed to be independent N(0,a2). The values xiL 1,_i = 1,

,n, are usually used. If we substitute $0 = y 01x,
fik4 into the original model, the result is

yi y = 01 + + 0k(xik + ei

or

Y1 = 01x11 + +
k

0 x! + e. ,

which is called the reduced model. The usual procedure solves
the reduced normal equations associated with the above model
and obtains the constant term by means of the relation

8/70
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^
= y

1 1 k
x-k

It may be helpful to note that the coefficient matrix corres-
ponding to the rAuced normal equations is in fact the matrix
of corrected sums of squares and cross products. This coeffi-
cient matrix will be called X'X in the future. The following
notation is used throughout.

k = total number o independent variables available for
inclusion in the regression,

p = number of variables currently ircluded in the regression,

RSS = residual sum of squares associated with a pvariate
regression

RMS = residual mean sqaure,

REGSS = sum of squares due to regression,

REGMS = regression mean square,

= reduction in REGSS when ith variable is removed from
the regression Oi is the estimator of ed and cii is
the ith diagonal element of (X'X)-1

Methods

Four methods are available for selecting the optimal -regression.

Hocking and LIslie's Use of the Cp Statistic

Hocking and Leslie's procedurel is based on earlier work done by
C.L. Mallows.2'3 Mallows suggested that the selection of a

'good' subset of independent variables in a multiple linear
regression be based on the standardized total squared error.
He developed the C statistic as an estimate of this quantity.

C =

where a2 is the residual mean square obtained by fitting the
full model and is used as an estimate of a2. Mallows showed
that models wit'l small bias tend to have Cp's almost equal to
p, and he defincd these to be 'good' models. Thus, a graph of
Cp yersus p will show which of the subsets of independent
variates are 'good'. However, this method requires the compu-

tation of all regressions.

(n 2p)

continued
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Hocking and Leslie developed an efficient procedure to find the

0 'best' (in terms of minimum residual sum of squares) subset or
subsets of independent variates. Their approach to the problem0
is concerned with which subset of r variates, r = k p, should
be removed from the regression. It is necessary to note that a
minimum reduction in the isgression sum of squares due to re-
moving a set of r variables implies that the associated pvariate
regression has minimum residual sum of squares. Hocking and
Leslie state that an equivalent form of the C statistic is

Rad
C = + (2p k)p A2

a

where Red is the reduction in regression sum of squares due to
removing a set of r variables, where r = k p.

The above equations relate to the reduced model

a2x2 130k e

where 81 is the constant term. After adjustment for the notation
and model used by the program, the Cp statistic is represented as

Red
C = + (2p k + 1).
p

The first step of Hocking and Leslie's procedure is to compute
the k univariate reductions, 9i (i.e. Oi = reduction due to re-
moving the ith variate) and to rank them so that el < 02 <
Ok At the same time the variables are relabeled according to
the order on the Oi's. Thus, the removal of the first variable
(according to the above labeling) leaves the subset of size
k 1 with minimum residual sum of squares among the set of
possible subsets of size k - 1.

Hocking and Leslie's procedure is based on the following property.

If the reduction in the regression sum of squares
due to eliminating azy set of variables for which
j is the maximum subscript is not greater than
e. then no subset including any variables withj+
subscripts greater than j can result in a smaller
reduction.

The sequential procedure for a given p = 1, k 2 (which
determine r = 2, ..., k 1) is as follows.

8/70 3
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Stetlj Compute the reduction R due to removing variaDies
1,2,...,r (according to above labeling). If R < Or+j, procedure
terminates antl regression consisting of variables r 1,...,k
is taken to be the 'best' pvariate model. If R > 01-4.1, go to

Step 2.

Step 2 Include variable r + 1 in the set of variates which are
candidates for removal. Then compute Teductions for all subsets
of size r which include variate r + 1. Find the smallest of all
reductions calculated so far (the reduction found in Step 1 is
included in the set). If the minimum reduction is not larger
than er+2, the procedure terminates and the pvariate set
corresponding to the minimum reduction is taken to be the 'best'

regression of size p. If the minimum reduction exceeds er+2,
go to Step 3.

Step 3 Add variable r + 2 to the set of variates which are
can i ates for removal. Compute the reductions for all subses
of size r which include variate r + 2. Find the smallest of
all reductions calculated so far (the reductions found in Steps
1 and 2 are included in the set). If the minimum reduction
is not larger than Or+3, the procedure terminates.and the p
variate 3et corresponding to the minimum reduction is taken to
be the 'best' regression of size p. If the minimum reduction
exceeds Or+3, go to Step 4.

The procedure continues through as many steps as are necessary
to find the subset with minimum residual sum of squares. After
the 'best' subset of size p has been found the value of p is
decreased by 1 (r increased by 1) and the procedure is executed
once again to find the 'best' subset of size p 1. Once the
'best' subset of size p' (specified by user) is found, the
procedure terminates.

Forward Selection

This method' assumes the user has a predetermined order for his
independent variate. The variates with highest degree of
'importance' for inclusion in the model must be placed first
in the ordering and followed by those of lesser importance'.

Often, the user will have a basic set of r, 1 < r < k, inde-
pendent variates which are always needed to pridia values of
the dependent variable y, and a set of k r vaxiates which
might be of value in the prediction equation. He thus wishes

478
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00 to fini out which of the sot of k r variates should be used
to predict y. The forward selection procedure begins with tho
basic set of r variates and procLe b to test each successive
variate by means of the following sequential procedure.

cD
Step i Test H : 01.4.1 = 0

1

Acceptance implies procedure terminates and the basic set of r
variates is used to predict y, Rejection implies procedure con-
tinues to Step 2 and the basic set of r variates plus variable
r + 1 are included in the model.

Step 2 Test H2 :

Acceptance implies procedure terminates and variates x1,x2,...,
xr+1 are used to predict y. Rejection implies procedure con-
tinues to Step 3 and variates x1,x2,...,x1.4.1,xr+2 are used to
predict y.

Step 3 Test H3 :

The basic test of Hi : $r+i = 0 is to reject if u > Fa where
A

e/c.
u

RMS

F
a

is specified by the user.

Sequential Deletion

This procedure assumes as in Forward Selection" that the inde-
pendent variates' order begins with the 'most important' and
ends with the 'least important'. Again, the user specifies a
basic set r, 1 < r < k, of independent variables needed to pre-
dict values of7. The sequential deletion procedure begins
with the full k-variate model and tests each preceding variate
by means of the following sequential procedure.

Steal Test Ho : Ok = 0
Rejection implies procedure terminates and all k independent
variables are used to predict y. Acceptance implies procedure
continues to Step 2 and the kth variate is removed from the

model.

Step 2 Test HI : Ok.1 = 0
Rejection implies procedure terminates and xi,x2,...,xr+1 are
used to predict y. Acceptance implies procedure continues to
Step 3 and the (k-1)st variate is removed from the model.

continued
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Stcj3 Test H2 : (3k-2 = 0

Step k r Test Hk-r-1 : 6r+1 = 0
Rejection implies procedure terminates and xi,x2,...,x1.4.1 are
used to predict y. Acceptance implies procedure terminates but
xr+1 is removed from the model and only xi,x2,...,xr are used to
predict y. -Again the test of Hk-i $i = 0 is to reject if
u > F

a
where

Fa is specified by the user.

Stepwise Regression

Before we look at the stepwise procedure' let us consider a
general case. First, let Xi denote the set of variates
X19...,Xp which are currently in the model and let X2 denote
the set of variates

Next, define the sample partial correlation coefficient of the
dependent variable y and one of the independent variates from
the set X2, (say Xp+i), to be the simple correlation coefficient
of y* and y* is the set of residuals resulting from the
regression of y on xl, X2)...9xp and xt+i is the set of residuals
resulting from the regression of xn.1.1 bn xi,x2,...,xn. Let the
sample partial correlation coefficient of y and 1

x
4.
.The denotedP

by rp+i.

Now consider the case of transferring one of the variates,
from set X2 to set X1 , (i.e. including xp+j in the regressibn'
equation). Let RSSp+j denote thA residual sum of squares for
the regression of y on xi,x2,...,xp,xp+j. Note that the value
of j can be 1,2,...,k-p.

Let xp+i be 'the' variable transferred to the set X where
satisfies

RSSp+i < RSSI)+5 j =

This is equivalent to

r
+1

2 > r 2
j = 1 2 ... p

p p+)

since it can be shown that

. = RSS (1 -RSSpi.j p+J
continued
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Thus, the selection of the largest ri2).i.j for j
CD

minimizes RSS.t.

CD

0 Now consider the case of transferring one of the independent
variables K' from the set XI to the set X2 (i.e. removing it
from the regression). Let RSEA denote the residual sum of
squares for the regression of 5r on xi,x2,...,xj_i,xj+1,. .,xp.
It can be shown that

It

f3

RSS. = RSS + 1
p c..

3)

Let xi be 'the' variable transferred to the set X2 where i
satisfies

or

A A

a? a.
2

1
<

.C.. C..
.11 , 33

(q)i < (-q)i

= 102,...

=

(t2).
where el RMS . Thus, the selection of the smallest
(t2c)j for j = 1,2,...,p minimizes RSSj,

The above considerations give way to the stepwise regression
procedure, which consists of two alternating steps and examina-
tion of termination criteria after each step. The procedure
terminates when any one of the following criteria is encountered.

1. There is no variable to enter and no variable to remove.

2. The procedure dictates that'the same variable be entered
and removed successively. This can be corrected by chang-
ing the F levels if the user so wishes.

3. The total number of steps executed reaches the maximum
number of steps specified by the user.

The procedure begins with Ste l and no variables entered in
the model.

8/70 7
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Step I Enter variable i into thc regression if i satisfies

(n-p-2)1.2 .

r
2 > r 2

- j = 1,2,...,k-p and (e) .

P+1 P4-.1 c p+1 (1-q+i)
in

where Fin is the F level to enter a variable and is specified
by the user.

The termination criteria are now checked. If any one of the
three criteria is satisfied, the program stops computations.
If none of the criteria are satisfied, the program continues
to Step 2.

Step 2 Remove variable i from the regression if i satisfies

(t2). < (t2). j = 1,2,..,p and (q)i.
<ci cj . Fout '

where Fout is the F level to remove a variable and is specified
by the user.

The termination criteria are now checked. If any one of the
three criteria are satisfied, the program stops. If none of
the criteria are satisfied, the program returns to Step 1.

REFERENCES

I. Hocking, R.R., and Leslie, R.N., "Selection of the Best Sub-
set n Regression Analysis," Technometrics, 9, 1967, pp 531
540.

2. Mallows, C.L., Choosing Variables in a Linear Regression:
a Graphical Aid. Paper presented at the Cent. Reg. Meeting
of the Inst. of Math, Stat., Manhattan, Kansas, 1964.

3. Mallows, C.L., Choosing a Subset Regression. Paper presented
at the Joint Stat. Meeting, Los Angeles, Cal. 1966.

4. Larson, H.J., Sequential Model Building for Prediction in
Regression Analysis, unpublished Ph.D. thesis, (Iowa State
University Library, Ames, Iowa, 1960).

S. Hemmerle, W.J., Statistical Computations on a Digital
Computer, (Blaisdell Publishing Company, a Division of
Ginn and Company, Waltham, Mass., 1967).
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the Statistical Laboratory at a cost of $0.75.
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DESCRIPTIVE TITLE FURN1VAL Regression Screen
cp

CALLING NAME FURNIVAL
CD
CD

INSTALLATION NAME Iowa State University Computation Center

AUTHOR(S) AND
AFFILIATION(S) Van D. Nelson, Numerical Analysis and

Programming Section, Statistical Labora-
tory, Ames, Ia. 50010

LANGUAGE FORTRAN II

COMPUTER IBM System 360/65

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Dr. Clair Maple, Director, Computation Ctr.,

Iowa State University, Ames, Ia. 50010
Tel.: (515) 294-3402

FUNCTIONAL ABSTRACT

Investigators often want to select from a large group of indepen-
dent variables a smaller number to be used as predictors in a re-
gression equation. One possible mthod is to compute regressions
on all possible combinations of the variables, However, the total

number of possible regressions can become very large. The purpose

of this program is to reduce the number of regressions computed to
those combinations of variables meeting one or more of four con-

straints.

Variables may be fixed or forced to appear in every regression,
reducing the number of regressions to those combinations of var-
iables containing the fixed variables. For example, consider the
five variables 1,2,3,4, and 5,in which i and 3 are to be fixed.

Then only those combinations using both 1 and 3 are computed; for

instance, the combinations (1,3), (1,3,2), and (1,3,2,5) will have
regressions computed, but the combinations (2,4,5), (1,2,4), and
(305) will not, because both 1 and 3 ate-not present. Also, the

maximum number of variables appearing in any regression may be
limited to any number less than the total number of variables.

In addition, variables may be placed in sets such that, if one var-

iable in a set appears, all variables in that set will appear. In
other words, either the entire set of variables or none of the var-

continued
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iables in the set is present. For example, let the number of var-
iables be 5, and let variables 1 and 2 be in set A, variable 3 be
in set B, and variables 4 and 5 be in set C. Then regressions
would be computed for (3), (1,2), (1,2,5), and (1,2,4,5) but not co

for (1), (1,3), (3,4), or (2,3,4). Essentially, the program treats
a set of variables as a single variable, and instead of using com-
binations of variables it computes regressions on all combinations
of sets.

Variables or sets of variables may also be placed in groups such
that,if one member of the group is present in a regression, no
other member of that group will be present. For example, using
the same sets A, B, and C above, regressions would be computed for
(1), (2), (1,3), (1,4), and (2,3,5). Regressionsmould not be com-
puted on (1,2), (1,2,4), or (1,3,4,5). Either no member or only
one member of a group can be present. The same conditions would
hold if 1,2,3,4, and 5 represented sets instead of variOles.

Computed for each regression are (1) the coefficient of colin-
earity (the determinant of the gross-moments matrix for the inde-
pendent variables, scaled by dividing by the logical product of
the elements in its main diagonal), used as a measure of the de-
gree of associated among the independent variables, including the
dummy variables or constants, and (2) the coefficient of determin-
ation (R square), computed conventionally from the formula R2 sl

1-(SSR/SSY), where SSR is the sum of squared residuals and SSY is
the sum of squares about the mean of the dependent variable.

REFERENCES

Nelson, Van D., User ManualFURNIVAL Regression Screen, Statistical
Lab., Ames, Ia. (1968). Available from the BIN office for the
cost of duplication and mailing.
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DESCRIPTIVE TITLE Minres Method of Factor Analysis
00

CALLING NAME MINRES

INSTALLATION NAME Office of Data Analysis Research
Educational Testing Service (ETS)

AUTHOR(S) AND Program due to: H. Harman, ETS
AFFILIATION(S)

W. Jones, National
Security Agency

Y. Fukuda, TRW
Systems, Inc.

Adaptation due to: J. Barone, ETS

LANGUAGE . FORTRAN IV

COMPUTER IBM 360/65

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Mr. Ernest Anastasio, Office of Data
Analysis Research, Educational Testing
Service, Rosedale Road, Princeton,
New Jersey 08540
Tel.: (609) 921-9000 ext. 2552

FUNCTIONAL ABSTRACT

The word "minres" is a contraction of "minimum residuals," and
designates a method of factor analysis involving the minimiza-
tion of off-diagonal residuals of a correlation matrix. Such a
method, which has long been sought, has many features that
recommend it for initial factorization of a correlation matrix.
While the objective of the principal-factor method is to extract
maximum variance, the objective of the minres method is to
"best" reproduce the observed correlations. The latter objec-
tive can be traced to Thurstone, "The object of a factor prob-
lem is to account for the tests, or their intercorrelations, in
terms of a small number of derived variables, the smallest possi-
ble number that is consistent with acceptable residual errors"
(Ref. 1, p. 61). This problem has been resolved (Ref. 2, Chap. 9)
by minimizing the residual correlations (i.e., the differences
between the observed values and those reproduced from the factor-
analysis =del).

The basic factor-analysis model may be put in the form

1. zj = + ai2F2 + "'+ ajmFm + (j =

12/70 1
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in which the common factor loadings in the matrix A = (ain) are
the only parameters totbe estimated. However such a solution is
obtained, the matrix R of reproduced correlations with communali-
ties in the principal diagonal is given by (Ref. 2, p. 28),

2. R
t

AA',

where uncorre1ated factors are assumed without loss of generality.
The condition for a least-squares best fit to the off-diagonal
correlations may be expressed as follows.

n n-1
3. f(A) = E En r Eaa = min

k=j+1 j=1 jk jp kp

The objective function in (3) is to be minimized under the con-
straints.

4. h2 = E a2 < 1 (j=1,2,',n) .

p=1 31)

Thus, the object of the minres method is to minimize the function
f(A) for a specified number of factors m by varying the values of
the factor loadings. The communalities (restricted to numbers be-
tween 0 and 1) are obtained as a byproduct of the method.

The basic mathematical method employed in the computer program in-
volves the Gauss-Seidel process whereby successive displacements
are introduced in only one row of A at a time, making the objective
function f(A) quadratic. The mathematical technique for minimiz-
ing a quadratic-functions subject to side conditions involving
inequalities is extremely difficult. However, the inequalities
can be removed from the problem at hand, so that it can be made
tractable (Ref. 2, p. 192).

The computation of factor loadings is continued until the follow-
ing criterion is met,

max
5. j/P 1(irj10 (il)ajP1 < (j = 126**,11; P 12.64,m)

when i is the iteration number and e is preset; or until some maxi-
mum number of iterations is reached.

The test statistic, Um (Ref. 2, p. 197), for testing the signifi-
cance of m factors is'calculated at the conclusion of the program.
This is asymptotically dustributed as X2 with 11[(n m)2 n m]

degrees of freedom, where n is the numkor of variables.
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The computer output includes: (1) input parameters and corre161-
tion matrix; (2) initial factor matrix (m principal components;
alternative is a principal-factor solution dependent on some com-
munality input); (3) minres so.lution, along with derived commun-
alities; (4) value of the objective function f(A) for this solu-

tion; (5) matrix of residual correlations; (6) frequency dis-
tribution of the residuals; (7) frequency distribution of the
differences in factor loadings between the final iteration and
the preceding one; (8) test of significance for th,.? number of
common factors; and (9) time for all the preceding calculations.

REFERENCES

Thurstone, L.L., Multiple-Factor Analysis (Untversity of Chicago
Press, Chicago, Ill. 1947).

Harman, H.H.t Modern Factor Analysis, Second Edition RevisPd,
(University of Chicago, Ill., 1967).
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Analysis of Contingency Tables
(ACT version 1 00)

G9 MSU ACT

Michigan State University
Computer Institute for Social Science
Research

A.M. Lesgold
F.M. Sim

Widmayer
Computer Institute
Reseaich
Michigan State, University

FORTRAN and COMPASS

CDC 3600

Decks .and listing

Mr. Anders Johanson,. PrOgramming
visor, Applicaiions 'Programming,
Computer laboratory, Computer Center
Michigan'State Jrliversity, liast
Lansing, Mich. 48823

(517) 355-4684

for Social Science

, FUNCTIONAL ABSTRACT

This program forms bivariate frequency distributions frOm ()est!
nated pairs of variables on decks of, punche4 cards or, a' magnet c
,tape. Other terms for bivariate frqUency distriliUtions include
"cross - tabulations" °cross -runs" o "two -waY re040/4$"'

,

tingencY tables", br merelY "tables",f

The program maY fil$0 perforM anY combination of the p1lotng
operations on designated tables: row aid/or c01141n-Meana #114
standard deviations; Percentages of each cell eli the aeaoriated
row column and/or table totals; theorWcal fTeitttelicies; cell
contributions to table chi-AqUare 444 degrees a ftee44111; eon
tingency coefficient; tau; gamma, proauct-moment Orrelation,
coefficient; and Kruskal-Wallis H. Results are printed with
appropriate labeling of variables Arid types of cAlcUlatiPns
performed.

6/70 1
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GamAa and tau will not be computed in any ordinary ACT runs due
to the excessive amount of computation time required.

Limitations

A variable field may be as wide as desired, but each field used
must be recoded to a maximum of 100 code groups (0,1,.i.,99).
There is no limit on the number of observations (i.e., the number
of cards per data deck) which may be used. The maximum number
of variables which may be used is 950. These may be on any'
number of data decks.

alr

490



'r.t

CD
CD

CD
CD
CD

EDUCOM

DESCRIPTIVE TITLE

CALLING NAME

INsIALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)
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Univariate and Multivariate Analysis
of Variance, Covariance and Regression

NYBMUL

Washington University
Computing Facilities

Jeremey D. Finn
State University of New York
at Buffalo

LANGUAGE FORTRAN IV

COMPUTER IBM 360/50

PROGRAM AVAILABILITY Deck and listing presently available

CONTACT Dr. C.B. Drebes, Mgr., Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

NYBMUL performs an exact least-squares multivariate analysis of
variance or covariance for any crossed and/or nested design.
The number of observations per cell may be equal, proportional
or disproportionate, including missing observations and incom-
plete designs. The program can also be used to perform regres-
sion analysis, canonical correlation and discriminant analysis.

Input may be either the raw data or a variance-covariance matrix
together with means and frequencies. A variety of data trans-
formations are provided which include the use of a matrix trans-
formation. Estimation and analysis phases are based on con-
trasts which may be specified by the user.

REFERENCES

NYBMUL: Univariate and Multivariate Analysis of Variance and
Covariance (Buffalo, N.Y,: SUNY at Buffalo, Comput.
Center, 1968).

NYBMUL Manuat (Buffalo N.Y.: Comp. Center Press, SUNY t

Buffalo, 1969).
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DESCRIPTIVE TITLE

CALLING NAgL

INSTALLATION NAME

WM:A tIONAL. INFORMAIRDN NETWORK

000 009S

University of Maryland Test Scoring
Program (Version 4)

UOM 32

University of Maryland
Computer Science Center

AUTHOR(S) AND Dr. George Green
AFFILIATION(S) University of Maryland

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FORTRAN IV

UNIVAC 1108

Decks and listings presently available

Mr. Sam Steinberg, Program Librarian
Computer Science Center, University
of Maryland, College Park, Md. 20740
Tel.: (301) 454-4261

FUNCTIONAL ABSTRACT

This system scores objective tests recorded on Digitek Optical
Reader Sheets. Using an answer key it scores tests of up to
160 items for any number of students.

Output

1. A listing of students' answers to each question is optional.

2. For-each student, the program lists the numbcr of questions
answered right, the number wrong, and the number :mitted.
Optionally included is a score which imposes a penalty for
wild guessing. A standardized T score (which has an arith-
metic mean of SO and a standard deviation of 10) is also
printed for each student.

3. A frequency distribution (histogram) and
deviation of the scores are printed.

4. An item analysis is printed for each question on the examina-
tion.

the mean and standard

8/70

a) P (Difficulty Index) is th3 proportion of the total group
who answer -che question correctly. Items having a

continued
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difficulty index of .50 provile maximum differentiation
among students. Good tests contain items having dif
ficulty indices in the middle range (.25 to .75).

b) D (Discrimination Index) measures the power of a single
item to discriminate hetween the upper and lower halves
of the student group, divided as to total scores. A
good classroom test should have indices of discrimination
of .30 Or better.

Also printed are the responses to each item by the high
and low scoring groups. The correct answer is indicated.

The three statistics which follow the D index are used for
similar purposes and are consistent in meaning with it. All

are discrimination indices expressing the relationship be-
tween item success and the total score (th,3 criterion).

c) PHI (Phi coefficient) is an index of discriminating power
when the criterion variable is a natural dichotomy and
must be used as such; i.e., high-low, good-poor, etc.
No assumptions are made about the form of the distribu-
tion of the group.

d) RPBI (Point biserial correlation coefficient) is an index
of discriminating power when the criterion is a continuous

variable. No assumptions are made about the form of the
di'Stribution of the group.

e) RB (Biserial correlation coefficient) is an index of dis-
criminating power requiring the assumption that one of
the normally distributed underlying variables has been
forced into a dichotomy.

The choice among these deipends partly on the purpose for which
the test and item analysis data are to be used, and partly on
the convenience with which each statistic serves that purpose.
For most Classroom examinations, the D statistic is most
easily understood; it will identify items with little internal-
consistency discriminating power and lead to greater efficiency
of measurement when revising a test to contain the mere dis-
criminating items. It should be noted, however, that when RB
and RPBI are used, the indices are usually not equal. RI tends
to be substantially larger than RPBI.

0
continued
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An oier;111 measure of test reliability is provided by
Kuder Richardson No. 20 and No. 21 statistics. This is
an estimate of how close the same set of scores would
result if the same set of items were given again. N,ost

test writers settle with reliabilities over .60 for
teacher-made tests. An index of .80 and above reveals
a highly reliable examination.

Formulae

Phi Coefficient

0
BC-AD

j (A + B) (C + D) (A + C) (B + D)

Point Biserial Correlation

IP -It riE-
S
t

r 0pbi

5

r= the mean of all scores

Xp = the mean of all scores in the upper half

r
t

= the mean of all scores in the lower half

p = proportion of individuals in upper half

q = proportion of Individuals in lower half

S
t

standard deviation of all scores

Biserial Correlation

jr.

X

P = proportion of cases in the upper group X proportion
of cases in the lower group; P pq

y = height of ordinate of unit normal curve at point of
division between p and q

Discrimination Index

X Z
DIS = X 2

8/70 3
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total correct answers

total correct answers

sample size

Kuder-Richardson 20

KR (20) =
(S.2t PQ)

S2

Kuder Richardson 21

KR (21) = [1
NQ 1

t
(NQY )

NQ '

in upper half

in lower half

NQ = the number of questions

PQ = p times q summed over all questions

Correction for Guessing

Raw Score =.R A-1
R = Rights

W = Wrongs

A = Number of options per item to 5

REFERENCES

Ebel, R.L., Measuring Educational Achievemen s,
Inc., New Jersey, 1965).

tiD

Prentice-Hall,

Lindquist, E.F., (Ed.), Educational Measuroment,
Council on Education, Washington D.C. 1951).

(American
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DESCRIPTIVE TITLE

CALLING !,,AME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABiLITY

CONTACT

EDUCATIONAL INFORMA HON NET WORK

000 0996

Spearman Rank-Order Correlation

UOM 4

University of Maryland

James A. Forbes
University of Maryland

FORTRAN II

IBM 7094

Decks and listings presently available

Sam Steinberg, Prog. Lib., Computer
Science Center, Univ. of Maryland,
College Park, Md. 20740
Tel.: (301) 454-4261

FUNCTIONAL ABSTRACT

This program computes a Spearman rank-order correlation coeffi-
cient and a t ratio to determine whether the correlation
coefficient is significantly different from zero. Data are
read in a two dimensional matrix where there are K variables
with N values of each variable. The portion of the correlation
matrix below the diagonal and including the diagonal is not
computed. Therefore, where there are K variables, (K!/2!(K-2)!)
correlation coefficients are computed. For example, if K=S the
correlation coefficients are computed between variables 1-2
1-3, 1-4, 1-5, 2-3, 2-4, 2-5, 3-4, 3-5, 4-5.

Output from this job includes the following. The two variables
being correlated will be called X and Y. in this description.

--the identification numbers of the two variables being correlated,
--the correction factor for the total sum of squares of each vari-.

able, based on the number of sets of ties in each variable
and the number of ties in each set of ties, (SUMTX, SUMTY,
TIESX, TIESY)

--the corrected sum cy: squares for each variable, (SUMXSQ, SUMYSQ) ,

--sum of the squared differences between the rank value of X
and its corresponding rank value for Y, (SUMDSQ),

--spearman rank-order correlation coefficient, (RHO),
--the total number of values of each variable
--a t ratio
--degrees of freedom for the t test.

8/70
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The following output is optionally available to supplement the
summary output described above.

--listing of raw X values with their corresponding raw Y values,
--Iisting of ranked raw X values with their corresponding Y values
--listing of the ranked rank of X values with their corresponding

Y values,
-listing of ranked raw Y values with their corresponding rank

value for X,
-listing of ranked rank values for Y with their corresponding

rank value for X,
-listing of difference values--the difference between a rank

value of X and its corresponding rank value for Y.

Limitations per problem

The number of X values must not exceed 100.
The number of Y values must not exceed 100.
The number of variables to be intercorrelated (K) must not

exceed 100.
The number of tied values in any given set of ties must not

exceed 5.

2
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DESCRIPTIVE IITLE

CALLING NAME

INSTALLATIC4 NAME

AUTHOR(S) AND
AFFILIATION(S)

000 0097

Weighted Summing Test Scoring Program,
(Recoding)

UOM 87

University of Maryland

A.F. Norcio
University of Maryland

LANGUAGE FORTRAN

COMPUTER UNIVAC 1108

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Sam Steinberg, Prog. Lib., Computer
Science Center, Univ. of Maryland,
College Park, Md. 20740
Tel.: (301) 454-4261

FUNCTIONAL ABSTRACT

This program selects those variables specified by the user,
gives the values of those variables the weights specified by
the user and adds the weighted values to a sum. Data may be
read from cards or tape. The user is cautioned that the program
performs operations that are frequently called recoding and
not weighted summation. There is, theiviore, a potential
semantic difficulty.

Limitations

The user may submit as many separate problems as he desires
through the program in only one run. Within each problem the
program can handle a maximum of 9,999 observations; for each
observation the number of variables must not exceed 999. For
each observation the program can compile a maximum of 99
separate sums (scores).

The user may specify up to 1,782 variables for selection; and,
it should be noted that any variable may be selected more than
once; in addition, a maximum of 891 weights may also be speci-
fied.

For each sum (score) that the user desires there must be one
Score Card. The user must also specify the format of his data
on Variable Format Cards.

8/70 1
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0
Summary of Limitations 0

0
a) Number of Problems = un,imited 0
b) Maximum number of Obselwations = 9,999 to

c) Maximum number of Variables = 999
d) Maximum number of Weights = 891
e) Maximum number of Selections = 1,782
f) Maximum number of Sums = 99
g) Maximum number of Variable Format Cards = 10

8/70
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DESCRIPTIVE TITLE

o CALLING NAME
0
0

INSTALLATION NAME

ACThOR(S) AND
AFFILATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTAC

EDUCATIONAL INI'OHNIMION NETWOHK

000 0098

Generalized t Test

UOM 5

University cl Maryland
Computer Science Center

J.F. Williams
Computer Science Center
Universi.4 of Maryland

FORTRAN IV

IBM 7C90/7094 and UNIVAC 1108

Decks and listings presently available

Mr. Sam Steinberg, Program Librarian,
Computer Science Center, University
of Maryland, College Park, Md. 20740
Tel.; (301) 454-4261

FUNCTIONAL ABSTRACT

This program computes the t statistic for differences between
the means of independent (random) groupp Or dependent (matched)
groups. The user may selec:: to input his data in either of two
ways; by rows, where each card represents one variable in all
its observations, o. by columns, where wich card represents
one observation with only the variables included in that
observation being punched.

Output includes the following.

--sum of values (SUM) for a given variable or group,

--sum of squared values (SUMSQ) for a given variable Or group,

--mean of values (XMEAN) for a given variable or group,

--variance of values (SAMVAR) for a given variable or group,

--standard deviation of values (SAM) for a given variable
or group,

--t (TEE) for a given pair of variables or groups

sum of cross-products (SUMCP) and product-moment correlation
(R) for a given pair of variables Or groups with a dopendent
t oray,

9/70 1
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--F-ratio (FRATIO) for a given pair of variables or groups with
independent t only.

Limitations

SO variables of groups (M)
250 observations per variable (N)
3 Variable Format Cards

Computational Formulas

Product-momcnt correlation coefficient

rab
[((E X

a
X
b
/N)

s s,
a

a b

Dependent t (using difference scores)

Xd
t
ab s

d
'ff

Independent t

REFERENCE

McNemar, Q., Psychological Statistics,
New York, 1962), 3rd ed.

(John ,Ifiley and Sons Inc. ,

2
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0106

Individual Case Statistics Program

SUMSCRDS

The University of Iowa
University Computer Center

Louise R. Levine
University of Iowa CoLputer Center

FORTRAN IV

IBM 360/65

Decks and listings presently available

Mrs. Louise R. Levine, Program Librarian,
Applications Programming, University
Computer Center, The Univ. of Iowa,
Iowa City, Iowa 52240
Tel.: (319) 353 5580

FUNCTIONAL ABSTRACT

SUMSCRDS is used to calculate a mean, sum, standard deviation,
and the number of non-missing observations in one individual
case. It handles each case separately. The case may continue
for as many cards as necessary (no. variables = 80). Missing
data are represented as a blank or minus zero.

8/70
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCAtIONAL. INFORMA hON Nal/1/0VA

000 0107

General Multiple Regression Analysis

REGAN1

The University of Iowa
University Computer Center

Stan Walljasper, IBM 7044 version
Converted to IBM 360 by Louise R. Levine
The University of Iowa Computer Center

FORTRAN IV (G)

IBM 360/65

Decks and listings presently available

Mrs. Louise R. Levine, Program Librarian,
Applications Programming, University
Computer Center, The Univ. of Iowa,
Iowa City, Iowa 52240
Tel.: (319) 353-5580

FUNCTIONAL ABSTRACT

REGAN1 computes the Pearson Product Moment correlation matrix
mean, standard deviation, and population standard deviation. If

desired, the multiple R, standard error of the estimates, F
ratio, degrees of freedom, regression coefficients, partial coef-
ficients and F ratio associated with each individual variate,
the intercept ci)nstant, and residuals also may be calculated.
There is no allowance for missing data. The basic equations
and a simple explanation may be found in Cooley and Lohnes.1

REFERENCES

1. Cooley, W.W., and Lohnes, P.R., Muttivariate Procedures for
the Behavioral Sciences, (John Wiley & Sons, Inc., New York,
1962), pp. 31-45.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

000 0108

Analysis of Variance Using Between-
Subject Designs

SABCA

The University of Iowa
University Computer Center

Dr. Charles Spiker
Institute of Child Behavior
The University of Iowa

Converted for 360/65 by Ted Sjoerdsma
The University of Iowa Computer Center

LANGUAGE FORTRAN IV (G)

COMPUTER IBM 360/65

PROGRAM AVA)LABILITY Decks and listings presently available

CONTACT Mrs. Louise R. Levine, Program Librarian,
, University Computer Center, Univ. of

Iowa, Iowa City, Iowa 52240
Tel.: (319) 353-5580

FUNCTIONAL ABSTRACT

This analysis-of-variance routine uses between-subject designs
for one, two, or three factors as described by Lindquist'.
It includes the simple randomized, the two-dimensional iactorial
(AxB), and the three-dimensional factorial (AxBxC). (Note: It
includes the 7044 programs SIMRAN, ABFT, and ABCFT.) Propor-
tionality must exist between the corresponding cells (treatment
sub-groups) from row to row or froM column to column of the
table for the AxB; for AxBxC there must be proportionality
between the cells of at least two oblongs in the same layer and
between corresponding oblongs for all Jayers. The program can
handle up to 830 scores per treatment group and a maximum of
25 treatment groups in each of the A, B, and C dimensions. Input
data may be on cards, tape or disk. Output incluaes a summary
table as well as ums, means, variances, and standard deviations
for each group. For the AxB and the AxBxC designs, the relevant
marginal sums and means are.also printec:.

SABCA is a 1)etween-subject design for one (A), two (A and B), or
three (A, B, and C) dimensions; that is, a completely randomized

continued
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design concerning inter-subject relations using different
subjects for each treatment group. The AxB design can be con-
siclered as b repetitions of the simple randomized design where
b i the number of treatments in the B dimension. Likewise,
AxBxC can be regarded as e repetitions of AxB. Thus AxB is
treated as AxBxC with one C treatment, and the simple random-
ized is treated as AxBxC with one B and one C treatment. The
program uses exactly the method described by Lindquist1 (pp. 49-
56, 121-125, Chs. 9 and 10).

Restrictions

Proportionality as described above is required. Otherwise,
negative sums of squares may result.

The user should be sure that Ihe sum of squared scores, as well
as the other sums, is less than 1075. Otherwise, overflow
will result causing an error and incorrect output.

The program handles up to 830 scores per treatment group and
a maximum of 25 treatments per dimension.

Machine Requ%rements

The program runs under 360 operating system and can handle card,
disk, or tape input. It requires 19K bytes of core storage.

REFERENCES

1. Lindquist, B.F., Design and Analysis of Experiments in
Psychology and Education, (Houghton Mifflin Company
Cambridge, Mass., 1953).

2
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUGA flONAL INFOIAMAT;ON NLTWOM

000 0109

Numerical Frequency Analysis

NUMFREQ

The bniversity of Iowa
University Computer Center

Louise R. Levine
The University of Iowa Computer Center

FORTRAN IV

IBM 360/6S

Decks and listings presently available

Mrs. Louise R. Levine, Program Librarian,
University Computer Center, The Univ.
of Iowa, Iowa City, Iowa 52240
Tel.: (319) 353-5580

FUNCTIONAL ABSTRACT

NUMFREQ gives a frequency distribution table similar to those
found in most stat!stical books. It tells how many times a
value occurred in the variable and gives the percentage of the
total, cumulative percentage, and cumulative frequency for each
value. In addition,the mean, standard deviation and Ftandard
error of the mean are calculated for each variable. Missing
data are represented as a blank or minus zero, or by using
missing data codes.

3/70 1
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCA I IONAL INFOHMA HON NETWORK

000 0110

Simple Multiple Linear Regression

MISREGN

The University of Iowa
University Computer Center

Louise R. Levine
University Computer Center

FORTRAN IV (G)

IBM 360/65

Decks and listings presently available

Mrs. Louise R. Levine, Program Librarian,
University Computer Center, The Univ.
of Iowa, Iowa City, Iowa 52240
Tel.: (319) 353-5580

FUNCTIONAL ABSTRACT

MISREGN performs multiple linear regression, producing means,
standard deviations and correlation coefficients. The multiple
R, standard error of estimates, F ratio, degrees of freedom of

regression, Beta weights, regression coefficients and y intercept
are calculated from a chosen subset of the correlation matrix.
Residuals may be computed. Correlations are calculated using
a pairwise technique. Fifty variables are allowed. Missing
data are allowed in the form of blanks or minus zero (-0).

Caution: The distortion due to the missing values may cause
the results of multivariate analysis to be meaningless.

REFERENCES

Cooley, W.W., and Lohnes, P.R., Multivariate Procedures for
the BehavioraZ Sciences, (John Wiley & Sons, Inc., N.Y.,
1962), pp. 31-35.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

000 0111 (a) (c)

Test-Scoring and Item-Analysis Package

(a) QUICKSCORE; (b) ITEMSTEP; (c) ITEMRS

Wharton Computational Services
Wharton School of Finance and Commerce
UniveTsity of Pennsylvania

Daniel Ashler
Daniel Bricklin
David Sheinson

Wharton Computational Services

LANGUAGE FORTRAN

COMPUTER IBM 360/75

PROGRAM AVAILABILITY Available to process data at Wharton
Computational Services

CONTACT Daniel Ashler, Wharton Computational
Services, Wharton School of Finance and
Commerce, Dietrich Hall, University of
Pennsylvania, Philadelphic, P.... 19104
Tel.: (215) 594-6422

FUNCTIONAL ABSTRACT

The Test-Scoring and Item-Analysis Package currently consists of
three programs, QUICKSCORE, ITEMSTEP, and ITEMRS. Together, they
provide a flexible facility for tasks that range from simple scor-
ing of tests to the most sophisticated test analysis currently
available. The best features of item-analysis programs in use on
various campuses have been incorporated.

QUICKSCORE

...is the least expensive of the three programs to use. It scores
tests and lists the examinees and their scores, first in. alpha-
betical order and then in order of score. Up to 500 eicaminees can
be scored at once. However, the input can be "batched;" that is,
several groups of cards of up .to SOO each can be scored in this
manner, one after another. Beside each examinee's name is printed
his Social Security number, his score (which has been corrected

continued 7
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for chance success) , the number of items that he got correct,
that he got incorrect, that he omitted, and the number of items
not reached. The corrected score gives +1 for each item answered
correctly and 1/(c-1) for each answered iLcorrectly, where c is
the numbeT of choices per item. Omitted items are scored 0.

A brief item analysis is then performed for each question. First,
the estimated fraction of the examinees who knew the right answer
is computed (difficulty of question). The examinees are then
partitioned into an upper and a lower group on the basis of total
test score, these groups being equal or nearly equal in size. A
2X2 table is constructed as follows.

Upper half
Lower half

No. Rights No. lillrongs

Two indices are computed on this table: # correlation coefficient
(PHI) and a ratio index (RI). For a test with N choices per ques-
tion and U examiaees in the upper half and L examinees in the lower,
the two indices are defined as follows.

where

and

PHI
ADBC

[(A+B) (h+C) (C+D)

2
RI arctan logi (UPSC/LOWSC),

A B/(N-1) 1UPSC = 0
-ITZT

LOWSC
D/(N.-1) 1

N77

Both indices can have values in the 'range 4 to 1. The ratio
indexreflects the extent of discrimination between the upper and
lower groups as well as the correlation of the score on the given
question with total test score.

A vertical histogram of the score distribution follows, in which,
however, minus scores, scores of zero, and scores of one are all
counted in the score category of one. Test statistics follow, in
which are given the number of questions in the test, the number
of choices per item, the number of examinees, a copy of the scor-o
ing key, and the means, standard deviations, and varidnces of the
scores.

continued
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ITEMSTEP

...not only performs the same scoring as QUICKSCORE but also pro-
vides fuller item analysis and a stepwisereduction feature. After
scoring and analysis, one or more questions (items) are delettl
on the basis of some criterion (sLpplied as a parameter), after
which the shortened test is reccored and reanalyzed. The cycle
of shortening and reprocessing is repeated as many times as speci-
fied. One of three different indices may be specified, on the
basis of which the less desirable items shall be eliminated. The
first is the W index, which is a weighted combination of the Davis'
difficulty and discrimination indices. The second is the P-adjusted
index, which is the proportion of correct response.s, adjusted or
cor/ected for chance success. The third is the contribution of
thL item to the total test variance. The user specifies either the
index level required for retention of an item or that some fixed
number of items with the worst index values be dropped at each
cycle. A reliability coefficient is also computed. The stepwise-
reduction process tends to produce successive score distributions
that are more and more rectangular.

ITEMRS

...is the most advanced item-analysis program presently available.
First, it provides a header page, in Arhich the indices are ex-
plained. Then there are optional printouts of the main matrices
produced during the run: namely, the sum-of-products matrix,
variancecovariance matrix, and the productmoment correlation
matrix. (It should be noted that the corelations are product
moment and not point biserial because the items are not scored
dichotomously,) Next, an optional cluster analysis is performed
on the correlations after they have been transformed to Fisher's
Z's. (A cluster analysis is quicker and less expensive than
factor analysis and for many purposes is just about as useful.)
Each pass produces larger clusters and fewer of them.

Next, the examinee's scores are listed in a tabulation like that
of QUICKSCORE, in order by name and then by score. AlolLgside
the listing of the scores are 16 blank columns. If desired, data
may be printed in these columns, such as scaled scores, grades,
or comments. (For example, to print scaled scores, one provides
a card for each possible score that can be obtained, specifying
what shall be printed for that score.)

A large number of indices are computed for each item, including -
P (proportion of correct responses) and Q (proportion of incorrect ,7)

responses), both unadjusted and adjusted for chance success; the '

variance contribution of the item; the productmomint correlation 5
of the item with the total score; the "latent" correlation, which

r-4
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is the estimate of the correlation between the underlying ability
to answer the item correctly and the total score; and the Fisher's
Z transform of the productmoment correlation. Also, the effective
number of choices (that is, the number of choices that actually
attracted examinees) the estimated proportion who knew the answer
(based on the effective number of choices), the Davis difficulty
and discrimination indices, the W index, which is a weighted com- n

bination of the Davis indices, and the index DICAP, which measures
the deviation of the responses to this item from the ideal pattern
in which 50% of the examinees would choose the correct alternative
and the remaining 50% would distribute equally over the remaining
alternatives. Optionally, a tabulation of the number of responses
to each alternative is given for each fifth of the examinees.

Following the item analysis, a histogram is printed, followed by
test statistics, including the covariance reliability coefficient,
the KR-20 reliability coefficient, the standard error of measure-
ment, the variance error of measurement, and the test mean, stan-
dard deviation, and variance of total test scores.

REFERENCES

1. Davis, F.B., Item AnaZysis Data (Harvard University Press,
Cambridge, Mass-, 1949).
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DESCRIPTIVE TITEr

CALLING NAME

INSTALLATION NAME

Smallest Space Analysis

SSA-1

Office of Data Analysis Research
Educational Testing Service

AUTHOR(S) AND Procedure due to: L. Guttman
AFFILIATION(S) J. Lingo3s

Univer.3ity of Michigan

Program due to: J. Lingoes
University of Michigan

Adaptation due to: D. KIrk
Educational Testing

Service

LANGUAGE MAP

COMPUTER IBM 360/65

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Mr. Ernest Anastasio, Off. of Data Anal.
Research, Educational Testing Service
Rosedale Road, Princeton, N J. 08540
Tel.: (609) 921-9000 ext. 2552

FUNCTIONAL ABSTRACT

SSA-1 represents a no27:metric technique for finding the smallest
Euclidean space for a configuration of points. To quote from
the author's description,

Briefly stated, the problem posed for the. .program is:
given a matrix of inequalities among pairs of points
in a metric or nonmetric space, xletermine a set of
Euclidean coordinates such that the distances calcu-
lated from then are a monotonic function of the.ranks
or order among the inequalitie3

(The voluminous list of references related to his topic are avail-
able through the contact person.)

According to the authors, a major computational advantage of this
program is that it avoids the local minima problem inherent in
the Kruskal program (see ElN No. 000 0068) by employing a rank-
image principle. The program can handle up to 70 variables in

tr)

ten dimensions.
r4

#
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DE CRIPT1liE TITLE Be.,t Least rquares Polynomial
Approximation Subroutinc

CALLING NAME LSPOL

INSTALLATION NAME

AUTHOR(5) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

The University of Iowa
University Computer Center

James Hurt
Department of Mathematics
University of Iowa

FORTRAN IV

IBM 360/65

Decks and listings presently available

Mrs. Louise R. Levine, Program Librarian,
University Computer Center, The Univ.
of Iowa, Iowa City, Ibwa 52240
Tel.: (319) 353-5580

FUNCTIONAL ABSTRACT

The LSPOL routine computes the coefficients of the polynomial
of degree n which best approximates (in the least squares sense)
a set of data. The degree of the polynomial mmst be less than
or equal to 20. The method used is that of Beckett and Hurt'.

REFERENCES

1. Beckett, R., and Hurt, J., Numerical Calculations and
Algorithms, (McGraw-Hill Book Go. Inc., New York, 1967),
pp. 264-290
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FOUGATIONAL !NMI-NA-HON NEIVVOI1K

000 011S

Stepwise Regression Analysis

STEPREGN

Ale University of Iowa
University Computer Center

Louise R. Levine
The University of Iowa Computer Center
Aevision of BMDO2R provam

FORTRAN IV

IBM 360/65

Decks and listings presently available

Louise R. Levine, Program Librarian,
University Computer Center, The Univ.
of Iowa, Iowa City, Iowa 52240
Tel.: (319) 353-5580

FUNCTIONAL ABSTRACT

STEPREGN computes a sequence of multiple linear regression
equations in a stepwise manner. At each step one variable is
added to the regression equation. The variable added is the

--6Envhich makes the greatest reduction in the error sum of
squares. In addition, it is the variable which has highest
partial correlation with the dependent variable partialed on
the variables which have already been adeed; and it is the
variable which, if it were added, would have the highest F
value. Variables can also be forced into the regression equa-
tion. Non-forced variables are automatically removed when
their F values become too low. Regression equations with or
without the regression intercept may be selected.

Limitations per problem:

9/70

number of original variables (2.9<80)
number of variables added by transgeneration 9<q<78)
total number of variables (2,94.g.80)
number of Sub-problem Cards TI<s<9P)
number of Variable Format Cara Tl<k<10)
number of variables to be plotted T07I<30)
number of cases (1<n<9999)
number of TransgenWition Cards (0<m<99)

continued
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Estimation output pages per problem.

no. of ste s 23
Number of pages = 5 per sub-problem. IS

Transgeneration of the variables is allowed (see Transgeneration

Codes).

REFERENCE

Dixon, W.J., (Ed.), BMD: Biomedical Computer Programs, (Univ.

of Calif. Press, Berkeley, Calif., 1967), pp. 233-2594.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

00U 0110

General Plograv for Multivariate
Cross-classification

NUCROS

The University of Iowa
University Computer Center

K. Janda
Northwestern University

Adapted for IBM 7044: Merle Wood
Political Science

Department
University of Iowa

Converted for IBM 360: Janice Lewis
University Computer

Center
University of Iowa

LANGUAGE FORTRAN IV (G)

COMPUTER IBM 360/65

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Mrs. Louise R. Levine, Program Librarian,
University Computer. Center, The Uriv.
of Iowa, Iowa City, Iowa 52240
Tel.: (319) 353-5580

FUNCTIONAL ABSTRACT

NUCROS prepares multivariate cross-classifications in accordance
with user-supplied instructions. It will compute row and column
sums, and if the user desires, it will also compute row and
column percentages, the chi square value, the contingency coef-
ficient, and the Kendall tau-b or tau-c, the Goodman-Kruskal
gamma, and Somers Dyx and Dxy correlation coefficients. There
may be up to 40 variables and up to 72 tables processed for each
cycle, with a maximum of 99 cycles. Two variables are cross-
classified in each table, but a third and fourth variable may
be hLld constant. The data are assumed to he positive integers.

REFERENCES

Janda, K., Data Procesaing, (Univ. of Northwestern Press,
Evanston, Ill., 1964).

8/70
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DESCRIPTIVE TITLE Data Survey and Normality Test

0 CALLING NAME NORMSURV0

INSTALLATION NAME The University of Iowa
University Computer Center

AUTHOR(S) AND
AFFILIATION(S)

000 0117

Carol Hopkins
Yale University Computer Center

Revised by Louise Levine
The University of Iowa Computer Center

LANGUAGE FORTRAN IV

COMPUTER IBM 360/65

PROGRAM AVAILABILITY flecks and listings p esently available

CONTACT Louise R. Levine, Program Librarian,
University Computer Center, The Univ.
of Iowa, Iowa City, Iowa 52240
Tel.: (319) 353-5580

FUNCTIONAL ABSTRACT

NORMSURV allows the user to test the hypothesis that his data are
normally distributed, using a chi-square test. Missing ta are
detected as either minus zero or blank in the input data. Values
of zero are considered to be valid and are used in all calcula-
tions. Means, standard deviations and a list of outliers (see
below) will be indicated on the output. Transformations are
allowed to generate new variables or to change any variable
before the analysis is done. A median and test of skewness are
also calculated.

The data are scanned variable by variable for missing data.
Means and standard deviations are calculated using only the
number of non-missing observations. The data are then standard-
ized (mean = 0, variance = 1), checked for extremes, and placed
in a 10-cell frequencies distribution. The limits of the cells
are the deciles of the normal distribution of standardized data.
The estimate of chi-square has seven (7) degrees of freedom
because three degrees are lost in estimating p by )7, a by s, and

10
forcing E f = k where f

e
is the expected frequency in each

cell.
i=1 e n

9/70 1
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Output includes the following:

--list of transformation cards,
--list of data before and after transformation (optiunal),

1.st of missing observatthns,
--number of non-missing observations, sample mean and standard

deviation
--list of observations whose standard scores are greater in ab-

solute value than an extreme value of the user's choice
(outliers),

--a graph of the cell frequencies
--an estimated chi-square statistic.

2
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATIGN(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0128

Fitting Nonlinear Regression Functions

TARSIER

The University of Iowa
University Computer Center

J.D. Atkinson
Statistical Laboratory
Iowa State Uaiversity

FORTRAN

IBM 360/65

Available for use; not distribution

Louise R. Levine, Program Librarian
Applications Programming, University
Computer Center, The University of
Iowa, Iowa City, Iowa 52240
Tel.: (319) 353-5580

FUNCTIONAL ABSTRACT

TARSIER is a programmed method for the fitting of nonlinear
regression functions. The main program implements Hartley's1
Modified Gauss--Newton Method for Fitting of Non-Linear
Regression Functions by Least Squares. A subroutine, FCNT,
is written for each individual application of TARSIER des-
cribing the function to be fitted.

The Modified GaussNewton Method (MGN) is iterative and requires
a starting value for each parameter to be estimated. The
efficiency of the MGN method depends on the reasonable selec-
tion of the starting values.

REFERENCES

1. Hartley, H.O., "The Modified Gauss-Newton Method for the
Fitting of Non-Linear Regression Functions by Least
Squares," Technometrics, Vol. 3, No. 2 (May 1961),
pp. 269-280. Reprint Series No. 90, Stat. Lab., Iowa
State Univerz'ity.

1/71 1

r:19

continued



EAUCAfIONAL INFORMAIION NETWORK anrom

000 0128

2. Hartley, H.O., and Booker, A., "Nonlinear Least Squares
Estimation," Annals of Math. Stat., 36:2 (1,pril 1965),
pp. 638-650. Reprint Series No. 165, Stat. Lab., Iowa
State Uni.versity.

3. Faddev, D.K., Computa17:ona1 Methods of Linear Algebra
(New York: Dover Publications Inc,, 1959) pp. 105-111.

4. Atkinson, J.D., "TARSIER," (Ames, Iowa: Iowa State
University Statistical Laboratory, 1969). Available
from the EIN Office at the cost of ruproduction and
mailing.

44.
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DESCRIPTIVE TITLE Stude'tt's t Test

000 0129

CALLING NAME STUDENTT

INSTALLATION NAME The University of Iowa
University Computer Centor

AUIHOR(5) AND Modified version veion of BMDX7u (T Prograll)
AFFILIATION(S) from U.C.L.A.

Louise R. Levine
University Computer Center
The University of Iowa

LANGUAGE FORTRAN IV

COMPUTER IBM 360/65

PROGRAM AVAILABILITY Decks and listings presently available

CONTACT Mrs. Louise R. Levine, Program Librarian,
Applications Programming, University
Computer Center, The University of
Iowa, Iowa City, Iowa 52240
Tel.: (319) 353-5580

FUNCTIONAL ABSTRACT

This program computes t statistics and associated probability
levels to test the equality of the means of two groups based
on pooled and separate variance estimates. An F statistic
and associated probability level for the equality of group
variances is also computed. Paired comparison t ratios may
be obtained through transgeneration. Groups are defined in
two possible ways: 1) variable vs. variable, or 2) parti-
tioned variable. Several dependent variables may be analyzed
simultaneously. Each problem may contain from one to twenty
subproblems. The cases to be included in each subproblem
are determined through Boolean selection. Transgenerations
a-e available and data specified as "missing" will be deleted.
Varlables transgenerated from variables with missing values
will be considered missing.

Outpu,

Output from this program includes F ratio of variances, t value
3,ased on pooled variance estimate), t value (based on separate
variance estimate), two-tailed probability levels for each t

continued
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and for the F, means, stindard deviations, standard error of
the means, an.0 number of observations incluad in the compu-
tation of the means, standard deviations, an; standard erlcor
of the means.

Limitations per problem

p number of original variables (1<p<199)

n number of cases (1<n<32,000)

q number of variables added to the original set after
transgeneration (-198<q<99)

p+q total number of variables output (1.9+q<100)

m number of Transgeneration Cards (0<m<100)

D number of Missing Value Cards (O<D<100)

b number of Sub-problem Selection Cards per subproblem
(1<b<2)

K number of Variable Format Cards (l<K<10)

Machine Requirements

STUDENTT requires 124K bytes during execution and uses a
:pecial OS Assembler Language program, BLNK, for missing
data.

CZ)

a
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCATIONAL INFORMATION NETWORK

000 0130

Correlation and Multiple Linear
Regression

UMST500

University of Minnesota
University Computer Center

Unknown

CDC Fortran IV

CDC6600 (Scope 3.1.6)

Deck and listing currently available

William Craig, EIN Tech. Rep., Center
for Urban and Regional Affairs, Univ.
of Minn., 311 Walter Library,
Minneapolis, Minn. 55455
Tel.: (612) 373-7833

FUNCTIONAL ABSTRACT

This program performs a correlation analysis followed by a
multiple linear regression. This program does not handle
missing data. Any or all of the following may be calculated
and given as output:

1. Raw cross-product matrix
2. Cross-product matrix about the means
3. Covariance matrix
4. Means and standard deviations
5. Correlation coefficient matrix
6. Multiple correlation coefficient
7. 0.rdinary regression coefficients and their standard errors
8. Normal regression coefficients and their standard errors
9. Total sum of squares of the dependent variable about its

mean, separated into regression sum of squares and error
sum of squares

10. Standard error of estimate
11. t statistics for testing significalce of regression coeffi-

cients (regression coefficient divided by tEe standard
error of that coefficient)

12. Partial correlation coefficients of tAe dependent variable
with the independent variables

continued
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13. Inverse of correlation matrix with dependent variable
14. Check on accuracy of jnverse
15. Covariance matrix of normal regression coefficients
16. Inverse of cross-product matrix (about -near's) without

the dependent variable
17. Back solution: observed dependent variable minus pre-

dicted dependent variable (residual) for all observations
(The Durbin-Watson statistic is output when this option
is chosen.)

Seven different transformations of all variables can be made.
Twenty-one methods of transformation and/or generation of in-
dividual variables are poqsible. (See User Instructions:
Problem Card and Transgeneration Cards.)

Restrictions on J, the number of variables:

J < 216 if only a correlation solution is called for;
i.e., outputs 1-5 above.

J < 145 if a regression solution is called for, excluding
outputs 14-16 above.

J < 90 if a regression solution is called for including
all the above; i.e., outputs 1-17.

Restrictions on N, the number of observations (or individuals)

N < 216 1 = 32,767 if N is supp?ied tu the program by an
input card.

N < 2'7-1 10" if the program is to count the number of
Mbservations as they are read in.

This program can comput%1 any multiple regression equation which
involves variables contained in the correlation matrix (output 5
above); 6-17 may be computed for each such equation. Any vari-
able ma be named as the dependent variable.

An optional feature of this program is the calculation of ail
possible regression equations involving one dependent variabte
and up to 10 independent variables. For example, if y is the
dependent variable and xi, x2, xs, are independent variables,
then the following regressions would be obtained:

y and x, y and xi, x2
y and x2 y and xi, x3
y and x3 y and x2, xe

y and xi, x2, xs

0

continued

4/71



1:1) MOM F.DOGA IIONAL INFORMATION NETWORK

600 0130

c-)

An addition41 option is the use of a Fpecial calculat;on tech-H
nique to compute the cross-product matrix (about means), without
possible loss of significant digits, directly from the input
data.

REFERENCES

Anderson, D. and Frisch, M., Statistical Programs for Use on the
CDC 6600 Computer (Minneapolis, Minn.: Univ. of Minn.,
Univ. Comp. Ctr., 1969).

Welford, B.P., "Note on a Method for Calculating Corrected Sums
of Squares and Products", Technometrics, 4 (1962), pp. 419-
420.

Caffrey, J., "ALGORITHM 66", Communications of the Association
for Computing Machinery, 4 (1961), p. 322.

Johnson, P. O., Statistical Methods in Research (New York:
Prentice Hall, Inc., 1949), pp. 338-340.

A Multiple Regression and CorreZation Program for the Univac
Scientific (1103), RR-127 (New York: UNIVAC, 1956).
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PRO'RAM AVAILABILITY

CONTACT

IONAL INFORNiAtION NLIANOI

000 0112

Biomedical Computer Plograms

BMD

Washington University
Computing Facilities

Health Sciences Computing Facility
University of California, Los Angeles

FORTRAN IV

IBM 360/50

Proprietary; available for use at
Washington University. Available
for distribution from authors.

Dr. C. B. Drebes, Mgr., Scientific
Data Processing, Computirg Facilities,
Box 10982 Washington University,
St, Loui;, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

The BMD package crntains a variety of statistical programs in
the following areas.

Description and Tabulation

Multivariate Analysis
a. Factor Analysis
b. Discriminant Analysis
c. Canonjcal Analysis

Regression Analysis
a. Linear
b. Polynomial
c. Asymptotic

Analysis of Variance and Covariance

Time Series Analysis

Special Programs
a. Life Table and Survival Rate
b. Contingency Table Analysis
c. Biological Assay
d. Guttman Scaling

3/71 1
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REFERENCES

Dixon, W.J. Ed., BMD: Biomedical Computer Pro&rams (Berkeley: cp

Univ. oi Cal. Press, 1968).

Dixon, W.J., Ed., BMD: Biomedical Computer Programc, X-Beriee
Supplement (Berkeley: Univ. of Cal. Press, 1969).

r- r)
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

EDUCA IONAL INFUHIViA 1-101\1 Nl VVOI1K

000 0133

General Purpose Simulation System

GPSS

Washington University
Computing Facilities

IBM Application Program

360 Assembly U page

IBM 360/S0

Proprietary; available for use at
Washington University. Available
for distribution from IBM.

CONTACT Dr. C.B. Drebes Mgr,, Scientific
Data Processing, Computing Facilities,
Box 1098, Washington University,
St. Louis, Mo. 63130
Tel.: (314) 863-0100 ext. 3141

FUNCTIONAL ABSTRACT

GPSS is a transaction-oriented language designed for conducting
evaluations and experiments concerning the behavior of systems,
methods and processes. It has a modular structure which per-
mits "transactions" to flow through the system, where their
interactions can be observed and modified. A "clock" is main-
tained by which events are either scheduled to occur or else
determined by one of the eight random number generators provided.
Information can be obtained regarding sequencing of operations,
scheduling and allocation rules, inventories, queuing disciplines,
machine failures, etc. In general, various trade-offs between
cost and performance can be studied.

REFERENCES

Goseral Purpose Simulation System/3603 Introductory User's Manual
(IBM Manual GH20-0304-0), (White Plains, N.Y.: IBM Corp.
Tech. Pub. Depart., 1969),

General Purpose Simulation System/360, User's ManuaZ (IBM Manual
GH20-0326-3), (White Plains, N.Y. IBM Coll). Tech. Pub.
Dcpart., 1969).

General Purpose Simulation System/360, OS (360A-CS-17X) Operator's
Manual (IBM Manual H20-0311), (White Plains, N.Y.: IBM Corp.
Tech. Pub, Depart., 1969).
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATIONte)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

000 0137

Chi square

UMSTS20

University of Minnesota
University Computer Center

Unknown

CDC Fortran IV

CDC6600 (Scope 3.1.6.)

Deck and listing presently available

William Craig, BIN Tech. Rep., Center
for Urban and Regional Affairs,
Univ. of Minn., 311 Walter Library,
Minneapolis, Minn. 55455
Tel.: (612) 373-7833

FUNCTIONAL ABSTRACT

This program computes the chi-square criterion on two-way
frequency tables. Input data consist of observations in a
contingency table, 'commonly referred to as an r X c table)
with the following restrictions:

r > 2, c > 2

where r is the number of rows and c is the number of columns.
Row and column sums and expected frequencies may be selected
as an optional output. Yates' cont*nuity correctical is applied
in the case of 2 X 2 tables.

Formulae

Let x.
i

be the data element in the ith row and jth column.
j

Sums of columns: n
j j

= E x. where r is the number of rows.
l1=1

Sums of rows: n. = E x.; where c is the number of columns.
1. j=i 1J

8/71 1
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Total:

Chi square:
r c

Chi square = E

i=1 j=1

r c x.. 2

= N E E 1
i=1 j=1 '11.4%j

0.10011.

The latter form is used in the program.

Degrees of freedom: d.f. = (r-1) (c-1)

Yates' continuity corrections:

Given the 2 X 2 table:

total

Use this table if (a+c)(a+b)/r = a

b

c d

a+b

c+d

a+c b+d

If (a+c)(a+b)/r > a, then use

a + 1/2 b 1/2
instead of

a b

c 1/2 d + 1/2 c

If (a+c)(a+b)/r < a, then use

1

a 1/2 b + 1/2
instead of

c + 1/2 d 1/2

Expected frequencits: fi n
.3 1.

S30
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCATIONAL INFORMA1 ION NETWORK

000 0138

Missing Data Correlation

UMST530

Univexsity Computer Center
Univetsity of Minnesota

Unknown

CDC COMPASS

CDC 6600 (Scope 3.1.6)

Deck and listing currently available

William Craig, EIN Technical Repre-
sentative, Center for Urban and
Regional Affairs, Univ. of Minn.,
311 Walter Library, Minneapolis,
Mn. 55455
Tel.: (612) 373-7833

FUNCTIONAL ABSTRACT

UMST530 Lomputes Pearsonian product-moment correlations for all
possible pairwise combinations of up to 130 variables. For this
statistic and for the matrix of covariances, missing data for
one or both variablus of a pair exclude that observation from
the analysis for that pair only; other pairs with non-missiag
data are retained. A count of non-missing observations for each
set of pairs is kept and output. For eacll individual variable
a count is also kept and output of the non-missing observations.
For those observations a mean, variance and standard deviation
are output.

Formulae

Let Xni denote the nth observation of variable i where n = 1,
..., NOBS and i = 1, 2, ..., NVAR, i.e. a total of NVAR vari-
ables with NOBS observations. Let Anij = 0 if either Xni or
Xnj is missing and Anij = 1 otherwise.

Count:

8/71

NOBS
N.. = A ..
1) nu
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NOBS
Mean: X E A X .

13 Nii n13 ni

Variance: v.. =
13

NOBS
E

ij
nij ni ni

n=1

NOBS
Covariavice: c.. = g77 E A ..(x . Y. .)(x . - Y..)

13 n13 ni 13 n3 31
13 n=1

Correlation: r.. = c.. / (v..v..) 1/2
13 13 13 31

EDUCOM

The user must note that Nii = 0 is possible and that output
results will be zero for that i and j, and mean nothing. Also,
if vij = 0 (or vji = 0), the correlation will be zero and mean
nothing.

2
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DESCRIPTIVE 1ITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(5) AND
AFFILIATION(S)

000 0139

Nonparametric (Rank Order) Statistics

UMST540

University of Minnesota
University Computer Center

David Braddock
Museum of Natural History

Micheal Frisch
University amputer Center

LANGUAGE CDC Fortran IV

COMPUTER CDC6600 (Scope 3.1.6)

PROGRAM AVAILABILITY Deck and listing currently available

CONTACT William Craig, EIN Technical Repre-
sentative, Center for Urban and
Regional Affairs, University of
Minnesota, 311 Walter Library,
Minneapolis, Minn. 554s5
Tel.: (612) 373-7833

FUNCTIONAL ABSTRACT

This program is designed to rank input data, then calculate and
print selected rank-order statistics. Any completely non-
numeric (including blank) input field is considered to be
missing data and calculations involving that field are not made.
In making this check all non-numerics (except a leading minus)
are stripped from the number, which will produce inaccurate
results for the user who has non-aligned punched decimals,
e.g. 0.8953 and 59.0 will be accepted as 8953 and 590, thus
reversing the order of the numbers.

The problem size limitation is a function of the number of
va/iables and the number of observations: 2 variables and
5000 observations or 100 variables and 100 observations both
approach this limit. Statistics include:

1. Kruskal-Wallis One-Way Analysis 6f Variance both corrected
for ties a,id uncorrected for K independent samples. Whtre
appropflte, the chi-sluare probability is also primed.
The ranking in this option is performed over all &dements
of data except for missing data.

8/71
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2, Spearman Plnk Correlation between all pairs of variab]es
over all observations where both variables represent non-
missing data. The t statistic and the Student's t proba-
bility may also be output. Rs is fully corrected for ties. tiD

3. Kendall Rank Correlation. All statements made in 2 above
apply here excert that the statistics p-inted are tau, Z,
S and the normal distribution probability.

4. Kendall Coefficient of Conco-rdance with its associated chi-
squal-3 statistic ind probability. As with 2 and 3 above,
the ranking is peri-ormed within each separate variable,
but here a single missing variable will delete an entire
observation from the analysis.

Computatior and Theory

The theory and computations of this program are to be found in
Ref. 1.

Kruskal-Wallis One-Way Analysis of Variance

The statistic H is defined by the formula:

k
12H(uncorrected for ties) E -1 3(N+1)

nj

where k = the number of variables
nj ----the number of observations for the jth variable

(excluding missing observations)

N = E , the total number of observationsnj

(excluding missing observations)
= the sum of the ranks of observation for theRj

jth variable

H corrected for ties is obtained by dividing the uncorrected
H by

E t3 tm m
m=1

1
N

where tm is the number of tied values in a tieci group of obser-
vations and M is the number of tied grwips.

Test of significance of H

Siegel' suggests that ii not all nj < 5, or k 3, then a chi-

continuec4:
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r-{ square tHle may be used to test the significance of H(d.f. =
k-1) (Table C in Siegel). In this case, the chi-square oroba-

o bility is printed by UMST540. Siegel's table 0 contains exact
probabilities whi(:h car. be used to test the significance of H
when all n.

3
< 5 and k = 3.-

Spearman Rank Correlation Coefficient for two variables, x and y

Ex2 Ey2
r
s

1 this formula corrects for ties)
2/Ex Zi

where

Ex2 N31-2 N T
x

where N is the numbel of observations, (missing data in one
variable cause deletion of corresponding data in the other
variable), and

M
x t3 tm

T
x

= E
IlL

12
m=1

for the x variable

tm is the number of tied values in a tied group of observations
and Mx is the number of tied groups in the x variable;

Ey2 is the y-variable analog of x2 ;

E d is the numeric difference between rank on the
i=1 1 x-variable and rank on the y-variable for

observation i.

Test of significance of rs

For large N (> 10, according to Siegel), the following statistic
is distributed as Student's t with d.f. = N-2:

N-2t = r
1-T2

and a table of Student's t can be used to test the significance
of this statistic. In this case, the Student's t probabilit7

continued
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is printed by UMST540. For smaller N, Siegel suglests that rs
be tested against an exact probability table. Tab!e P in Siegel
lists exact probabilities for N < 30.

Kendall Rank Correlation Coefficient (tau) for two variables,
x and y

Tau =
1/1/2 N(N-1) T

x
ii/2 N(N-1) T

where N is defined as for rq above,

M
x

T
x

= 1/2 t (t 1) for variable x ,

mm=1 m

T is the y-analog of T
x'

tm
M
x

and M are defined as for r
s

above.

S is derived as follows: Let x bc.- the vector of ranks of A, y
be the vector of ranks of B. Place the elements of x in
ascending order. Place the elements of y associated with those
of x in the same order.

Then
S = SIGN [y2 y1] + SIGN [y3 y1] + + SIGN [Yn-571]

. sIGN [Y3 Y2] + SIGN [Y4 Y2] + SIGN [yny2]

+ + +SIGN brnYn-11

where SIGN [y. y,] = 1 if the expression in brackets is
positive

=-1 if the e...:pression in brackets is
negative

= 0 if the expression in brackets is zero
or if x. = x.

Test of Significance of Tau

For large N (Siegel suggests N > 8), Tau is distibuted approxi-
mately as tl-e normal distributc6n, and its significance may thus

continued
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CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)
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Correlation and Orthogonal Factor
Analysis

UMSTSSO

University of Minnesota
University Computer Center

Lawrence Liddiard
University Computer Center
University of Minnesota

LANGUAGE CDC Fortran IV

COMPUTER CDC6600 (Scope 3.1,6)

PROGRAM AVAILABILITY Deck and listing currently available

CONTACT William Craig, EIN Tech. Rep., Center
for Urban and Regional Affairs,
Univ. of Minn., 316 Walter Library,
Minneapolis, Minn. 55455
Tel.: (612) 376-7232

FUNCTIONAL ABSTRACT

This program performs correlation analysis followed by orthogonal
factor analysis. The input is read into the computer using
variable format; and the input data may have one of three forms:
raw data by observation, lower triangle or a correlation (or
pseudo-correlation) matrix, or orthogonal factor matrix. If the
input is raw data, there are twenty-one possible methods of
transformation and/or generation of individual raw variables.
After the above methods, or separately, one of six complete
transformations may be made on all of the variables (raw and
generated).

The following is always given as printed output.

If raw data input:

The standard error of a factor loading computed
from the corrcted formula given in Table B on
page 441 of Ref. 1.

A Name Card echo print if Nate Cards are used.

A Transgeneration Card echo print if transgener-
ation is used.

Total number of observations.

6/71 1

continued rfti

r



LIAJCA IONAL INFOHIVIA I ION NH WOHK EDUCOIVi

000 0.141

If raw data or correlation input:

The type of factor analysis component with the diagonal un-
changed, common factor with squared multiple correlation on
the diagonal, common factor'with highest off diagonal absolute
value on the diagonal, image covariance, image correlation
or independent scale.

The average absolute value of the off-diagonal elements.

The trace (sum of elements on the diagonal) of the matrix to
be factor analyzed.

The standard error of a factor loading times the square root
of the number of observations.

The communality estimates (the diagonal of the matrix to be
factor analyzed).

The eigenvalues for the principal-axis solution, the eigenvalue
percent of the number of variables, accumulative percentage of
the number of variables, the eigenvalue percent of the common
variance (trace of the matrix), and the accumulative percentage
of common variance for the computed number of factors.

For all input:

The Problem Card echo print
The Format Card(s) echo print
A message with respect to the total amount of computer core
not used or needed above that alloted.

Any or all of the following may be calculated and given as output:

l. Means, standard deviations, variances, covariances, correla-
tions and raw cross products (not usually chosen as output
because of massiveness).

2. Means, standard deviations and the elements of the lower
triangle of the correlation matrix.

3. An echo of the input correlation or pseudo-correlation
matrix.

4. The means and standard deviations on a separate.output file
for factor scoring or punch output.

S. The elements of the lower triangle of the image analysis
matrix (correlation, covariance or independent scale).

6. The data-to-data transformation matxix of image analysis
on a separate output file for factor scoring or punch
output.

7. The principal-axis factor-loading matrix for the computed
number of factors; bordered on the left by the names

continued
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(if supplied), indices and rommunPlities (.11m of squared
r -4 row elements) of the variables, bordered on the bottom by

the variances (sum of squared column elements) and per-
centages of trace (variance*100/trace) of the factors.

8. The sorted princidal-axis factor-loading matrix for thc
computed number of factors; bordered on the bottom by the
variances and percentages of trace of the factors. Each
column of the factor loading matrix is sorted in descending
order with the corresponding variable indices or names
given in a column to the left of that factor column.

9. The principal-axis factor-scoring matrix for the computed
number of factors; bordered on the left by the names or
indices and a line count within a variable set. This spme
information is also put on a separate output file for
factor scoring or punch output.

10. The qLartimax factor-loading matrices for a stepped range
of factors and bordered as in 7.

11. The sorted quartimax factor-loading matrices for a stepped
range of factors and bordered as in 8.

12. The quartimax factor-scoring matrices for a stepped range
of factors and bordered as in 9. This same information is
also put on a separate output file for factor scoring or
punch output.

13. The varimax factor-loading matrices for a stepped range of
factors and bordered as in 7.

14. The sorted varimax factor-loading matrices for a stepped
range of factors and bordered as in 8.

15. The varimax factor-scoring matrices for a stepped range
of factors and bordered as in 9. This same information
is placed on a separate output file for,factor scoring
or punch output.

WhilP UMSTS50 does not compute factor scores itself, auxiliary
programs are available which can compute and print those scores
for each observation when raw data are input. A. user wishing to
compute factor scores must stor-, his raw data and relevant inter-
mediate results on scratch tape (TAPE99). When filling out the
Problem Card, the user must select those options which put that
data onto TAPE99. If a user desires factor score output, a note
explaining the methodology a user desires to follow in computing
those factor scores must accompany the user's EIN submission.

Limits inherent to UMST550

Total number of variables, 2 < NV < 250 (approximately) for a
CDC 6600 with a 65Kword core.
Total number of observations if given oh Problem Card 2 < NOBS <
99999

6/71 3

3 9

continued

0
0



Enuc,AvONAI. Wk./A fiON

000 014'

LIAJGOM

Number of Variable Format Cards, 1 < NFC < 9
Number of TraAsgeneration Cards 0 < NTGC <, 999
Number of facvors 1 < NF < Nv/3 unless a specific stepped range
is chosen or forced in Cols. 59 and 60 of the Problem Card.

Limits which may be supplied by the user

Lower limit for factor eigenvalue (the principal factor variance)--
a value of 1.0 may be supplied by the program
Orthogonal rotation cycle limit--a maximum of 40 or NV/2 cycle
limit may be supplied by the program
Orthogonal rotation radian angle limit--.005 radians may be
supplied by the program

REFERENCES

1. Harman, H.H., Modern Factor Analysis (Chicago: Univ. of
Chicago Press, 1960).

2. Anderson, D. and Frisch, M., Statistical Programs for Use
on the CDC 6600 Computer (Minneapolis, Minn.: Univ. of
Minn., Univ. Comp. Ctr., 1969).

3. Caffrey, J., "Invrs" Algorithm 66, Comm. ACM (July 1961),
p. 322.

4. Horst, P., Factor Analysis of Data Matrices (New York:
Holt, Rinehart and Winston, Inc., 1965).

5. Hotchkiss, R., "SORT2", a standard sorting routine at
the Univ. Comp. Ctr. at the Univ. of Minn. based on
T.H. Hibbard's "An Empirical Study of Minimal Storage
Sorting," Comm. ACM, 6, (1968) pp. 206-212.

Ortega, J., "The Givens Householder Method for Symmetric
Matrices," in A. Ralston and H. Wilf, Mathematical Methods
for Digital Computers, II, (New York: John Wiley & Sons,
Inc., 1967), pp. 94-115.

7. Wilkinson, J.H., "Householder's Method for Symmetric
Matrices," Numerische Mathematik, 4 (1962), pp. 354
361.

8. Wilkinsm, J.H., "Calculation of the Bigenvalues of a
Symmetric Matrix by the Method of Bisection," Numerische
Mathematik, 4 (1962), pp. 362-367.

9. Wilkinson, J.H., "Calculation of the Bigenvector's of a
Symmetric Matrix by Inverse Iteration," Numerische

0 Mathematlk, 4 (1962), pp. 368-376.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT
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LeafA Square Curve Fitting Using
Orthogonal Polynomials

UMST560

Univer,Aty of Minnesota
University Computer Center

Unknown

CDC Fortran IV

CDC6600 (Scope 3.1.6)

Deck and listing currently available

William Craig, EIN Tech. Rep., Center
for Urban and Regional Affairs,
Univ. of Minn., 311 Walter Library,
Minneapolis, Minn. 55455
Tel.: (612) 373-7833

FUNCTIONAL ABSTRACT

Using a modified method of least squares, this program fits
polynomials to pairs of input data vectors. It first calcu-
lates a polynomial of degree 1, then of degree 2, and so on
up to the degree of the polynomial specified.

Output and Options

Different weights for each data element may be specified.
After every iteration the error sum of squares and standard
error of the coefficients are printed.
After every iteration observed values for both X and Y,
predicted Y, observed minus predicted Y, and weights assigned
to each point may be requested. In this notation X is the
independent variable and Y the dependent variable. This
option will be called the Full Output. It is useful informa-
tion when the degree of the polynomial desired is known.
An automatic termination with the polynomial of best fit
may be selected.
The coefficients of the orthogonal polynomials used in the
calculation of the least squares polynomials may be printed.
The input data may be transformed and vectors added according
to specifications supplied to the program. Pairs of XY
vectors are selected for curve fitting if there are,mure
than two vaviables. By use of transformation 04,

5/71
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x'
x

an exponential fit of the data may be obtained
2xof the form y = ao ale

x
a2e

A graph of the polynomial together with observed values may
be printed.

Method

LetLdenotetheindependentvariable(abscissa),Y.the ee-1

pendent variable (ordinate), Wi the corresponding weight

(W4 = 1 if weights are not supplied), and Pm(X) = E BiX
i

" 1=0

the least-square polynomial of degree N. If P(X) denotes any

Jth-degree polynomial, then PN(X) is that polynomial which

minimizes E W.[17. P (X.)]2.
1 1 J 1

Because of the much greater accuracy attainable, orthogonal
polynomials, rather than the standard matrix inversion tech-
nique, are used to determine PN(X). Theru is no restriction
on the spacing of the Xi. Calculation and printout begin
with degree 1 and proceed to the highest degree selected.

If the automatic termination option is selected, the program
terminates when the "error sum of squares", a standard
criterion of computational accuracy, is not reduced for two
consecutive higher degrees. The full output and differences
are then printed out for that polynomial which resulted in
the smallest "error sum of squares". This process construc-
tively defines the polynomial of "best fit" since the proba-
bility is small that polynomials of higher degree will yield
a smaller "error.sum of squares."

Equations

MW .

iW M = number of ta points
.

1=1

M
N = maximum of (1, M-N-1) ; N = degree of polynomial

P
N
(X) = E B.Xi

; least squares polynomial
i= 1 1

44,
2

r
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Means:
CD

cp
a. X ,--. W.X./M

CD 1 1 W
1=1

b. Y = E W4Yi/Mw
i=1

Total sum of squares:

Y
s

= E W.Y.2
1i=1 1

Standard deviations:

y2 .
w

a. S [ E W.X.2 3C2 Mw]/(Mw 1)=
1 1

b. SY Ys/(mw 1)
Error sum of squares:

E =
E Wi[PN(Xi) Yil2

Standard Error of Y Estimate:

SE = 1/E/MN

Note: S is undefined when N = M-1. In this case M
N

= 1 is
used in the calculation.

Standard Error of the Coefficients:

SB. = I(Variance Bi)/MN See Ref. 1 for computation of
these. See also previous note
on M

N.

Back solution:

PN(Xi) = Predicted Y ; Observed Y Predicted Y = Yi PN(Xi)

continued
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Time Estimate

The maximum time a program will run is a fuactiLJI of the number
of observations, the number of variables, the lumber of Select
Cards, and the number of graphs printed. The equation given
below assumes a graph size of 50 by 100 lines and a Full Output
option.

TIME = [.15 NVAR NSELE * N0BS38 + NOBS (.00036)
+ 4.62 *

NGRAF] Seconds

Where: NSELE = the number of Select Cards
NVAR = the number of variables
NOBS = the numter of observations

NGRAF = the number of 50 X 100 graphs printed out.

REFERENCES

1. Todd, J., A Survey of Numerical Analysis (New York:
McGraw-Hill Book Co., Inc., 1962), pp. 347-362.

2. Hildebrand, F.B., Introduction to Numerical Analysis
(New York: McGraw-Hill Book Co., Inc., 1956) pp. 258
287.

3. Jordan, T.L., and Vogel, R.E., "Least Squares Polynomial
Fitting," Systems Programs for CO-OP, E2 UCSD LSQPOL,
(Palo Alto, Calif: Control Data Corp.).

4. Hamming, R.W., Numerical Methods for Scientists and Engineers
(New York: McGraw-Hill Book Co., Inc. 1962).
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ULSCRIPTIVL TITLE Multivariate Analysi.s of Variance

CALLING NAME UMST570

INSTALLATION NAME University of Minnesota
University Computer Center

AUTHOR(S) AND
AFFILIAlION(S)

William Walster, David Doren
University Computer Center
University of Minnesota

LANGUAGE CDC Fortran IV

COMPUTER CDC6600 (Scope 3.1.6)

PROGRAM AVAILABILITY Deck and listing currently available

CONTACT William Craig, EIN Tech. Rep., Center
for Urban and Regional Affairs,
Univ. of Minn., 311 Walter Library,
Minneapolis, Minn. 55455
Tel.: (612) 373-7833

FUNCTIONAL ABSTRACT

This program performs multivariate analysis of variance and or
covariance on a vector of dependent variables.

Input

The input data can he from one to many dependent varlates and/or
covariates. Each observation muat have a complate set of scores
on all the variates and covariates. It may have unequa:. observa-
tioas in the cells of the selected design.

Options

Linear and/or eleven algebraic transformations can be made when
data are read in.

The analyses of all anova designs are based on contrasts (com-
parisons). The program generates several main effect options
for between analyses or allows freedom for the programmer to
supply his own design matrix (set of contrasts). The program
forces orthogonality among contrasts. All the above contrasts
are for "between-cells analyses".

continued
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Sources of Variation

a. The program automatically groups the appropriate sets of
contrast estimates into main effects and appropriate inter-
action effe-_ts. Options are available to regroup the coa-
trast estimates. This allows tests on specific contrests
or contrast sets other than the normal main effects and
interaction effects.

b. The order of the contrasYs in the design matrix are of a
specific form. It is advised that the user acquaint 11:7m-
self with the section on Regrouping Cards to fully under-
stand the "conventional" order utilized by the program.
This "conventional" order may be changed by the user through
the "reorder" option (see section on Special Orderings).
The order of the tests of the sets of contrasts takes on
special meaning since each test assumes the previous test
was null.

A test of the equality of the variance-covariance matrices be-
tween cells can be performed. When there is only one dependent
variate, this test is the same as the test of equality of
variances.

Either weighted or unweighted means analysis may be chosen
independently for each factor in the design.

A second linear transformation of variates can be p-Tformed
to allow orthogonal linear combinations of original variates
within each observation. The resulting analysis, utilizing
proper recombinations, can give a multivariate analog to
univariate repeated-measures analyses.

The recombination option aliows the design analysis to be per-
formed on selected subsets of variates (and covariates).

2 5/71
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Stepwise Regression

UMST580

University of Minnesota
University Computer Center

Mr. IC Dale Pimple
Sandia Corporation

CDC Fortran IV
Modified for use at Univ. of Minnesota

CDC6600 (Scope 3.1.6)

Deck and listing currently available

William Craig, EIN Tech. Rep., Center
for Urban and Regional Affairs,
Univ. of Minn., 311 Walter Library,
Minneapolis, Minn. 55455
Tel.: (612) 373-7833

FUNCTIONAL ABSTRACT

This program performs stepwise linear regression handling as
many as 80 independent and 25 dependent variables. There is an
option for using variable weights on the observations. Thirty-
four methods of transformation and/or generation of individual
variables as possible. This program selects a subset of in-
dependent variables by fixed F or fixed probability, deleting
least significant variables one at a time.

Output includes regression and correlation parameters at each
step. An optional feature of this program can compute and give
as output residual information. Since the data analyzed may
differ from the input data, all or part of the data analyzed
may also be included as output.

Any or all of the following may be calculated and given as
output:

1. Sums, sums of squares, and sums of cross products
2. Means, sums of squares, and sums of cross products
3.,. Correlation coefficients
4. The inverse of the correlation matrix and the inverse

of the X'X matrix.

5/71
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Method

The method used by UMST580 to pick the most significant subset
of independent variables for each dependent variable is as
follows:

1. The regression analysis is performed on the entire set
of P independent variables.

2. For each variable in the analysis, the statistic, bi/Cii,
is computed where bi is the regression coefficient giving
the relationship between the ith independent variable and
the dependent variable. Cii is the ith diagonal element
of (X'X)-2. This statistic gives the reduction in the
regression snm of squares when Xi is deleted from the
analysis°

3. The minimum of bi/Cii is obtained.
4. This value is divided by the error mean square at that

point, and this ratio has an F distribution.
5. This value of F is tested against either a value of F

or a probability level included in the control card for
the problem.

6. If it is determined that this minimum sum of squares is
significant, the deletion process is discontinued. Other-
wise, Xi is deleted, the inverse matrix is adjusted for
the deletion, and a branch is taken back to step 2.

Since the method given above for selecting the optimum subset
of variables is equivalent to partially reinverting the X'X
matrix, it is essential to include a check on the accuracy of
the inverse. It should be pointed out that all operations are
carried out on the correlation matrix which has all elements
between 4. 1. The basic inversion routine used throws out any
variablei which would cause singularity. After the correlation
matrix is inverted, the norm of (I RB0) is computed. I is
the P X P identity matrix, R is the correlation matrix, and
Bo is the computed estimate of R. The norm used is defined
by

N(A) =Vzza l4
ij

If this norm does not meet the requirements specified on the
control card, the option is available to use Hotelling's method2
to obtain a better estimate of the inverse. This is an iterative
technique, and the ith estimate of the inverse is given by

= B. (21 RB.
1 a.-

continued
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If the norm mentioned above is less than 1.0, convergence to the
CD true inverse is assured tleory). Actually, the degree of

convergence is restricted by the use of floating point arith-
CD metic.

The following table2 gives probability values computed by
UMST580 for selected F ratios with one degree of freedom in
the numerator and the number indicated in the denominator.
The true probability values are given across the top.

Degress of
Freedom

TTue Probability
0.95 .990.70 0.90

1 0.6927 0.8687 0.9073 0.9386
2 0.6988 0.8950 0.9422 0.9806
3 0,6991 0.8992 0.9477 0,9869
4 0.7001 0.9005 0.9497 0.9887
5 0.7000 0.9014 0.9505 0.9895
6 0.7000 0.9020 0.9510 0.9897
7 0.6989 0 9022 0.9512 0.9899
8 0.6997 0.9025 0.9515 0.9902
9 0.6994 0.9026 0.9517 0.9903

10 0.7003 0.9025 0.9517 0.9901
12 0.6986 0.9031 0.9520 10.9903
34 0.6996 0.9030 0.9520 0.9903
16 0.6998 0.9033 0.9520 0.9903
18 0.6996 0.9035 0.9521 0.9903
20 0.6989 0.9032 0.9522 0.9903
40 0.6965 0.9041 0.9524 0.9903

100 0.6981 0.9043 0.9528 0.9903
500 0.7002 0.9045 0.9527 0.9903

REFERENCES

1. Hotelling, H., "Some New Methods in Matrix Calculation,"
Annals of Math. Stat., 14 (1943), pp. 1-34.

2. Kendall, M.G., The Advanced Theory of Statistics (2nd ed.,
London: Griffin Pub. Co., 1967), II, Equation 21.62,
p. 118.
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

EDUCCAvi

Cross Classification

UMSTS90

University of Minnesota
University Computer Center

Robert Ellis, Department of Journalism
University of South Dakota

CDC Fortran IV

CDC6600 (Scope 3.1,6)

Deck and listing currently available

William Craig, EIN Tech. Rep., Center
for Urban and Regional Affairs,
Univ. of Minn., 311 Walter Library,
Minneapolis, Minn. 55455
Tel.: (612) 373-7833

FUNCTIONAL ABSTRACT

This program generates a cross-tabulation, i.e. a bivariate
frequency distribution, for pairs of variables. As an option,
a distribution may be formed for each value of a third variable
or for each pair of values of a third and a fourth variable,
i.e., using one or two control variables. Missing data options
may interpret blanKs and non-numerics as missing data, or read
missing data tags, or convert plus and minus punches to numeric.
values. The data may be used as given, or they may be grouped
into inteTvals before a plot is formed. The data may be real
cr integer numbers. A trafisgeneration subprogram is included.

The following may be selected as output.

1. Chi square and contingency coefficient C.
2. Column and row percentages mild percentages to the overall

total of the table.
3. Nonparametric correlation coefficients: Kendall tau with

associated z; GoodmanKruskal gamma, and Somers dyx and dxy.
(Note: for a 2X2 table, gamma = Yule's Q.)

Limitations

1. Number of variables 2 < NVAR < 80
Number of observationsNOBS <-40,000

CD
CD
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2. Total data input (NOBS X NV) < 40,000 where NV is the
NVAR + 9laTgest integer contained in

10
e.g., 10,000 observations on 40 variables, or

5,000 observatios on 80 variables.
3. The number of levels on any variable must be < 20,

not including missing data. Values taken on may be
any real number, but only 20 distinct values may occur.
In order to meet this restriction, Maximum and Minimum
Cards, transgeneration or one of the recoding options
(Interval or PICK) may be used.

4. Maximum table size js 20 X 20.

Formulae

Let x.. be the data element in the ith row and jth column.
ij

Sums of columns:

n . = 1 X.. where r is the number of rows.
') i=1 13

Sums of rows:

ni = y X. where c is the number of columns.
j=1 1)

Total:

N = n .

j=1 '3

Chi square:

Chi square =

[

n .n.

i=1 j=1 EXil

The latter form is used in the program.

Degrees of freedom: d.f. = (r-1)(c-1)
Where missing data or subtables result in zero raws or columns,
the message 'ADJUSTED TO FOR THIS TABLE' will appear.

Yates' continuity correction, applied to 2 X 2 tables:

If X. < f. then use X. 4. 1/2

2

C51
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-I,

,--.1 If X.. > f.. then 115,e X . 1/2
c> 13 13 13

0 If X.. = f.. then use X.
c:. 13 13 13
c)

Expected frequencies:

= ni. X n.j/N

EDUCATIONAL IN)HMATION W.:IAA/MIK

000 0I4S

Contingency coefficient:

C = iChi square / N + Chi square)

where Chi square has not been corrected for continuity in the
case of a 2 X 2 table.

r:
Q =

i=1 j=2

/.71 c-1

i=1 j=1

S P

(X..X ) where k = (i+1), r13 kl
and 1 = 1, ...,

(X..X ) where k = (i+1), r13 kl

Kendall Tau:

1. For square table (i.e., r = c):

Tau B

where T

and U =

and 1 = (j+1), c

/112N(N-1)T

1 r
V n. (n. 1)

2 Li1=1
1. 1.

2.For non-square table (i.e. r # c):

Tau C = 2S
where m is smaller of ry

N2(ET-)
m

5/71 3
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Sampling variance of S:

Var = n. (n.
1. 1.

n .(n .

'3

- 1)(2n1

1)(2n.j

i--1

+ 5)

+ 53]

N(N-1)(2N+S)
1=1

18

j=1

e.

9N(N-1) (N-2) 1.

1
n. (n.. 1)(ni - 2)

.0.1111[1,

c
v
t -., fn - 1) (n.. - 27)1 +
--. ,J JL_.i.

1

) 2N(g---1) 1---.
1..

Normal deviate:

Z (s ) =
Var

Ln .(n
.1 .J .j

OMEN.

n. (n. 1)1. 1.

(Continuity correction): Given a 2 X 2 table the absolute
value of S is redUced by 1/2 N with the restriction that if
IS1 < 1/2 N, S = 0. For all o,ther tables, 1St is reduced by
1.

Goodman-Kruskal Gamma:

Gamma = S/(P+Q)

Somers d:

,111,111.

d53

continued
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Descriptive Statistics

UMST600

University of Minnesota
University Computer Center

Unknown

CDC Fortran IV

CDC6600 (Scope 3.1.6)

Decks and listings currently available

William Craig, EIN Tech. Rep. Center
for Urban and Regional Affairs, Univ.
of Minn., 311 Walter Library,
Minneapolis, Minn. 55455
Tel.: (612) 373-7833

UMST600 provides a nearly complete description of the distribu-
tion of each of up to 999 variables. For each variable (X) the
following measures are calculated: IX, IX2, 2(X-7)2, mean,
variance, and standard deviation. Each measure is produced
after reading in all observations, but options exist to.identify
missing data so that the measures may pertain to a different
subset of the total number of observations for each variable.
The count of non-missing observations is output for each vari-
able. There is no limit on the number of observations to be
processed.

Several options are available which make the program more useful.
The user may opt to produce 1X3, DO, 1(X-7)3 and 1(X-7)4. He
may also opt to print the maximum and minimum value for each
variable. X value (from largest to smallest), frequency, cumula-
tive frequency, cumulative proportion and absolute proportion
for each variable may be output. Choosing this option limits
the size of the job that can be processed in one use of the
program to 400 variables and 100 observations or 10 variables
and 4000 observations. Variables may also be named attaching
an eight-character label to each variable's output.

continued
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Notation and Computations

N = the number of observations

Variance formula 1

2 N E X2 (E X)2
N(N-1)

(unbiased)

Variance formula 2

E(X

E (X

E (X

2 N E X2 (E X)2

N2

EX2 NI2

EX3 3XEX2 + 2N3r3

(biased)

itICEV 6K2 EX2 3NI4

2

556
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

Chi Square from Raw Data

UMST620

University of Minnesota
University Computer Center

AUTHOR(S) AND Unknown
AFFILIATION(S)

LANGUAGE CDC Fortran IV

COMPUTER CDC6600 (Scope 3.1.6)

PROGRAM AVAILABILITY Decks and listing currently available

CONTACT William Craig, EIN. Tech. Rep., Center
for Urban and Regional Affairs, Univ.
of Minn., 311 Walter Library,
Minneapolis, Minn. 55455
Tel.: (612) 373-7833

FUNCTIONAL ABSTRACT

This program computes and prints a frequency distribution of
two variables based on intervals supplied to the program.

Optional outputs include:

1. A check of all the frequencies as calculated above to
determine if all are equal to or above the given fre-
quency supplied to the program. If cell frequencies
are below this value, they are printed out and the
problem terminated.

2. The chi-square statistic with its associated degrees
of freedom.

3. Marginal sums of the calculated frequencies.
4. Expected frequencies based on the marginal sums and

the total frequency.

Input data consist of observations to be grouped in a contingency
table, commonly referred to as an r X c table with r > 2 and
c > 2. Yates' continuity correction is applied in the case of
2 Y 2 tables.

5/71 1
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Formulae

Let xij be the data element in the ith row and jth column.

4z%

41Sums of columns: n. . = E x.. where r is the number of rows.
.3 13

c
Sums of rows: n . = E x.. where c is the number o columns.

13j=1

Total: N = E n 4

j 'az 1

Chi square:

r c (x.

Chi square = E E
n .n.

i=1 j= 1.

2

=

The latter form is used in the program.

Degrces of freedom: d.f. = (r-1) (c-1)

Yates' continuity corrections:

Given the 2 X 2 table:

total

Use this table if (a+c)(a b)ir =

If (a+c) (a+b)/r > a, then use

.558
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lf (a+c)(a+b)/r < a, then use

a 1/2 b + 1/2

c + 1/2 d 1/2
instead of

Expected frequencies: f.. = n .n. /N
13 .3 1.

5/71
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

ADTHOR(S) AND
AFFILIATION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

This program ;a modification of UCLA's program BMDOSV) analyzes
the statistical significance of dependent variables for those
experimental designs that can be formulated in terms of the
General 7,inear Hypothesis model. It allows processing of the
same design for as many dependent variables as field length
will allow, where all variables are read in at once and the
calculations are performed on the variables one at a time.

Thi.s program does not allow analysis of covariance. It does
not allow transformation or transgeneration. The program can
analyze unbalanced analysis of variance designs according to
stated hypotheses.

EDUCAT IONAL INFORMA-fiON NETWORK

000 0148

Gener.1 Linear Hypothesis for
Anova, Unequal Frequencies

UMST610

University of Minnesota
University Computer Center

Modified version of BMDOSV from
Health Sciences Comp. Fac., UCLA

CDC Fortran IV

CDC6600 (Scope 3 1.6)

Deck and listing currently available

William Craig BIN Tech. Rep., Center
for Urban and Regional Affairs,
Univ. of Minn., 311 Walter Lib.,
Minneapolis, Minn. 55455
Tel.: (612) 376-7232

Description of Model

Suppose we have n observations (values assumed by n random
variables) yl, y2, ...0 yn, which have the linear structure

yet = +la 1 x2a 2

cx = 1,

7/71
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cwhere Ix. J. are known constants, iy are unknown variables, and .0la c
{e

a
} ure uncorrelated random variables, with means 0 and vari-

c)
-..,

ances a 2
. .P.

00

lhe program is designed so that

xi =
xi . 2)

x.
12' ***, xin

is the design or analysis of variance type. The analysis of
variance parameters are to be represented by the numbers 0, 1,
4 (or actually to +9).

Using this program it is possible to process a great variety of
analysis of variance designs; for example, full factorials,
partial factorials, unbalanced designs, and experimental de-
signs with missing values. ,

For a given set ya, xla,

squares estimates,

= 1, 2, ...,

the residual sum of squares

n t

(ya x.
la 'a=1 i=1

xta the program computes the least

and the degrees of f-....eedom for this sum of squares. Hypotheses
of the form,

H: 15 = =
ik

0 0
12

41V4

where (ii, i2, ik) is any subset of (1 2, ..., t) may be
stated. Least-squares estimates of the O's under these hypotheses
are computed along with the residual sums of squares, and the
degrees of freedom for these sums.

If we now make the assumption that the ea are normally distributed,
then the above information is sufficient to compute the usual P
tests for the hypotheses stated, with the proper degrees of
freedom.
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CONTACT

000 0149

Single and Simultaneous Equatioa
(TSLS, USE) Regression Package

UMST630

University of Minnesota
University Computer Center

Morris Norman
University of California, Santa Barbara

James Weatherby
University of Texas

CDC Fortran IV

CDC6600 (Scope 3.1.6)

Deck and listing currently available

William Craig, EIN Tech. Rep., Center
for Urban and Regional Affairs Univ.
of Minn., 311 Walter Library,
Minneapolis, Minn. SSLISS
Tel.: (612) 373-7833

FUNCTIONAL ABSTRACT

This is d multipurpose program designed to estimate the coeffi-
cients of a multiple regression model or a simultaneous equation
model. Three estimation techniques are available to the user:
ordinary least squares (OLS)1'2; two stage least squares (TSLS)3'4;
and limited information maximum likelihood (LISE)526. The program
has variable input format and a transformation routine with nine
options including a provision to lag variables one period.
For the computational methods used see Ref. 7.

The standard printout for each equation estimated is as fol:.ous:

a. Augmented moment matrix (raw crossproduct matrix)
b. Variancecovariance matrix of the coefficients
c. Regiession coefficients and their asymptotic standard

errors
d. Varlance and standard deviation of the equation
e. R2 adjusted for degrees of freedom
f. R2 not adjusted for degrees of freedom
g. t test for each regression coefficient; H
h. F test; Ho: (B1,...,Bn) 0 H1: (81,

6/71

B

J

continued m
ktr,



EDUCATIONAL. INFORMATION NITTWORK LDUCOM

COO 0149

The optional printout for ePch equation estimated is as fullows:

a. Covariance and correlation matrix for all of the variables
b. Graph of actual and predicted value of the dependent vari-

able vlrsus the corresponding observation
c. Durbin-Watson statistic
d. Scatter diagrams of values of the dependent variable plotted

against the values of selected independent variable(s)
e. Elasticities of each independent variable with respect to

the dependent variable (taken about the means)
f. Standard partial regression coefficient for each independent

variable
g. If the transformation routine is used, a table describing

the indicated transformation is printed. The number of
transfomations is restricted to forty.

Formulae of Selected Statistics

Moment Matrix of all the variables (optional)

T Z Z.kLal a 3k (n-1)

Correlation Matrix of all the variables (optional)

Moment Matrix
(a. X a.)

J

VarianceCovariance Matrix of Coefficient°

Yi X(X'X)-1X'Y1 YIX1
s
cb,cb

s2
XX

0

t-4
414.

This is the analogue of E($ Ea)( 3 Ea). The standard errors
given are the square roots of the diagonal elements of the
matrix (these are given in parentheses).

Unadjusted R2

s63
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r-4 Adjusted R2

= 1

A

t)
2

(Yt Y
t=1

in 1

(Yt 2
t=1

n 1

(Yt C't)2
t 1

n m 1

Elasticity of yt with respect to Xj

Y.
Xj = /

Symbols:

zi =

Yt

'ft

=

6/71
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the dependent or independent variable

dependent variable

estimated value of yt

mean of
yt

n = number of observations

m = number of independent variables

Rj. = estimate of 0 the regression coefficient

jth independent variable

SEj = the standard error of
3

:K. = the mean of the jth independent vaTiable
3

01*
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REFERENCES

1. Goldberger, A.S., Econometric Theory (New York: John
Wiley & Sons, Inc., 1964), Ch. 4.

2. Johnston, J., Econometric Methods (New York: McGraw
Hill, Inc., 1963), Ch. 4.

3. Goldberger, pp. 329-336.

4. Johnston, pp. 258-260.

5. Goldberger, pp. 338-345.

6. Johnston, pp, 254-258.

7. Christ, C.F., Econometric Models and Methods (New York:
John Wiley & Sons, Inc., 1966), Ch. 9, Sec. 9-10.

8. Goldberger, p. 333.
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INSTALLATION NAME

LANGUAGES

COMPUTER

AVAILABILITY

CONTACT
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University Computing Facility

Ma:quette University Computing Center

FORTRAN III, FORTRAN IV, COBOL, MAP

IBM 7040 with 16K-word core storage

Open shop

Mr. Robert Miller, Acting Director,
Computing Center, Marquette University,
1515 W. Wisconsin Ave., Milwaukee,
Wisc. 53233
Tel.: (414) 224-7700

FUNCTIONAL ABSTRACT

The IBM 7040 at Marquette University is offered to EIN users with
Computer Center personnel available for consultation in utilizing
the Program Library and in correcting user-written programs.

Equipment at the Marquette University Computing Center :;.ncludes
the following.

ControZZere

IBM 1414 Model
IBM 1414 Model IV

Storage

IBM 729
IBM 7330

I/0

IBM 1402
IBM 1403

PeripheraZ equ4ment

Synchronizer for tapes
Synchronizer for cards printer

Tape drives (2)
Tape drives (4)

Card reader-punch
Line printer

(not connected to the MO)

IBM 407 Tabulating machine
IBM 314 Reproducing punch
IBM 083 Sorter
IBM 870 Graph plotter
IBM 056 Verifier
IBM 1232 OPtical reader

12/70
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Peripheral equipment (continued)

IBM 534 Card punch
IBM 026 Printing card punches(R)
GDDR 3B Gerber data reader
Microdyne Analog-to-digital converter

Magnetic tape is available on a loan basis in 200-, 1200-, and
2400-foot sizes. Programs available at Marquette include those
developed at the Computing Center and programs ordered through
SHARE, with an ordering time of two to three weeks for complete
documentation on the latter.

4

F-1

2
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Kiewit Computation Facility

Kiewit Computation Center
Dartmouth College

Dartmouth BASIC
Dartmouth FORTRAN
Dartmouth ALGOL
Dartmouth LISP
LAFFF (Language to Aid Financial

Fact Finders)
CRIII (Computer Research Involving

Investment Information)
MIX
GEFORT (GE FORTRAN)
GMAP (GE Macro Assembly Program)
TRAC (Text Reckoning and Compiling

Program)

GE-635

Available to specified categories of
remote terminals

For Account Initiation, Period of
Usage, and Policl:

A. Kent Morton, BIN Technical Rep-
resentative, Kiewit Computation
Center, Dartmouth College, Hanover,
N.H. 03755
Tel.: (603) 646-2864

For specific problems in the following areas (all extensions
preceded by Area Code 603, exchange 646-):

Area

Validating user numbers
and passwords; granting
special permissions

Programming assistance

Use of Plotters

Supplying MaAluals

2/71

Name

Nancy Broadhead
Stephen V.F. Waite

Diane Mather
Stephen V.F. Waite

Arthur Luehrmann

Jann Dalton

589

Extension

2643
2643

3283
2643

2976,2864

2147
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FUNCTIONAL ABSTRACT

The Dartmouth Time Sharing System is a remote access facility
supporting such low-speed terminals as Teletype models 33, 35,
and 37, Friden 7100 and IBM 2741. Detailed terminal, coupler,
and bit rate specifications are contained in references 1 and
2. On-site peripherals are not available to remote users,
since the Center does not handle input or output beyond the
operations counter.

Hardware available to remote uses includes the dual processor
GE 635 with 160K x 36-bit words; two GB Datanet 30's with a total
of 155 bit buffer units; one GE magnetic drum with controllers;
two IBM 2314 disc units with a Datametrics interface to a
GE IOC controller; and six tape drives (7 track) operated by
two tape controllers.

The executive sys'.em was written and is maintained and modified
by Dartmouth under raduates under the supervision of the
Software Development Director at Kiewit.

Remote faculty users will be alloted 16K of core memory, 64
seconds of run-time, and, in most cases, 6K of disc storage.

Special software available to all users incivaes the LAFFF and
the CRITI systems developed by the Amos Tuc% School of Business
to aid in finding financial facts (see Ref. 3); a simulator of
the MIX system designed by Donald Knuth; RUNOFF (for text pro-
cessing); Dartmouth EDIT, TEXTEDIT, and STRING EDITOR, all for
file manipulation, whether the file he a progran, text, or alpha-
numeric data; TEACH, which provides the possibility for writing
a program to automatically test programs written by students for
a given problem or course; and IMPRESS, which consists of numerous
sociological data files and a core of programs for manipulating
them.

REFERENCES

1. Hargraves, R., and Mather, D., User's Guide to the Dartmouth
Timl-Sharing System, Dartmouth College TM 022 (Hanover, N.H..
Oct. 1970).

2. Morton, A.K., Hardware a d Access Supplement for Remote Users
(Dart. Col., Jan. 1971).

3. CR.= (Tuck Sch. of Bus. Admin., Dart. Col., 1970). CRIII is
a system, for financial fact finding written in BASIC. It is
now being used almost exclusively with and by Tuck Schocl
students, and is obtainable from the Tuck School.

2
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Remote Job Entry System (RJE)

The Pennsylvania State University
Computation Center

Full facilities of the IBM Operating
System for the 360.

IBM 360/67

Remote access

Dr. Daniel Bernitt, The Pennsylvania
State University Computation Center,
105 Computer Building, The Pennsyl-
vania State University, University
Park, Pa. 16802
Tel.: (814) 865-9527

FUNCTIONAL ABSTRACT

The Remote Job Entry (RJE) system permits research users to
access the System 360/67 computer from a remote keyboard
terminal in a time-sharing mode. The terminals supported
by the system are IBM 2741's with BCD or "SELECTRIC" character
set, DATEL or other terminals that simulate the 2741 and hence
have the same characteristics, IBM 1050 terminals with the
BCD character set, and Teletypes.

Principal Equipment

Main Campus

Number
1

5

15
18
20
1

1

Branch Campuses

Number
10
1

3

1/71

Type
IBM 360/67
IBM 360/20

DATEL Thirty-21

IBM 1050
IBM 2741

IBM 2250
CalComp Plotter

(30 inch bed)

Type
IBM 2780
IBM 360/20
IEM 1050

1

57.1

Use
Main system
High speed entrY

Low speed entry

Interactive Graphics
Hard Copy Graphics

Use
High speed entry
High speed entry
Low speed entry

continued "0
0
0
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Storage and I/0 Devices

The 360/70 central system consists of: 1 million bytes main
memory; 2 million bytes LCS; six TBM 2400 tape drives (9-
track); two IBM 2400-1 tape drives (7-track); two IBM 2301
Drums; three IBM 2314 Disk Drives: one IBM 2703 Communications
Adapter; two IBM 2540 Card reader/punches; three IBM 2403
PrinteTs; one IBM 2671 Paper Tape reader; live IBM 2260 CRT.

Software

1. Complete OS/360 (currently Release 18 + HASP).

2. Locally developed remote job entry, supporting low speed
terminals of the type

IBM 2741 (EBCDIC or SELECTRIC character set) ot
DATEL THIRTY-21 (portable, similar to 27411s) or.
IBM 1050 (EBCDIC character set).

3. Various language processors and application programs. In-
cludes systems developed locally and at other independent
computing facilities along with all IBM type I and II
systems.

REFERENCES

The Pennsylvania State University Computation Center, Remote
Job Entry System: General Information and Summary Des-
cription (University Park, Pa.: The Penn. State Univ.,
Nov. 1970). Available from the EN Office at the cost
of reproduction and mailing.
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LANGUAGES
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Vogelbaa Computing Facility

Vcg31back Computing Center
Northwestern University

FTN (CDC FORTRAN Extended)
RUN (CDC FORTRAN)

COMPUTER

AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

COBOL, SNOBOL, LISP,
ALGOL, MIMIC, SLIP,
SIMSCRIPT, COMPASS

CDC 6400, 65K

Batch processing, remote batch
processing, remote on-line processing

Lorraine Borman, EIN Technical
Representative, Vogelback Computin
Center, Northwestern University,
2129 Sheridan Road, Evanston,
Ill. 60201
Tel.: (312) 492 3682

The 6400 is primarily a batch processing machine but can handle
on-line access through Teletype models 33 or 35, or a CDC 200
User Terminal.

Equipment

1

1

2

2

1

2

1

4

1

1

6416 Central computer.
6603 disk
854 disk pack drives
501 printers (upper case
415 card punch
405 card readers
565 CalComp plotter
607 magnetic tape transinrts
3691 paper tape reader/punt:II
6671 communication!. MultiPiexor

The Center is currently running under the SCOPE 3.2 operating
system. Data tapes must be 7 track, BCD; only 026 character
set is acceptable on either punched cards or tapes.

Use of the Center, is restricted to educational and non-profit
institutions.

1/71
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DESCRIPTIVE TITLE

CALLING NAME

INSTALLATION NAME

AUTHOR(S) AND
AFFILIAlION(S)

LANGUAGE

COMPUTER

PROGRAM AVAILABILITY

CONTACT

FUNCTIONAL ABSTRACT

The UCSB On-Line System (OLS) providesthe capability for
sophisticated mathematical analysis for use in solving vrob-
lems where human interaction is either necessary 0 (14sxmli.

OLS accepts both real and complex numbers (scalars) as oper-
ands as well as lists of such numbers (vectors). Operations
performed on scalars produce scalar results, which can be
numerically displayed; operations.on vectors produce vector
results (the specified operation being performed on each com-
ponent), and results of computation can be displayed either
numerically or graphically. Operands can be stored and used
as xequired. Operators include sine, cosine, logaethm, and
exponentiation; and each is executed with a single button push.
Facility is provided for interaction between operands of dif-
ferent types (e.g. vectors and scalars). In ac.dition, a limited
set of operations manipulate integers used in subscripting.

Additional features are provided to support OLS's basic mathe-
matical capability. Although OLS normally executes each

060 0105

UCSB On-Line System

OLS

University of California
Santa 3arbal
UCSB Computer Center

Dr. David Harris, Principal Investigator
Ron Stoughton, Principal Programmer
UCSB Computer Research Lab.

Basic Assembler Language

IBM System 360/75

Listing of programs may be obtained by
special arralgement with the Computer
Research Lab.

Glenn Davis, OLS Manager, Computer
Center, Univ. of Cal., Santa Barbara,
Cal. 93106
Tel.; OW 961-2462

3/71 1
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button as it is pushed, a button sequence may be defined, named,
and saved for later execution. Convenient means are provided
for editirg such sequences. Lists of buttons to be executed
can include programmed pauses, allowing manual and programmed
activity to be interfaced; as well as branching based upon
results of computation. Messages can be composed of alphameric,
(ireek, and special characters, and displayed. Those characters
not specifically provided by OLS may be designed by the user
and stored, and then are available for use. A collection of
button lists lnd user-created characters is referred'to as a
"system". Systems are named and can be permanently stored and
later retrieved. Portions of systems may be transferred between
systems, and systems may be transferred between users, Sets
of scalars and vectors may also be named, permanently stored,
and later retrieved.

Apart from OLS's mathematical capability, a recent development
provides the ability to create and edit a "deck" of cards and
submit it for execution in an QS partition. Operations on
string, record and file levals are provided. Data-sets residing
on any disk pack within the installation may be fetched, examined,
modifiJd, and submitted for execution. Work continues in the
general field and further develo Pments are expected.

2
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DESCRIPTIVE TITLE

INSTALLATION NAME

EDUCAUONAL INFORMATION NETWORK

000 0304

MERC Time-Sharing System

Middle-Atlantic Educational and
Research Center

LANGUAGES FORTRAN IV, COBOL, ASSEMTLY1, BASIC,
and various special applications
programs.

COMPUTER RCA Spectra 70/46G with 256 kilobytes
of core

AVAILABILITY Remote and mail access

CONTACT Dr. Richard S. Lehman, Director
MERC, P. 0. Box 1372, Lancaster,
Pa. 17604
Tel.: (717) 393-0132 or 393-5021

Dr. Paul W. Ross, Manager of Services,
MERC, P. O. Box 1372, Lancaster,
Pa. 17604
Tel : (717) 393-0132 or 393 5021

FUNCTIONAL ABSTRACT

MERC is making available its RCA Spectra 70/46G with 2-mega-
byte drum, four disc storage units and four tape drives (9-
channel, BOO bpi). This system is a highly interactive
time-sharing ani simultaneous batch computer operating system.
The terminals supported are Model 33 and 35 teletypewriters,
via 1/2 state WATS lines in the 215 and 717 dialing areas.
Local dial-up in the Lancaster area and other selected
locations in eastern Pennsylvania and southern New Jersey
is available.

The system supports programs in BASIC, FORTRAN IV, COBOL, and
Assembly. The FORTRAN system has both background compilation
and execation, fast batch and interactive FORTRAN. COBOL is
supported for conventional background batch-mode operation
or in a mode in which input may be taken ftom a terminal. In
addition, a syntax cbecking system is available.

Entry of data is via paper tape reader at the user's site, or
by input of card decks at the computer center in Lancaster,
for building large data base files. In addition, the system
provides a large data base managem,nt system known as (MIK-
WEIVE for special on-line data management applications. Vari-
ous other special application packages are available.

continued gt0
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000 0104

EDUCOM

REFERENcES

Coia, EJ., Inte.oactive BASIC System Reference Manual (Lancaster,
Pa.: MERC, July 1970).

MERC Program Library Manual (Lancaster, Pa.: MERC, July 1970).

Gallagher J. MERC Calculator ManuaZ (Lancascer, Pa.: MERC,
July 1970).

Copies of these manuals are available from MERC or through
E1N at the cost of reproduction and mailing.
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DESCRIPTIVE TITLE

INSTALLATION NAME

EntiCATIONAL INFORMATION NETWORK

000 0136

Catholic University Computer Center

The Catholic University of America
Computer Center

LANGUAGES FORTRAN IV
BASIC
COBOL
ASSEMBLER (MACRO)
and various special languages
and utilities

COMPUTER PDP-10 with 64K words of core

AVAILABILITY Remote access teletype
and Batch processing

CONTACT Dr. Andrew G. Favret, Dir. Computer.
Center, The Catholic Univ. 'of America,
Washington, D. C. 20017
Tel.: (202) 529-6000 ext.

terminals

FUNCTIONAL ABSTRACT

The PDP-10 is a timesharing system with a rather flexible Monitor.
The equipment includes: two 7track tape drives, one RPO2 disk
pack drive, eight DECtapes, and one CaIComp online graphic
plotter, in addition to card reader, line printer and papertape
reader/punch. All of the peripherals are available directly or
indirectly to remote users. Remote acces's lowspeed terminals
such as Teletype models 33 and 35 should be used (ASCII Code)
The dialup number is (202) 526-3300. It is necessary to
obtain project/programmer numbers and password before using
the system.

6/71
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DESCRIPTIVE-TITLE INDEX

EIN NO.

000 0077

000 0076

000 0062
000 0089
000 0051(p)
000 0108
000 0051(r)

000 0051(q)

000 0016

000 0051(s)
000 0059
000 0053
000 0054
000 0114

000 0132
000 0055
000 0018
000 0006
000 0084
000 0085

000 0052
000 0019
000 0051(g)
000 0136
000 0137
000 0020

8/71

A

Algorithm for the Optimization of a Quadratic Form
Subject to Linear Restraints, An (ZORILLA)

Algorithms for Analysis of Variance and Covariance
of Incomplete Block and Lattice Designs (GAVIAL)

Analysis of Change-over Experiments (ZFE-03; ZFE-04)
of Contingency Tables (ACT version 1.00)
-of-Variance Method of Unweighted Means (ANOVUM)
of Variance Using Between-Subject Designs (SABCA)
of Variance with Repeated Measures (Proportion-
ality Assumed) (AOVRM)
of Variance with Unequal Subclass Numbers (Method
of Expected Subclass Numbers) (ANOVES)

Automatic Interaction Detector (AID)

Bartlett's Test for Homogeneity of Variance (BARTL)
Basic Information Retrieval System (BIRS)
BEEF Data Processing Subroutines (BEEFDP)

Mathametical Subroutines (BEEFM)
Best Least Squares Polynomial Approximation Sub-

routine (LSPOL)
Bio-Medical Computer Programs (BMD)

Multivariate Statistical Programs (BMD)
Biserial--Point-Biserial Correlation Program (BISR)
"Book-Type" Indexing Program (INDEXER)
Bucharest Sort a List into Ascending Order (ABSRT)

Sort a List into Descending Order (DBSRT)

CalComp Plotter Subroutines
Canonical Correlation (CANON)

Correlation (CANON)
Catholic University Computer Center
Chi Square (UMST520)

and C Statistics (CHISQR)

r 18

continued
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EIN NO.

000 0147 Chi Square from Raw Data (UMST620)
000 0051 Collection of Statistical Programs (STPAC)
000 0123 Comparison of Characteristics from "Ethnographic

Atlas" (ETHATLAS)
000 0044 Computer Means, Median, Frequencies (PROFILE)
000 0134 Continuous System Modeling Program (CSMP)
000 0130 Correlation and Multiple Linear Regression (UMST500)
000 0141 Orthogonal Factor Analysis (UMST550)and
000 0029 Critical-Path Summary--Probability Statistic Based

on Normal Curve (PERTC)
000 0145 Cross Classification (UMST590)
000 0118 Cross-Cultural Comparison (POLYCOMP)
000 0124 Cultural Comparison (CULTCOMP)
000 0125 Culture Identification (CULTPIK)

000 0117 Data Survey and Normality Test (NORMSURV)
000 0122 Demographic Information from Murdock's Ethnographic

AtZas (ETHINFO)
000 0146 Descriptive Statistics (UMST600)
000 0021 Discriminant Analysis for Two Groups (DISCRIM)

000 0022 Eigensystems of Nonsymmetric, Real Square Matrices
(EIGSYS)

000 0073 Equipercentile Equating Program (SCORMACH)

000 0002 Factor Analysis (FACTOR)
000 0065 Analysis by Direct "Oblimin" Method (OBLIMIN)
000 0051(i) Analysis Principal-Components Analysis)(or

(FANAL)
000 0127 Finished Characteristics from Textor's A Cross-

CuZturaZ Summary (TEXCODE)
000 0126 Characteristics 400 Cultures (TEXTOR)of
000 0128 Fitting Nonlinear Regression Functions (TARSIER)
000 0050(a) FORMAC Utility Program (FMACUT)

continued

DTI 2 8/71

E81



EDUCOM EDUCAT IONAL INFORMATION NETWORK

EI1V NO.

000 0140 FORTRAN Computer Based Serials Holding Management
(UPDATEMOLD/PUBLSH/LANSUB)

000 0042 Program for Computing a Full Set of Canonical
Correlations Relating Two Sets of Measurements
(CANON)

000 0007 Program for Evaluating Internal Consistency
and Single-Factoredness in Sets of Multilevel
Attitude Items (ATTANAL)

000 0009 Program for Guttman and Other Scalogram Analyses
(GUTTSCL)

000 0072 Program to Assist in the Process of Political
Reapportionment (BELOW)

000 0082 Subroutine Package to Solve Ordinary Differential
Equations (NODE)

000 0083 Subroutine Package to Solve Ordinary Differential
Equations (DNODE)

000 0086 Subroutine to Solve Simultaneous Linear Equations
with Complex Coefficients (CGELG)

000 0051(a) Frequency Analysis with Chi Square (FAWCS)

000 0081 FURNIVAL Regression Screen (FURNIVAL)

000 0148

000 0107
000 0116

000 0133
000 0008
000 0017
000 0098

000 0106
000 0024

000 0099
000 0034

8/71

General Linear Hypothesis for Anova, Unequal
Frequencies (UMST610)
Multiple Regression Analysis (REGAN1)
Program for Multivariate Cross-Classification
(NUCROS)
Purpose Simulation System (GPSS)

Generalized Analysis of Transaction Flows (INDIFF)

Stepwise Regression (B34T)
t Test (UOM 5)

1

Individual Case Statistics Program (SUMSCRDS)
Information-Oriented Language--A Generalized Informa-

tion and Retrieval System (INFOL)
Retrieval Services
Retrieval System for Creating, Maintaining, In-

dexing, and Retrieving from Files of Textual
Information (TRIAL)

3
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EIN NO.

000 0058 Inquirer II System for Content Analysis (I/II)
000 0033 Interrupt Time Series--Three Tests of Significance

(TIMEX)
000 0131 Invert Ill-behaved Matrices Using Hotelling and

Bodewig's Iterative Technique (HRDMIN)

000 0051(1) Kendall Rank Correlation Coefficients (tau) (KETAU)
000 0049 Key Grapheme in Context (KGIC)
000 0101 Kiewit Computing Facility (Dartmouth)
000 0051(o) KruskalWallis One-Way Analysis of Variance (KRWAL)

000 0142 Least Square Curve Fitting Using Orthogonal Poly-
nomials (UMST560)

000 0025 Linear Programming (LINPROG)

000 0119 Major Characteristics from Murdock's Ethnographic
AtZas (ETHCODE)

000 0001 MannWhitney U Test (MANNWH)
000 0051(n) Whitney U Test (MNWHT)
000 0060 Matching Factor Solutions (MATCHFS)
000 00,5 Mathematical Programming System (MPS)
000 0061 Matrix Decomposition for Points of View Analysis

(MATDEC)
000 0091 Operations (AES 106)
000 0104 MERC Time-Sharing System
000 0092 Mineral Identification (MINERAL)
000 0087 Minres Method of Factor Analysis (MINRES)
000 0138 Missing Data Correlation (UMSTS30)
000 0070 Multidimensional Scalogram Analysis (MSA-I)
000 0012 Multiple Regression and Correlation Analysis (BMD29)
000 0011 Regression and Correlation Analysis, Modified

with Plots (PLOTYY)
000 0074 Scalogram Analysis (MSA)
000 0026 Multivariate Analysis of Variance (MANOVA)

continued
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EIN NO.

000 0063
000 0143
000 0005

000 0027
000 0068
000 0075
000 0139
000 0014
000 0028

000 0109

000 0038

000 0041

000 n112
000 0051(f)
000 0051(d)
000 0051(k)
000 0050
000 0069
000 0135
000 0023

000 0043
000 0030

8/71

EDUCATIONAL INFORMATION NETWORK

Multivariate Analysis of Variance (MANOVA)
Analysis of Variance (UMST570)
Analysis of Variance-Covariance, Hotelling's T
(MULCVR)

95X95 Factor Analysis with Varimax Rotation (MESA1)
Nonmetric Multidimensional Scaling (KRUSKAL)

Multidimensional Scaling (KRUSCAL)
Nonparametric (Rank Order) Statistics (UMST540)
Northwestern University Correlation Analysis (NUCORR)

University Cross Classification and Tabulation
(NUCROS)

Numerical Frequency Analysis (NUMFREQ)

0
O'Neill Concordance Package (CONTEXT, CONCORD)

Package of Three FORTRAN Programs for Computerized
Assistance in the Instruction of Beginning and
Remedial Reading and the Evaluation of Such In-
struction, A (DOVACK)

Page Plotter Using the Line Printer (LPLOT)
Partial Correlation (PARCOR)
Pearson ProductMoment Correlation Coefficient (PPMCR)
Phi Coefficient (PHICO)
PL/IFORMAC Interpreter (FORMAC)
Plot (PLOT)
PrimalDual Transportation Algorithm, A (TRANSPRT)
Program Deck Identification Field Sequencing Program

(IDSEQN)
Program for Analysis of Linear Systems (PALS)
Punch and Print Rankings (PPRANK)

5

continued
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EIN NO.

000 0048 Quick-Draw Graphics System (QDGS)

000 0121
000 0120
000 0031
000 0067
000 0088

000 0078
000 0102

Random Sample of 50 Cultures (ETHRAND)
--- Samples of Cultures (ETHDGRE)

Rank-Order Statistics (RKSTAT)
Rao Constellation and Distance Analysis (DISCRIM2)
Reformat into Either BCD or EBCDIC (EDP C 005 E;

EDP C 005 B)
Regression Model Building System (MOUFLON)
Remote Job Entry System (RJE)

000 0032 Sequence Checking (SEQCHK)
000 0051(e) Significance of Pearson ProductMoment Correlation

Coefficient (SIGPP)
000 0110 Simple Multiple Linear Regression (MISREGN)
000 0071 Simulation Package for University Research and

Training (SPURT)
000 0037 Simulator of SAMOS (A Simple Imaginary Machine

Language for Instruction) (SAMOS)
000 0149 Single and Simultaneous Equation (TSLS, LISE)

Regression Package (UMST630)
000 0113 Smallest Space Analysis (SSA-1)
000 0051(m) Spearman Rank Correlation Coefficients (rho) (SPRHO)

000 0096 Rank-Order Correlation (UOM 4)
000 0046 Static Leontief InputOutput Analysis (INOUT)
000 0045 Statistical Analysis of Single Equation Models (QSASE)
000 0051(b) Summary (STSUM)
000 0051(h) Step-Up and Step-Down Multiple Linear Regression

(UPREG/DNREG)
000 0010 Stepwise Multiple-Discriminant Analysis (EIDISC)
000 0144 Regressicn (UMST580)
000 0115 Regression Analysis (STEPREGN)
000 0064 Structure-Factor Least-Squares Refinement Program

for IBM 7390 (ORFLS-PX)
000 0090 Student Scheduling System (SCHEDULE)
000 0003 Student's T and F Ratio (STDNF2)

continued
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EIN NO.

000 0013
000 0129
000 0004

000 0039
000 0047
000 0080

Student's T Test (STDNF1)
t Test (STUDENTT)

Subtle, Unbiased, Zealous Yatagen of Questionnaires
(SUZYQ)

Synagraphic Computer-Mapping Program (S'MAP)
Mapping (SYMAP)
Mapping Program (SYMAP)

000 0035 Test Scorer and Statistical Analysis (TSSA)
000 0111 Scoring and Item-Analysis Package (QUICKSCORE/

ITEMSTEP/ITEMRS)
000 0079 TEXT360: A System for Producing Manuals (TEXT360)
000 0040 Transportation Planning Package (TRAN/PLAN)
000 0051(c) T Test of Difference between Means (TTEST)

000 0105
000 0056
000 0057
000 0094

000 0100
000 0095

000 0066
000 0015

UCSB OnLine System (OLS)
UNIVAC 1107 Linear Programming Package (LP1107)

1107 PERT/COST, PERT/TIME System (PERT)
Univariate and Muitivariate Analysis of Variance,

Covariance and Regression (NYBMUL)
University Computing Facility (Marquette)

of Maryland Test Scoring Program (Version 4)
(UOM 32)

Unrestricted Maximum Likelihood Factor Analysis (UMLFA)
Upper- and Lower-Case Greek and Roman Alphabetic

Plotting (SCRIPT)

000 0051(j) Varimax Rotation (VARMX)
000 0103 Vogelback Computing Facility

000 0097 Weighted Summing Test Scoring Program (Recoding)
(UOM 87)

continued
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EIN NO.

000 0036

DTI

X, Y

Zenner's Three-Stage Least-Squares Program (Z3SLS)
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EDUCATIONAL
INFORMATION

NETWORK

EIN NUMBER

000 0001

000 0002

000 0003
000 0004

000 0005

000 0006

000 0007

000 0008

000 0009

000 0010
000 0011

000 0012

000 0013

000 0014
000 0015

000 0016

000 0017
000 0018

000 0019
000 0020

000 0021

000 0022

000 0023

000 0024

000 0025

000 0026
000 0027
000 0028

000 0029

000 0030
000 0031

000 0032

8 / 71

INDEX

MannWhitney
U Test (MANNWH)

Factor Analysis (FACTOR)

Student's
T and F Ratio (STDNTF2)

Subtle, Unbiased,
Zealous Yatagen of Questionnaires

(SUZYQ)

Multivariate
Analysis of Variance-Covariates,

Hotel-

ling's T (MULCVR)

"Book-Type"
Indexing Program (INDEXER)

FORTRAN Program for Evaluating
Internal Consistency

and Single-Factoredness
in Sets of Multilevel

Attitude Items (ATTANAL)

Generalized
Analysis of Transaction

Flows (INDIFF)

FORTRAN Program for Guttman and Other Scalogram
Anal-

yses (GUTTSCL)

Stepwise Multiple-Discriminant
Analysis

(EIDISC)

Multiple Regression
and Correlation

Analysis,
Modified

with Plots (PLOTYY)

Multiple Regression
and Correlation

Analysis (BMD29)

Student's
T Test (STDNTF1)

Northwestern
University

Correlation
Analysis (NUCORR)

Upper- and Lower-Case
Greek and Roman Alphabetic

Plotting
(SCRIPT)

Automatic
Interaction

Detector (AID)

Generalized
Stepwise Regression

(B34T)

BiserialPoint-Biserial
Correlation

Program (BISR)

Canonical
Correlation

(CANON)

x2 and C Statistics
(CHISQR)

Discriminant
Analysis for Two Groups (DISCRIM)

Eigensystems
of Nonsymmetric,

Real Square Matrices

(EIGSYS)

Program Deck Identification
Field Sequencing

Program

(IDSEQN)

Information-Oriented
Language--A

Generalized
Informa-

tion and Retrieval
System (INFOL)

Linear Programming
(LINPROG)

Multivariate
Analysis of Variance

(MANOVA)

95X95 Factor Analysis with Varimax Rotation (MESA1)

Northwestern
University

Cross Classification
and

Tabulation
(NUCROS)

Critical-Path
Summary--Probability

Statistic
Based

on Normal Curve (PERTC)

Punch and Print Rankings (PPRANK)

Rank-Order
Statistics

(RKSTAT)

Sequence
Checking (SEQCHK) continued

ENI



EDUCATIONAL INFORMAT ION NETWORK EDUCOM

000 0033 Interrupt Time Series--Three Tests of Significance
(TIMEX)

000 0034 Information Retrieval System for Creating, Maintain-
ing, Indexing, and Retrieving from Files of
Textual Information (TRIAL)

000 0035 Test Scorer and Statistical Analysis (TSSA)
000 0036 Zellner's Three- Stage Least-Squares Program (Z3SLS)
000 0037 Simulator of SAMOS (A Simple Imaginary Machine

Language for Instruction) (SAMOS)
000 0038 O'Neill Concordance Package (CONTEXT, CONCORD)
000 0039 Synagraphic Computer-Mapping Program (SYMAP)
000 0040 Transportation Planning Package (TRAN/PLAN)
000 0041* A Package of Three FORTRAN Programs for Computerized

Assistance in the Instruction of Beginning and
Remedial Reading and the Evaluation of Such In-
struction (DOVACK)

000 0042 FORTRAN Program for Computing a Full Set of Canonical
Correlations Relating Two Sets of Measurements
(CANON)

000 0043 Program for Analysis of Linear Systems (PALS)

000 0044 Computer Means, Median, Frequencies (PROFILE)
000 0045 Statistical Analysis of Single Equation Models (QSASE)

000 0046 Static Leontief InputOutput Analysis (INOUT)
000 0047 Synagraphic Mapping (SYMAP)
000 0048 Quick-Draw Graphics System (QDGS)
000 0049 Key Grapheme in Context (KGIC)
000 0050 PL/IFORMAC Interpreter (FORMAC)
000 0050(a) FORMAC Utility Program (FMACUT)

000 0051 Collection of Statistical Routines (STPAC)
000 0051(a) Frequency Analysis with Chi Square (FAWCS)

000 0051(b) Statistical Summary (STSUM)
000 0051(c) T Test on Difference between Means (TTEST)

000 0051(d) Pearson ProductMoment Correlation Coefficient (PPMCR)
000 0051(e) Significance of Pearson ProductMoment Correlation

Coefficient (SIGPP)
000 0051(f) Partial Correlation (PARCOR)
000 0051(g) Canonical Correlation (CANON)
000 0051(h) Step-Up and Step-Down Multiple Linear Regression

(UPREG/DNREG)
000 0051(1) Factor Analysis (or Principal-Components Analysis)

(FANAL)
000 0051(j) Varimax Rotation (VARMX)
000 0051(k) Phi Coefficient (PHICO)
000 0051(1) Kendall Rank Correlation Coefficients (tau) (KETAU)
000 0051(m) Spearman Rank Correlation Coefficients (rho) (SPRHO)
000 0051(n) MannWhitney U Test (MNWHT)

continued
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000 0051(o) KruskalWallis One-Way Analysis of Variadce (KRWAL)
000 0051(p) Analysis-of-Variance Method of Unweighted Means

(ANOVUM)
000 0051(q) Analysis of Variance with Unequal Subclass Numbers

(Method of Expected Subclass Numbers) (ANOVES)
000 0051(r) Analysis of Variance with Repeated Measures (Pro-

portionality Assumed) (AOVRM)
000 0051(s) Bartlett's Test for Homogeneity of Variance (BARTL)
000 0052 CalComp Plotter Subroutines
000 0053 BEEF Data Processing Subroutines (BEEFDP)
000 0054 BEEF Mathematical Subroutines (BEEFM)
000 0055 Bio-Medical Multivariate Statistical Programs (BMD)
000 0056 UNIVAC 1107 Linear Programming Package (LP1107)
000 0057 UNIVAC 1107 PERT/COST, PERT/TIME System (PERT)
000 0058 Inquirer II System for Content Analysis (I/II)
000 0059 Basic Information Retrieval System (BIRS)
000 0060 Matching Factor Solutions (MATCHFS)
000 0061 Matrix Decomposition for Points of View Analysis

(MATDEC)
000 0062 Analysis of Change-over Experiments (ZFE-03; ZFE-04)
000 0063 Multivariate Analysis of Variance (MANOVA)
000 0064 Structure-Factor Least-Squares Refinement Program

for IBM 7090 (ORFLS-PX)
000 0065 Factor Analysis by Direct "Oblimin" Method (OBLIMIN)
000 0066 Unrestricted Maximum Likelihood Factor Analysis

(UMLFA)
000 0067 Rao Constellation and Distance Analysis (DISCRIM2)
000 0068 Nonmetric Multidimensional Scaling (KRUSKAL)
000 0069 Plot (PLOT)
000 0070 Multidimensional Scalogram Analysis (MSA-4)
000 0071 Simulation Package for University Research and

Training (SPURT)
(100 0072 FORTRAN Program to Assist in the Process of Political

Reapportionment (BELOW)
000 0073 Equipercentile Equating Program (SCORMACH)
000 0074 Multiple Scalogram Analysis (MSA)
000 0075 Nonmetric Multidimensional Scaling (KRUSCAL)
000 0076 Algorithms for Analysis of Variance and Covariance of

Incomplete Block and Lattice Designs (GAVIAL).
000 0077 An Algorithm for the Optimization of a Quadratic Form

Subject to Linear Restraints (ZORILLA)
000 0078 A Regression Model Building System (MOUFLON)
000 0079 TEXT360: A System for Producing Manuals (TEXT360)
000 0080 Synagraphic Mapping Program (SYMAP)
000 0081 FURNIVAL Regression Screen (FURNIVAL)
000 0082 FORTRAN Subroutine Package to Solve Ordinary Dif-

ferential Equations (NODE)

8/71 3
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000 0083 FORTRAN Subroutine Package to Solve Ordinary Dif-
ferential Equations (DNODE)

000 0084 Bucharest Sort a List into Ascending Order (ABSRT)

000 0085 Bucharest Sort a List into Desceading Order (DBSRT)

000 0086 FORTRAN Subroutine to Solve Simultaneous Linear
Equations with Complex Coefficeints (CGELG)

000 0087 Minres Method of Factor Analysis (MINPES)

000 0088 Reformat into Either BCD or EBCDIC (EDP C 005 E;

EDP C 005 B)
000 0089 Analysis of Contingency Tables (ACT version 1.00)

000 0090 Student Scheduling System (SCHEDULE)

000 0091 Matrix Operations (AES 106)
000 0092 Mineral Identification (MINERAL)

000 0093 Mathematical Programming System (MPS/360)

000 0094 Univariate and Multivariate Analysis of Variance,
Covariance and Regression (NYBMUL)

000 0095 University of Maryland Test Scoring Program (Version

4) (UOM 32)
000 0096 Spearman Rank-Order Correlation (UOM 4)

00G 0097 Weighted Summing Test Scoring Program (Recoding)

(UOM 87)

000 0098 Generalized t Test (UOM 5)
000 0099 Information Retrieval Services
000 0100 University Computing Facility (Marquette)

000 0101 Kiewit Computing Facility (Dartmouth)

000 0102 Remote Job Entry System (RJE)

000 0103 Vogelback Computing Facility
000 0104 MERC Time-Sharing System
000 0105 UCSB On-Line System (OLS)
000 0106 Individual Case Statistics Program (SUMSCRDS)

000 0107 General Multiple Regression (REGAN1)

000 0108 Analysis of Variance Using Between-Subject Designs
(SABCA)

000 0109 Numerical Frequency Analysis (NUMFREQ)

000 0110 Simple Multiple Linear Regression (MISREGN)

000 0111 Test-Scoring and Item-Analysis Package (QUICKSCORE/
ITEMSTEP/ITEMRS)

000 0112 Page Plotter Using the Line Printer (LPLOT)

000 0113 Smallest Space Analysis (SSA-1)

000 0114 Best Least Squares Polynomial Approximation Subroutine

(LSPOL)
000 0115 Stepwise Regression Analysis (STEPREGN)

000 0116 General Program for Multivariate Cross-Classification
(NUCROS)

000 0117 Data Survey and Normality Test (NORMSURV)

000 0118 Cross-Cultural Comparison (POLYCOMP)

continued
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000 0119

000 0120
000 0121
000 0122

000 0123

EDUCATIONAL INFORMATION NETWORK

Major Characteristics from Mlirdock's Ethnographic
AtZas (ETHCODE)

Random Samples of Cultures (ETHDGRE)
Random Sample of SO Cultures (ETHRAND)
Demographic Information from Murdock's Ethnographic

AtZas (ETHINFO)
Comparison of Characteristics from "Ethnographic

Atlas" (ETHATLAS)
000 0124 Cultural Comparison (CULTCOMP)
000 0125 Culture Identification (CULTPIK)
000 0126 Finished Characteristics of 400 Cultures (TEXTOR)
000 0127 Finished Characteristics from Textor's A Cross-

Cultural Summary (TEXCODE)
000 0128 Fitting Nonlinear Regression Functions (TARSIER)
000 0129 Student's t Test (STUDENTT)
000 0130 Correlation and Multiple Linear Regression (UMST500)
000 0131 Invert Ill-behaved Matrices Using Hotelling and

Bodewig's Iterative Technique (HRDMIN)
000 0132 Biomedical Computer Programs (BMD)
000 0133 General Purpose Simulation System (GPSS)
000 0134 Continuous System Modeling Program (CSMP)
000 0135 A Primal-Dual Transportation Algorithm (TRANSPRT)
000 0136 Catholic University Computer Center (Catholic)
000 0137 Chi Square (UMST520)
000 0138 Missing Data Correlation (UMST530)
000 0139 Nonparametric (Rank Order) Statistics (UMST540)
000 0140 FORTRAN Program for Computer Based Serials Holdings

Management (UPDATE/HOLD/PUBLSH/LANSUB)
000 0141 Correlation and Orthogonal Factor Analysis (UMST550)
000 0142 Least Square Curve Fitting Using Orthogonal Poly-

nomials (UMST560)
000 0143 Multivariate Analysis of Variance (UMST570)
000 0144 Stepwise Regression (UMST580)
000 0145 Cross Classification (UMST590)
000 0146 Descriptive Statistics (UMST600)
000 0147 Chi Square from Raw Data (UMST620)
000 0148 General Linear Hypothesis for Anova, Unequal

Frequencies (UMST610)
000 0149 Single and Simultaneous Equation (TSLS, LISE)

Regression Package (UMST630)

8/71 5 ENI
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KEYWORD INDEX

This Index contains key words from programs listed under the EIN
Number Index. This Index should not be considered as exhaustive.
It will be added to and updated at regular intervals.

A

Administrative analysis, context
000 0024 (INFOL) 000 0049 (KGIC)
000 0029 (PERTC) 000 0058 (I/II)
000 0035 (TSSA) contingency
000 0056 (LP1107) 000 0055 (BMD)
000 0057 (PERT) 000 0132 (BMD)

000 0059 (BIRS) correlation
000 0072 (BELOW) 000 0011 (PLOTYY)
000 0079 (TEXT360) 000 0012 (BMD29)
000 0090 (SCHEDULE) 000 0014 (NUCORR)
000 0093 (MPS/360) 000 0051 (f) (PARCOR)
000 0135 (TRANSPRT) 000 0055 (BMD)

000 0130 (UMST500)
aggregating 000 0132 (BMD)

000 0039 (SYMAP) 000 0141 (UMST550)
000 0047 (SYMAP) covariance
000 0080 (SYMAP) 000 0005 (MULCVR)

000 0026 (MANOVA)
alphabetic 000 0051 (f) (PARCOR)

000 0006 (INDEXER) 000 0055 (BMD)
000 0015 (SCRIPT) 000 0063 (MANOVA)
000 0038 (CONTEXT, CONCORD) 000 0076 (GAVIAL)
000 0041 (DOVACK) 000 0094 (NYBMUL)
000 0049 (KGIC) 000 0132 (BMD)

000 0143 (UMST570)
analog computer discriminant

000 0071 (SPURT) 000 0010 (EIDISC)
000 0021 (DISCRIM)

analysis 000 0055 (BMD)
canonical 000 0063 (MANOVA)

000 0055 (BMD) 000 0067 (DISCRIM2)
000 0132 (BMD) 000 0094 (NYBMUL)

change-over experiments 000 0132 (BMD)
000 0062 (ZFE-03, ZFE-04) distance

cluster 000 0067 (DISCRIM2)
000 0111 (O. (ITEMRS) factor

constellation 000 0002 (FACTOR)
000 0067 (DISCRIM2) 000 0004 (SUZYQ)

content 000 0027 (MESA1)
000 0058 (I/II) 000 0035 (TSSA)

8/71 1
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analysis, factor (cont.)
000 0051 (i) (FANAL)
000 0051 (p) (ANOVUM)
000 0051 (q) (ANOVES)
000 0051 (r) (AOVRM)
000 0055 (BMD)
000 0065 (OBLIMIN)
000 0066 (UMLFA)
000 0087 (MINRES)
000 0132 (8MD)
000 0141 (UMST550)

graphic
000 0049 (KGIC)

Guttman
000 0009 (UTTSCL)
000 0055 (BMD)
000 0132 (BMD)

Hoyt
000 0004 (SUZYQ)

input/output
000 0046 (INOUT)

item
000 0004 (SUZYQ)
000 0035 (TSSA)
000 0095 (UOM 32)
000 0111 (QUICKSCORE/

ITEMSTEP/ITEMRS)
linear systems

000 0043 (PALS)
000 0148 (UMST610)

mathematical
000 0105 L.,S)

point of v:_,
000 0061 (MATDEC)

regression
000 0011 (PLOTYY)
000 0012 (BMD29)
000 0026 (MANOVA)
000 0045 (QSASE)
000 0055 (BMD)
000 0063 (MANOVA)
000 0078 (MOUFLON)
000 0094 (NYBMUL)
000 0107 (REGAN1)
000 0115 (STEPREGN)
000 0132 (BMD)
000 0144 (UMST580)
000 0149 (UMST630)

KWI

analysis, scalogram
000 0009 (GUTTSCL)
000 0070 (MSA I)
000 0074 (MSA)

score
000 0073 (SCORMACH)
000 0095 (UOM 32)
000 0111 (QUICKSCORE/

ITEMSTEP/ITEMRS)
smallest space

000 0113 (SSA-1)
test

000 0004 (SUZYQ)
000 0035 (TSSA)
000 0095 (UOM 32)
000 0111 (QUICKSCORE/

ITEMSTEP/ITEMRS)
time series

000 0033 (TIMEX)
000 0055 (BMD)
000 0132 (BMD)

transaction
000 0008 (INDIFF)

variance
000 0004 (SUZYQ)
000 0005 (MULCVR)
000 0010 (EIDISC)
000 0016 (AID)
000 0026 (MANOVA)
000 0027 (MESA1)
000 0051 (f) (PARCOR)
000 0051 (i) (FANAL)
000 0051 (p) (ANOVUM)
000 0051 (q) (ANOVES)
000 0051 (r) (AOVRM)
000 0055 (BMD)
090 0063 (MANOVA)
000 0076 (GAVIAL)
000 0087 (MINRES)
000 0094 (NYBMUL)
000 0108 (SABCA)
000 0132 (BMD)
000 0143 (UMST570)
000 0148 (UMST610)

architecture: see Engineering &

Technology

continued
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art: see Humanities

astronomy: see Physical Sciences

asymptotic regression
000 0055 (BMD)
000 0132 (BMD)

atomic
coordinates

000 0064 (ORFLS-PX)
scattering

000 0064 (ORFLS-PX)
structure

000 0064 (ORFLS-PX)

back
solution

000 0067 (DISCRIM2)
000 0130 (UMST500)

substitution
000 0086 (CGELG)

Bartlett's test
000 0042 (CANON)
000 0051 (p) (ANOVUM)
000 0051 (q) (ANOVES)
000 0051 (s) (BARTL)

batch processing
000 0100 (Marquette)
000 0103 (Vogelback)
000 0104 (MERC)
000 0136 (Catholic)

BCD
000 0088 (EDP C 005 E,

EDP C 005 B)

Behavioral Sciences
000 0001 (MANNWH)
000 0004 (SUZYQ)
000 0009 (GUTTSCL)
000 0016 (AID)
000 0028 (NUCROS)

8/71 3

Behavioral Sciences (cont.)
000 0035 (TSSA)
000 0037 (SAMOS)
000 0039 (SYMAP)
000 0040 (TRAN/PLAN)
000 0041 (DOVACK)
000 0046 (INOUT)
000 0049 (KGIC)
000 0055 (BMD)
000 0058 (I/II)
000 0059 (BIRS)
000 0062 (ZFE-03, ZFE-04)
000 0070 (MSA I)
000 0072 (BELOW)
000 0074 (MSA)
000 0080 (SYMAP)
000 0093 (MPS/360)
000 0095 (UOM 32)
000 0099
000 0111 (QUICKSCORE/

ITEMSTEP/ITEMRS)
000 0118 (POLYCOMP)
000 0119 (ETH CODE)
000 0120 (ETHDGRE)
000 0121 (ETH RAND)
000 0122 (ETH INFO)
000 0123 (ETHATLAS)
000 0124 (CULTCOMP)
000 0125 (CULTPIK)
000 0126 (TEXTOR)
000 0127 (TEXCODE)
000 0132 (BMD)
000 0133 (GPSS)
000 0135 (TRANSPRT)
000 0140 (UPDATE/HOLD/

PUBLSH/LANSUB)

Bessel function
000 0054 (BEEFM)

bibliographic data
000 0034 (TRIAL)

biology: see Life Sciences

biophysics: see Life Sciences

continued
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biserial, point
000 0018 (BISR)
000 0035 (TSSA)
000 0095 (UOM 32)

block
design

000 0062 (ZFE-03; ZFE-04)
design, incomplete

000 0063 (MANOVA)
000 0076 (GAVIAL)

diagram
000 0076 (GAVIU)
000 0134 (CSMP)

Bodewig's technique
000 0131 (HRDMIN)

Borgatta error ratio
000 0009 (GUTTSCL)

botany: see Life Sciences

canonical correlations
000 0019 (CANON)
000 0042 (CANON)
000 0051 (g) (CANON)
000 opss (BMD)
000 0063 (MANOVA)
000 0094 (NYBMUL)
000 0132 (BMD)

carry-over
000 0062 (ZFE-03; ZFE-04)

centroid
000 0040 (TRAN/PLAN)
000 0067 (DISCRIM2)

change-over experiments
000 0062 (ZFE-03; ZFE-04)

checking
000 0032 (SEQCHK)

chemistry: see Physical
Sciences

KW1

chi square
000 0007
000 0008
000 0009
000 0010
000 0020

4

000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000

0028
0030
0042
0051
0051
0051
0055
0066
0067
0089
0116
0117
0137
0139
0145
0147

(ATTANAL)
(INDIFF)
(GUTTSCL)
(EIDISC)
(CHISQR)
(NUCROS)
(PPRANK)
(CANON)
(a) (FAWCS)
(p) (ANOVUM)
(q) (ANOVES)
(BMD)
(UMLFA)
(DISCRIM2)
(ACT version 1.00)
(NUCROS)
(NORMSURV)
(UMST520)
(UMST540)
(UMST590)
(UMST620)

Chilton index
000 0009 (GUTTSCL)

cluster analysis
000 0111 (c) (ITEMRS)

coefficients
003 0009 (GUTTSCL)
000 0021 (DISCRIM)
GOO 0025 (LINPROG)
GOO 0036 (Z3SLS)
000 0046 (INOUT)
000 0081 (FURNIVAL)
000 0114 (LSPOL)
000 0142 (UMST560)

biserial
000 0018 (B1SR)
000 0035 (TSSA)
000 0095 (UOM 32)

complex
000 0050 (FORMAC)
000 0086 (CGELG)

concordnace
000 0030 (PPRANK)
000 0031 (RKSTAT)
000 0139 (UMST540)

continued
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coefficients, contingency
000 0020 (CHISQR)
000 0028 (NUCROS)
000 0089 (ACT version
000 0116 (NUCROS)
000 0145 (UMST590)

correlation
000 0007 (ATTANAL)
000 0011 (PLOTYY)
000 0012 (BMD29)
000 0018 (BISR)
000 0027 (MESA1)
000 0031 (RKSTAT)
000 0045 (QSASE)
000 0051 (f) (PARCOR)
000 0051 (1) (KETAU)
000 0051 (m) (SPRHO)
000 0055 (BMD)
000 0065 (OBLIMIN)
000 0071 (SPURT)
000 0075 (KRUSCAL)
000 0087 (MINRES)
000 0095 (UOM 32)
000 0110 (MISREGN)
000 0130 (UMST500)
000 0144 (UMST580)
000 0145 (UMST590)

discriminant
000 0010 (EIDISC)
000 0.021 (DISCRIM)
000 0055 (BMD)

Kendall rank
000 0028 (NUCROS)
000 0051 (1) (KETAU)
000 0116 (NUCROS)

linear; colinear
000 0081 (FURNIVAL)

matrix
000 0043 (PALS)
000 0078 (MOUFLON)
000 0086 (CGELG)

Pearsonian
000 0008 (INDIFF)
000 0035 (TSSA)
000 0051 (d) (PPMCR)
000 0051 (e) (SIGPP)

phi
000 0051 (k) (PHICO)

8/71
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EDUCOM

coefficients, phi (cont.)
000 0095 (UOM 32)
000 0111 (a) (QUICKSCORE)

productmoment
000 0027 (MESA1)
000 0030 (PPRANK)
000 0035 (TSSA)
000 0051 (d) (PPMCR)
000 0051 (e) (SIGPP)

reproducability
000 0007 (ATTANAL)
000 0009 (GUTTSCL)

rho
000 0031 (RKSTAT)
000 0051 (m) (SPRHO)
000 0096 (UOM 4)

Spearman
000 0030 (PPRANK)
000 0031 (RKSTAT)
000 0051 (m) (SPRHO)
000 0096 (UOM 4)

tau
000 0028 (NUCROS)
000 0051 (1) (KETAU)
000 0116 (NUCROS)

temperature fa,...tor
000 0064 (ORFLX-PX)

validity
000 0035 (TSSA)

colinearity
000 0081 (FURNIVAL)

communality
000 0007 (ATTANAL)
000 0027 (MESA1)
000 0051 (j) (VARMX)
000 0087 (MINUS)
000 0141 (UMST550)

complex
000 0050 (FORMAC)
000 0086 (CGELG)
000 0105 (OLS)

components
000 0002 (FACTOR)
000 0027 (MESA1)

continued

KWI



EDUCATIONAL INFORMATION NETWORK

Computer Utility
000 0015 (SCRIPT)
000 0023 (IDSEQN)
000 0032 (SEQCHK)
000 0035 (TSSA)
000 0037 (SAMOS)
000 0039 (SYMAP)
000 0040 (TRAN/PLAN)
000 0047 (SYMAP)
000 0048 (QDGS)
000 0050 (FORMAC)
000 0050 (a) (FMACUT)
000 0052
000 0053 (BEEFDP)
000 0056 (LP1107)
000 0069 (PLOT)
000 0071 (SPURT)
000 0079 (TEXT360)
000 0080 (SYMAP)
000 0084 (ABSRT)
000 0085 (DBSRT)
000 0088 (EDP C 005 B,

EDP C 005 E)
000 0091 (AES106)
000 0105 (OLS)
000 0112 (LPLOT)
000 0133 (GPSS)
000 0135 (TRANSPRT)

concordance
000 0030 (PPRANK)
000 0038 (CONTEXT, CONCORD)

coefficients
000 0030 (PPRANK)
000 0031 (RKSTAT)
000 0139 (UMST540)

confidence level
000 0001 (MANNWH)

conformant mapping
000 0039 (SYMAP)
000 0047 (SYMAP)
000 0080 (SYMAP)

consensus
000 0030 (PPRANK)

KWI

EDUCOM

consistency
index

000 0009 (GUTTSCL)
internal

000 0007 (ATTANAL)
000 0032 (SEQCHK)

constellation analysis
000 0067 (DISCRIM2)

constraint
000 0025 (LINPROG)

content analysis
000 0058 (I/II)

context analysis
000 0049 (KGIC)
000 0058 (I/II)

contingency
000 0020 (CHISQR)
000 0028 (NUCROS)
000 0051 (a) (FAWCS)
000 0055 (BMD)
000 0089 (ACT version 1.00)
000 0116 (NUCROS)
000 0132 (BMD)
000 0137 (UMST520)
000 0145 (UMST590)

contour mapping
000 0039 (SYMAP)
000 0047 (MAP)
000 0080 (SYMAP)

contrasts
000 0026 (MANOVA)
000 0055 (BMD)
000 0063 (MANOVA)
000 0132 (BMD)
000 0143 (UMST570)

Cornell technique
000 0009 (GUTTSCL)
000 0055 (BMD)

correlation
000 0004 (SUZYQ)
COO 0011 (PLOTYY)
000 0012 (BMD29)

6
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correlation (cont.)
000 0014
000 0017
000 0019
000 0027
000 0030
000 0042
000 0045
000 0055
000 0065
000 0066
000 0087
000 0138
000 0141

coefficients
000 0031
000 0045
000 0051
000 0051
000 0051
000 0065 (OBLIMIN)
000 0071 (SPURT)
000 0075 (KRUSCAL)
000 0087 (MINRES)
000 0096 (UOM 32)
000 0110 (MISREGN)
000 0111 (QUICKSCORE/

ITEMSTEP/ITEMRS)
000 0116 (NUCROS)
000 0.130 (UMST500)
000 0143 (UMST570)
000 0145 (UMST590)

canonical
000 0019 (CANON)
000 0042 (CANON)
000 0051 (g) (CANON)
000 0055 (BMD)
000 0063 (MANOVA)
000 0094 (NYBMUL)
000 0132 (BMD)

effects
000 0026 (MANOVA)

interitem
000 0004 (SUZYQ)
000 0007 (ATTANAL)
000 0035 (TSSA)

correlation, matrix
(FACTOR)
(SUZYQ)
(EIDISC)
(TSSA)
(QSASE)
(DISCRIM2)
(MINRES)
(UMST500)
(UMST550)
(UMST630)

(FACTOR)
(0 (PARCOR)
(h) (UPREG/DNREG)

(f) (PARCOR)
(h) (UPREG/DNREG)
(STEPREGN)
(UMST500)

point-biserial
000 0018 (BISR)
000 0035 (TSSA)
000 0095 (UOM 32)

product-moment
000 0027 (MESA1)
000 0030 (PPRANK)
000 0035 (TSSA)
000 0051 (d) (PPMCR)
000 0051 (e) (SIGPP)
000 0089 (ACT version 1.00)
000 0098 (UOM 5)
000 0107 (REGAN1)
000 0111 (c) (ITEMRS)
000 0138 (UMST530)

Spearman
000 0139 (UMST540)

covariance
000 0005 (MULCVR)
000 0010 (EIDISC)
000 0026 (MANOVA)
000 0051 (f) (PARCOR)
000 0055 (BMD)
000 0063 (MANOVA)
000 0076 (GAVIAL)
000 0094 (NYBMUL)

continued

(NUCORR) 000 0002
(B34T) 000 0004
(CANON) 000 0010
(MESA1) 000 0035
(PPRANK) 000 0045
(CANON) 000 0067
(QSASE) 000 0087
(BMD) 000 0130
(OBLIMIN) 000 0141
(UMLFA) 000 0149
(MINRES) multiple
(UMST530) 000 0002
(UMST550) 000 0051

000 0051
(RKSTAT) partial
(QSASE) 000 0051
(h) (UPREG/DNREG) 000 0051
(1) (KETAU) 000 0115
(m) (SPRHO) 000 0130

8/71
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covariance (cont.)
000 0130 (UMST500)
000 0132 (BMD)
000 0138 (UMST530)
000 0141 (UMST550)
000 0143 (UMST570)
000 0149 (UMST630)

critical path
000 0029 (PERTC)
000 0057 (PERT)

crossclassifications
000 0020 (CHISQR)
000 0028 (NUCROS)
000 0051 (a) (FAWCS)
000 0055 (BMD) curve fitting
000 0089 (ACT version 1.00) 000 0054 (BEEFM)
000 0116 (NUCROS) 000 0142 (UMST560)

EDUCATIONAL INFORMATION NETWORK

crosstabulation (cont.)
000 0116 (NUCROS)
000 0145 (UMST590)

cultural, culture
000 0118 (POLYCOMP)
000 0119 (ETHCODE)
000 0120 (ETHDGRE)
000 0121 (ETHRAND)
000 0122 (ETH INFO)
000 0123 (ETHATLAS)
000 0124 (CULTCOMP)
000 0125 (CULTPIK)
000 0126 (TEXTOR)
000 0127 (TEXCODE)

crosscultural
000 0118 (POLYCOMP)
000 0119 (ETHCODE)
000 0123 (ETHATLAS)
000 0124 (CULTCOMP)
000 0127 (TEXCODE)

decomposition, matrix
000 0061 (MATDEC)

crossindexing
000 0140

crossproducts
000 0010
000 0014
000 0045
000 0055
000 0061
000 0078
000 0098
000 0130
000 0141
000 0144
000 0149

crosstabulation
000 0020
000 0028
000 0051
000 0055
000 0089

(UPDATE/HOLD/
PUBLSH/LANSUB)

(EIDISC)
(NUCORR)
(QSASE)
(BMD)
(MATDEC)
(MOUFLON)
(UOM 5)
(UMST500)
(UMST550)
(UMST580)
(UMST630)

(CHISQR)
(NUCROS)
(a) (FAWCS)
(BMD)
(ACT version 1.00)

degree of freedom
000 0007 (ATTANAL)
000 0008 (INDIFF)
000 0010 (EIDISC)
000 0020 (CHISQR)
000 0063 (MANOVA)
000 0067 (DISCRIM2)
000 0087 (MINRES)
000 0089 (ACT version
000 0110 (MISREGN)
000 0117 (NORMSURV)
000 0139 (UMST540)

deletion
000 0012 (BMD29)
000 0078 (MOUFLON)

demographic
000 0072 (BELOW)
000 0122 (ETH INFO)

density, population
000 0039 (SYMAP)

1.00)
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density, population (cont.)
000 0047 (SYMAP)
000 0072 (BELOW)
000 0080 (SYMAP)

design
block

000 0062 (ZFE-03, ZFE-04)
000 0076 (GAVIAL)
000 0134 (CSMP)

crossed
000 0094 (NYBMUL)

incomplete
000 0063 (MANOVA)
000 0076 (GAVIAL)

lattice
000 0076 (GAVIAL)

nested
000 0094 (NYBMUL)

detection
000 0016 (AID)

determinant
000 0022 (EIGSYS)
000 0054 (BEEFM)
000 0055 (BMD)

determination
000 0031 (FURNIVAL)

dictation
000 0041 (DOVACK)

dictionary
000 0038 (CONTEXT, CONCORD)
000 0041 (DOVACK)
000 0058 (I/II)
000 0079 (TEXT360)

differences, group
000 0010 (EIDISC)

differential equations
000 0043 (PALS)
000 0054 (BEEFM)
000 0082 (NODE)
000 0083 (DNODE)
000 0134 (CSMP)

dimensions
000 0001 (MANNWH)
000 0028 (NUCROS)

8/71

dimensions (cont.)
000 0061 (MATDEC)
000 0068 (KRUSKAL)
000 0070 (MSA I)
000 0075 (KRUSCAL)
000 0113 (SSA-1)

discriminant analysis; functions
000 0010 (EIDISC)
000 0021.(DISCRIM)
000 0055 (BMD)
000 0063 (MANOVA)
000 0067 (DISCRIM2)
000 0094 (NYBMUL)
000 0132 (BMD)

discrimination index
000 0095 (UOM 32)
000 0111 (a) (QUICKSCORE)
000 0111 (b) (ITEMSTEP)

dispersion
000 0064 (ORFLS-PX)

distance
analysis

000 0067 (DISCRIM2)
statistic

000 0010 (EIDISC)

distribution
Erlang

000 0071 (SPURT)
frequency

000 0004 (SUZYQ)
000 0009 (GUTTSCL)
000 0051 (a) (FAWCS)
000 0071 (SPURT)
000 0087 (MINRES)
000 0089 (ACT version 1.00)
000 0117 (NORMSURV)
000 0145 (UMST590)
000 0147 (UMST620)

Poisson
000 0071 (SPURT)

uniform
000 0054 (BEEFM)
000 0071 (SPURT)

district, political
000 0072 (BELOW)

9
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D, Somers
000 0028 (NUCROS)
000 0116 (NUCROS)

D2, Mahalanobis
000 0010 (EIDISC)

dual algorithm
000 0056 (IP1107)
000 0135 (TRANSPRT)

Durbin-Watson statistic
000 0012 (BMD29)
000 0130 (UMST500)
000 0149 (UMST630)

EDUCOM

eigenvector (cont.)
000 0051 (g) (CANON)
000 0051 (i) (FANAL)
000 0061 (MATDEC)

Engineering & Technology
00U 0027 (MESA1)
000 0039 (SYMAP)
000 0043 (PALS)
000 0047 (SYMAP)
000 0054 (BEEFM)
000 0071 (SPURT)
000 0080 (SYMAP)
000 0134 (CSMP)

equating
000 0073 (SCORMACH)

equipercentile
000 0073 (SCORMACH)

Earth Sciences
000 0039 (SYMAP)
000 0047 (SYMAP)
000 0080 (SYMAP)
000 0092 (MINERAL)

econometric
000 0036 (Z3SLS)
000 0046 (INOUT)

edit(ing)
000 0034 (TRIAL)

education: see Behavioral
Sciences

eigenvalue
000 0010 (EIDISC)
000 0022 (EIGSYS)
000 0027 (MESA1)
000 0043 (PALS)
000 0051 (g) (CANON)
000 0051 (i) (FANAL)
000 0061 (MATDEC)
000 0141 (UMST550)

eigenvector
000 0010 (EIDISC)
000 0022 (EIGSYS)
000 0043 (PALS)

KWI

Erlang distribution
000 0071 (SPURT)

error
Borgatta error ratio

000 0009 (GUTTSCL)
counting

000 0009 (GUTTSCL)
standard

000 0012 (BMD29)
000 0027 (MESA1)
000 0033 (TIMEX)
000 0035 (TSSA)
000 0036 (Z3SLS)
000 0045 (QSASE)
000 0051 (b) (STSUM)
000 0051 (c) (TTEST)
000 0055 (BMD)
000 0071 (SPURT)
000 0078 (MOUFLON)
000 0107 (REGAN1)
000 0109 (NUMFREQ)
000 0110 (MISREGN)
000 0129 (STUDENTT)
000 0130 (UMST500)
000 0141 (UMST550)
000 0142 (UMST560)
000 0149 (UMST630)

continued
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ethnography
000 0118
000 0119
000 0120
000 0121
000 0122
000 0123
000 0124
000 0125
000 0126
000 0127

Euclidean
000 0070
000 0113

evaluation
000 0041

exclusion
000 0044
000 0081

facility
000 0100
000 0101
000 0102
000 0103
000 0104
000 0105

factor
000 0002
000 0004
000 0007
000 0027
000 0060
000 0063
000 0066

analysis
000 0004
000 0035
000 0051
000 0051
000 0051

(POLYCOMP)
(ETHCODE)
(ETHDGRE)
(ETH RAND)
(ETH INFO)
(ETHATLAS)
(CULTCOMP)
(CULTPIK)
(TEXTOR)
(TEXCODE)

(MSA I)
(SSA-1)

(DOVACK)

(PROFILE)
(FURNIVAL)

(Marquette)
(Dartmouth)
(RJE)

(OLS)

(FACTOR)
(SUZYQ)
(ATTANAL)
(MESA1)
(MATCHFS)
(MANOVA)
(UMLFA)

(SUZYQ)
(TSSA)
(i) (FANAL)
(p) (ANOVUM)
(q) (ANOVES)

EDUCATIONAL INFORMATION NETWORK

factor, analysis (cont.)
000 0051 (r) (AOVRM)
000 0055 (BMD)
000 0065 (OBLIMIN)
000 0087 (MINRES)
000 0132 (BMD)
000 0141 (UMST550)

loading
000 0002 (FACTOR)
000 0007 (ATTANAL)
000 0027 (MESA1)
000 0051 (j) (VARMX)
000 0087 (MINRES)

solution, matching
000 0060 MATCHFS)

structure
000 0064 (ORFLS-PX)

file
creation & maintenance

000 0034 (TRIAL)
000 0059 (BIRS)
000 0140 (UPDATE/HOLD/

PUBLSH/LANSUB)
referencing

000 0024 (INFOL)
000 0140 (UPDATE/HOLD/

PUBLSH/LANSUB)

Fisher
000 0035 (TSSA)
000 0111 (c) (ITEMRS)

fit, goodness of
000 0008 (INDIFF)
000 0009 (GUTTSCL)
000 0066 (UMLFA)

flow, transaction
000 0008 (INDIFF)

font
000 0015 (SCRIPT)

FORMAC
000 0050 (FORMAC)
000 0050 (a) (FMACUT)

frequency
000 0009 (GUTTSCL)

continued
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frequency (cont.) function
000 0041 (DOVACK) 000 0050 (FORMAC)
000 0044 (PROFILE) 000 0050 (a) (FMACUT)
000 0051 (c) (TTEST) 000 0054 (BEEFM)
000 0071 (SPURT) Bessel
000 0094 (NYBMUL) 000 0054 (BEEFM)
000 0095 (UOM 32) gamma
000 0109 (NUMFREQ) 000 0054 (BEEFM)
000 0137 (UMST520) regression
000 0146 (UMST600) 000 0128 (TARSIER)

distribution
000 0004 (SUZYQ)
000 0009 (GUTTSCL)
000 0051 (a) (FAWCS)
000 0071 (SPURT)
000 0087 (MINRES) gamma
000 0089 (ACT version 1.00) function
000 0117 (NORMSURV) 000 0054 (BEEFM)
COO 0145 (UMST590) Goodman-Kurskal
000 0147 (UMST620) 000 0028 (NUCROS)

load 000 0089 (ACT version 1.00)
000 0043 (PALS) 000 0116 (NUCROS)

response 000 0145 (UMST590)
000 0009 (GUTTSCL)

Gauss000 0055 (BMD)
tables 000 0054 (BEEFM)

000 0086 (CGELG)000 0137 (UMST520)
000 0087 (MINRES)

Fresnel
GaussNewton method000 0054 (BEEFM)

000 0128 (TARSIER)
F ratio; test; value

General Facility Access000 0003 (STDNTF2)
000 0100 (Marquette)000 0010 (EIDISC)
000 0101 (Dartmouth)000 0012 (BMD29)
000 0102 (RJE)000 0033 (TIMEX)
000 0103000 0045 -(QSASE)

000 0051 (h) (UPREG/DNREG) 000 0104
000 0105 (OLS)000 0055 (BMD)
000 0136 (Catholic)000 0078 (MOUFLON)

000 0098 (UOM 5) geography: see Earth Sciences
000 0107 (REGAN1)

geology: see Earth Sciences000 0110 (MISREGN)
000 0115 (STEPREGN) Goodman
000 0129 (STUDENTT) 000 0008 (INDIFF)
000 0144 (UMST580) 000 0009 (GUTTSCL)
000 0148 (UMST610)

Goodman Kruskal gamma000 0149 (UMST630)
000 0028 (NUCROS)

KWI 12
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GoodmanKruskal gamma (cont.) Gullicksen index
000 0089 (ACT version 1.00) 000 0035 (TSSA)
000 0116 (NUCROS)
000 0145 (UMST590)

goodness of fit
000 0008 (INDIFF)
000 0009 (GUTTSCL)
000 0066 (UMLFA)
000 0075 (KRUSCAL)

gradient
000 0075 (KRUSCAL)

grapheme
000 0049 (KGIC)

graphic analysis
000 0049 (KGIC)

graphics, graphs
000 0015 (SCRIPT)
000 0039 (SYMAP)
000 0047 (SYMAP)
000 0048 (QDGS)
000 0052
000 0069 (PLOT)
000 007? (SPURT)
000 0080 (SYMAP)
000 0105 (OLS)
000 0112 (LPLOT)
000 0142 (UMST560)
000 0149 (UMST630)

Green
consistency index

000 0009 (GUTTSCL)
response patterns

000 0009 (GUTTSCL)

group
differences

000 0010 (EIDISC)
interactions

000 0075 (KRUSCAL)
membership

000 0010 (EIDISC)
variability

000 0067 (DISCRIM2)

Guilford index
000 0035 (TSSA)

8/71

Guttman
analysis

000 0009 (GUTTSCL)
000 0055 (BMD)
000 0132 (BMD)

unidimensionality requirement
000 0007 (ATTANAL)

Hilbert matrix
000 0131 (HRDMIN)

histogram
000 0010 (EIDISC)
000 0041 (DOVACK)
000 0071 (SPURT)
000 0095 (UOM 32)
000 0111 (QUICKSCORE/

ITEMSTEP/ITEMRS)

history: see Humanities

H, KruskalWalli
000 0031 (RKSTAT)
000 0051 (o) (KRWAL)
000 0089 (ACT version 1.00)

HockingLeslie statistic
000 0078 (IviOUFLON)

holdings
000 0140 (UPDATE/HOLD

PUBLSH/LANSUB)

homogeneity
index

000 0009 (GUTTSCL)
test, Bartlett's

000 0051 (p) (ANOVUM)
000 0051 (q) (ANOVES)
000 0051 (s) (BARTL)

Hotelling
000 0005 (MULCVR)
000 0019 (CANON)

continued
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Hotelling (cont.) index, validity

000 0131 (HRDMIN)
000 0035

000 0144 (UMST580) 000 0111
Hoyt, analysis of variance 000 0111

EDUCOM

(TSSA)

(b) (ITEMSTEP)
(c) (ITEMRS)

000

Humanities

0004 (SUZYQ)
information

processing
000 0038 (CONTEXT, CONCORD) 000 0034 (TRIAL)
000 0049 (KGIC) 000 0053 (BEEFDP)
000 0058 (I/II) 000 0058 (I/II)

000 0140 (UPDATE/HOLD/
PUBLSH/LANSUB)

identification
000 0023 (IDSEQN)

mineral
000 0092 (MINERAL)

index, indexing
000 0006 (INDEXER)
000 0034 (TRIAL)
000 0140 (UPDATE/HOLD

PUBLSH/LANSUB)
Chilton

000 0009 (GUTTSCL)
consistency

000 0009 (GUTTSCL)
difficulty

000 0095 (UOM 32)
discrimination

000 0095 (UOM 32)
000 0111 (a) (QUICKSCORE)
000 0111 (b) (ITEMSTEP)

Green
000 0009 (GUTTSCL)

Guilford, Gullicksen
000 0035 (TSSA)

homogeneity, Loevinger
000 0009 (GUTTSCL)

Raju
000 0009 (GUTTSCL)

reliability
000 0035 (TSSA)
Kuder-Richardson
000 0009 (GUTTSCL)

retrieval
000 0024 (INFOL)
000 0034 (TRIAL)
000 0059 (BIRS)
000 0099
000 0140 (UPDATE/HOLD/

PUBLSH/LANSUB)

information sciences: see
Library & Information
Sciences

instruction
000 0037 (SAMOS)
000 0041 (DOVACK)

integration
000 0054 (BEEFM)

interaction
000 0008 (INDIFF)
000 0016 (AID)
000 0143 (UMST570)

intercorrelation
000 0002 (FACTOR)
000 0007 (ATTANAL)
000 0042 (CANON)
000 0067 (DISCRIM2)

interdependency
000 0046 (INOUT)

interitem correlat .

000 0004 (SILAQ)
000 0007 (ATTANAL)
000 0035 (TSSA)

continued
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internal consistency
000 0007 (ATTANAL)
000 0032 (SEQCHK)

interpolation
000 0054 (BEEFM)

°interpreter
000 0050 (FORMAC)
000 0050 (a) (FMACUT)

interrelation
000 0016 (AID)
000 0042 (CANON)

EDUCA1 IONAL INFORMATION NETWORK

Kendall tau (cont.)
000 0116 (NUCROS)
000 0139 (UMST540)
000 0145 (UMST590)

000 0030 (PPRANK)
000 0031 (RKSTPT)
000 0139 (UMST540)

key word(s)
000 0034 (TRIAL)

Kruskal: see Goodman

interrogation Kruskal scaling

000 0024 (INFOL) 000 0068 (KRUSKAL)
000 0075 (KRUSCAL)

item analysis
K000 0004 (SUZYQ) ruskal-Wallis H

000 0035 (TSSA) 000 0031 (RKSTAT)

000 0095 (UOM 32) 000 0051 (o) (KRWAL)

000 0111 (QUICKSCORE/ 000 0089 (ACT version 1.00)

ITEMSTEP/ITEMRS) 000 0139 (UMST540)

iteration, inverse
000 0043 (PALS)

inverse matrix
000 0130 (UMST500)
000 0131 (HRDMIN)

Jacobian
000 0027 (MESA1)
000 0051 (g) (CANON)

justification line
000 0079 (TEXT360)

Kruder
preference record

000 0035 (TSSA)
Richardson reliability index

000 0007 (ATTANAL)
000 0009 (GUTTSCL)
000 0035 (TSSA)
000 0095 (UOM 32)

kurtosis
000 0035 (TSSA)
000 0051 (b) (STSUM)

Kutta: see Runge

LaGrange
000 0054 (BEEFM)

lambda, Wilk
Kaiser: see varimax 000 0010 (EIDISC)

Kendall tau language: see Computer
000 0028 (NUCROS) Utility
000 0_051 (1) (KETAU) FORMAC

8/71
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Latin squares
000 0062 (ZFE-03, ZFE-04)

lattice designs
000 0076 (GAVIAL)

Lawley
chi square

000 0066 (UMLFA)
test of significance

000 0007 (ATTANAL)

least squares
000 0036 (Z3SLS)
000 0045 (QSASE)
000 0060 (MATCHFS)
000 0062 (ZFE-03, ZFE-04)
000 0094 (NYBMUL)
000 0142 (UMST560)
000 0148 (UMST610)
000 0149 (UMST630)

legislature
000 0072 (BELOW)

Leontief
000 0046 (INOUT)

Leslie: see Hocking

level of confidence
000 0001 (MANNWH)

Library & Information Sciences
000 0006 (INDEXER)
000 0024 (INFOL)
000 0034 (TRIAL)
000 0049 (KGIC)
000 0053 (BEEFDP)
000 0058 (I/II)
000 0059 (BIRS)
000 0079 (TEXT360)
000 0099
000 0140 (UPDATE/HOLD/

PUBLSH/LANSUB)

Life Sciences
000 0016 (AID)
000 0055 (BMD)
000 0062 (ZFE-03, ZFE-04)
000 0099

EDUCOM

Life Sciences (cont.)
000 0132 (BMD)
000 0140 (UPDATE/HOLD/

PUBLSH/LANSUB)

likelihood, maximum
000 0014 (NUCORR)
000 0045 (QSASE)
000 0055 (BMD)
000 0066 (UMLFA)
000 0149 (UMAT630)

line justification
000 0079 (TEXT360)

linear
hypothesis

000 0148 (UMST610)
programming

000 0025 i(LINPROG)
000 0043 (PALS)
000 0056 (LP1107)
000 0093 (MPS/360)

regression
000 0055 (BMD)
000 0130 (UMST500)
000 0132 (BMD)
000 0144 (UMST580)

linearity coefficient
000 0081 (FURNIVAL)

list(ing)
000 0023 (IDSEQN)
000 0034 (TRIAL)
000 0038 (CONTEXT, CONCORD)
000 0073 (SCORMACH)
000 0084 (ABSRT)
000 0085 (DBSRT)

literature, scientific
000 0099

load frequency
000 0043 (PALS)

ioading, factor
000 0002 (FACTOR)
000 0027 (MESA1)
000 0051 (j) (VARMX)
000 0087 (MINRES)

continued
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loci, root
000 0043 (PALS)

Loevinger
homogeneity index

000 0009 (GUTTSCL)
response patterns

000 0009 (GUTTSCL)

Mahalanobis
000 0010 (EIDISC)

management, holdings
000 00140 (UPDATE/HOLD/

PUBLSH/LANSUB)

MannWhitney U test
000 0001 (MANNWH)
000 0031 (RKSTAT)
000 0051 (n) (MNWHT)

manuals
000 0079 (TEXT360)

map, mapping
000 0048 (QDGS)
000 0070 (MSAI)

conformant
000 0039 (SYMAP)
000 0047 (SYMAP)
000 0080 (SYMAP)

contour
000 0039 (SYMAP)
000 0047 (SYMAP)
000 0080 (SYMAP)

proximal
000 0039 (SYMAP)
000 0047 (SYMAP)
000 0080 (SYMAP)

marginals
000 0009 (GUTTSCL)

matching factor solutions
000 0060 (MARCHFS)

EDUCATIONAL INFORMATION NETWORK

Mathematics
000 0022 (EIGSYS)
000 0025 (LINPROG)
000 0027 (MESAI)
000 0043 (PALS)
000 0045 (QSASE)
000 0050 (FORMAC)
000 0050 (a) (FMACUT)
000 0054 (BEEFM)
000 0060 (MATCHFS)
000 0061 (MATDEC)
000 0065 (OBLIMIN)
000 0067 (DISCRIM2)
000 0068 (KRLSKAL)
000 0071 (SPURT)
000 0075 (KRUSCAL)
000 0082 (NODE)
000 0083 (DNODE)
000 0086 (CGELG)
000 0087 (MINRES)
000 0091 (AES106)
000 0105 (OLS)
000 0113 (SSA-1)
000 0114 (LSPOL)
000 0131 (HRDMIN)
000 0133 (GPSS)
000 0134 (CSMP)

matrix
000 0008 (INDIFF)
000 0022 (EIGSYS)
000 0027 (MESA1)
000 0042 (CANON)
000 0043 (PALS)
000 0054 (BEEFM)
000 0055 (BMD)
000 0061 (MATDEC)
000 0071 (SPURT)
000 0075 (KRUSCAL)
000 0077 (ZORILLA)
000 0078 (MOUFLON)
000 0086 (CGELG)
000 0087 (MINRES)
000 0091 (AES106)
000 0096 (UOM 4)
000 0107 (REGAN1)

8/71 17
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matrix (cont.)
000 0111 (QUICKSCORE/

ITEMSTEP/ITEMRS)
000 0130 (UMST500)
000 0131 (HRDMIN)
000 0138 (UMST530)
000 0149 (UMST630)

correlation
000 0002 (FACTOR)
000 0004 (SUZYQ)
000 0010 (EIDISC)
000 0035 (TSSA)
000 0045 (QSASE)
000 0067 (DISCRIM2)
000 0075 (KRUSCAL)
000 0087 (MINRES)
000 0130 (UMST500)
000 0141 (UMST550)
000 0144 (UMST580)

decomposition
000 0061 (MATDEC)

dissimilarities
000 0075 (KRUSCAL)

intercorrelation
000 0067 (DISCRIM2)

inversion
000 0131 (HRDMIN)

orthogonal factor
000 0141 (UMST550)

residuals
000 0.007 (ATTANAL)
000 0012 (BMD29)
000 0078 (MOUFLON)

target
000 0060 (MATCHFS)

variance
000 0143 (UMST570)
000 0149 (UMST630)

maximum likelihood
000 0014 (NUCORR)
000 0045 (QSASE)
000 0055 (BMD)
000 0066 (UMLFA)
000 0132 (BMD)

means
000 0002 (FACTOR)
000 0007 (ATTANAL)
000 0008 (INDIFF)
000 0010 (EIDISC)

means (cont.)
000 0014 (NUCORR)
000 0018 (BISR)
000 0026 (MANOVA)
000 0027 (MESA1)
000 0035 (TSSA)
000 0044 (PROFILE)
000 0045 (QSASE)
000 0051 (b) (STSUM)
000 0051 (c) (TTEST)
000 0051 (d) (PPMCR)
000 0062 (ZFE-03, ZFE-04)
000 0067 (DISCRIM2)
000 0071 (SPURT)
000 0078 (MOUFLON)
000 0089 (ACT version 1.00)
000 0094 (NYBMUL)
000 0095 (UOM 32)
000 0098 (UOM 5)
000 0106 (SUMSCRDS)
000 0107 (REGAN1)
000 0108 (SABCA)
000 0109 (NUMFREQ)
000 0110 (MISREGN)
000 0111 (a) (QUICKSCORE)
000 0117 (NORMSURV)
000 0129 (STUDENTT)
000 0130 (UMST500)
000 0138 (UMST530)
000 0141 (UMST550)
000 0142 (UMST560)
000 0146 (UMST600)
000 0148 (UMST610)
000 0149 (UMST630)

measurement: see Statistics &
Measurement

median
000 0001 (MANNWH)
000 0008 (INDIFF)
000 0044 (PROFILE)
000 0117 (NORMSURV)

medicine: see Life Sciences

membership probabilities
000 0010 (EIDISC)

Menzel
000 0009 (GUTTSCL)

continued
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merge
000 0041 (DOVACK)
000 0084 (ABSRT)
000 0085 (DBSRT)

mineralogy: see Earth Sciences

minerals
000 0092 (MINERAL)

minimizing
000 0025 (LINPROG)
000 0029 (PERTC)
000 0056 (LP1107)
000 0057 (PERT)
000 0065 (OBLIMIN)
000 0077 (ZORILLA)
000 0078 (MOUFLON)
000 0087 (MINRES)
COO 0093 (MPS/360)
000 0135 (TRANSPRT)

modelling
000 0071 (SPURT)
000 0078 (MOUFLON)
000 0133 (GPSS)
000 0134 (CSMP)
000 0135 (TRANSPRT)

moment
000 0027 (MESA1)
000 0051 (b) (STSUM)
000 0146 (UMST600)
000 0149 (UMST630)

gross
000 0081 (FURNIVAL)

population
000 0072 (BELOW)

product
000 0027 (MESA1)
000 0030 (PPRANK)
000 0035 (TSSA)
000 0051 (d) (PPMCR)
000 0051 (e) (SIGPP)
000 0089 (ACT version
000 0098 (UOM 5)
000 0107 (REGAN1)
000 0111 (c) (ITEMRS)
000 0138 (UMST530)

EDUCATIONAL INFORMATION NETWORK

Mood test
000 0033 (TIMEX)

multidimensional
scaling

000 0061 (MATDEC)
000 0068 (KRUSKAL)
000 0075 (KRUSCAL)

scalogram analysis
000 0070 (MSAI)

multiple
correlation

000 0002 (FACTOR)
000 0051 (f) (PARCOR)
000 0051 (h) (UPREG/DNREG)

scalogram analysis
000 0074 (MSA)

music: see Humanities

Nagel
000 0072 (BELOW)

nearest neighbor
000 0039 (SYMAP)
000 0047 (SYMAP)

network
000 0029 (PERTC)
000 0040 (TRAN/PLAN)
000 0043 (PALS)
000 0057 (PERT)

neutron
000 0064 (ORFLS-PX)

nonlinear functions
000 0128 (TARSIER)
000 0134 (CSMP)

nonmetric
1.00) 000 0068 (KRUSKAL)

000 0075 (KRUSCAL)
000 0113 (SSA-1)

8/71 19
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nonparametric
000 0001 (MANWH)
000 0030 (PPRANK)
000 0139 (UMST540)
000 0145 (UMST590)

0

O'Niell
000 0038 (CONTEXT, CONCORD)

on-line
000 0101
000 0102 (RJE)
000 0103
000 0104
000 0105 (OLS)

Operations Research
000 0008 (INDIFF)
000 0025 (LINPROG)
000 0029 (PERTC)
000 0039 (SYMAP)
000 0040 (TRAN/PLAN)
000 0043 (PALS)
000 0045 (QSASE)
000 0046 (INOUT)
000 0047 (SYMAP)
000 0056 (LP1107)
000 0057 (PERT)
000 0071 (SPURT)
000 0077 (ZORILLA)
000 0078 (MOUFLON)
000 0080 (SYMAP)
000 0086. (CGELG)
000 0093 (MPS/360)
000 0133 (GPSS)
000 0134 (CSMP)
000 0135 (TRANSPRT)

operator, Boolean
000 0034 (TRIAL)

orthogonal
000 0026 (MANOVA)
000 0060 (MATCHFS)
000 0143 (UMST570)

orthogonal factors
000 0141 (UMST550)

polynomials
000 0142 (UNST560)

order(ing)
000 0032 (SEQCHK)
000 0070 (MSA I)
000 0084 (ABSRT)
000 0085 (DBSRT)
000 0113 (SSA-1)
000 0139 (UMST540)

ascending
000 0023 (IDSEQN)
000 0084 (ABSRT)

descending
000 0085 (DBSRT)

parametric
000 0055 (BMD)
000 0132 (BMD)

partial
correlation

000 0051 (f) (PARCOR)
000 0051 (h) (UPREG/DNREG)
000 0115 (STEPREGN)
000 0130 (UMST500)

regression
000 0149 (UMST630)

partitioning
000 0042 (CANON)
000 0129 (STUDENTT)

Pearson
000 0107 (REGAN1)

coefficient
000 0008 (INDIFF)
000 0035 (TSSA)
000 0051 (d) (PPMCR)
000 0051 (e) (SIGPP)
000 0138 (UMST530)

percentages, row and column
000 0027 (MESA1)
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percentages, row and col. (cont.
000 0028 (NUCROS)
000 0116 (NUCROS)

percentile
000 0073 (SCORMACH)

phi coefficient
000 0051 (k) (PHICO)
000 0095 (UOM 32)
000 0111 (a) (QUICKSCORE)

phoretics, phoneme
000 0049 (KGIC)

Physical Sciences
000 0064 (ORFLS-PX)
000 0099

physics: see Physical Sciences

physiology: see Life Sciences

pivoting
000 0086 (CGELG)

planning
student

000 0090 (SCHEDULE)
time and cost

000 0029 (PERTC)
000 0057 (PERT)
000 0135 (TRANSPRT)

transportation
000 0040 (TRAN/PLAN)
000 0135 (TRANSPRT)

PL/I
000 0050 (FORMAC)
000 0050 (a) (FMACUT)

plots
000 0010 (EIDISC)
000 0011 (PLOTYY)
000 0048 (QDGS)
000 0052
000 0069 (PLOT)
000 0070 (MSA I)
000 0071 (SPURT)
000 0075 (KRUSCAL)
000 0112 (LPLOT)
000 0145 (UMST590)

8/71

EDUCATIONAL INFORMATION NETWORK

) point biserial
000 0018 (BTSR)
000 0035 (TSSA)
000 0095 (UOM 32)

points of view analysis
000 0061 (MATDEC)

Poisson distribution
000 0071 (SPURT)

political distribution
000 0072 (BELOW)

polynomials
000 0026 (MANOVA)
000 0036 (Z3SLS)
000 0054 (BEEFM)
000 0063 (MANOVA)
000 0114 (LSPOL)
000 0132 (BMD)
000 0142 (UMST560)

population
density

000 0039 (SYMAP)
000 0047 (SYMAP)
000 0072 (BELOW)
000 0080 (SYMAP)

moment
000 0072 (BELOW)

power
000 0043 (PALS)
000 0114 (LSPOL)

predictor(s)
000 0016 (AID)
000 0042 (CANON)
000 0081 (FURNIVAL)
000 0082 (NODE)
000 0083 (DNODE)

preference record, Kuder
000 0035 (TSSA)

principal components
000 0002 (FACTOR)

print(ing)
000 0006 (INDEXER)
000 0079 (TEXT360)
000 0112 (LPLOT)
000 0140 (UPDATE/HOLD/

PUBLSHLLANSUB)
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probabilities
000 0009 (GUTTSCL)
000 0129 (STUDENTT)
000 0144 (UMST580)

group membership
000 0010 (EIDISC)

processing
information

000 0034 (TRIAL)
000 0053 (BEEFDP)
000 0058 (I/II)

text
000 0079 (TEXT360)

productmoment
000 0027 (MESA1)
000 0030 (PPRANK)
000 0035 (TSSA)
000 0051 (d) (PPMCR)
000 0051 (e) (SIGPP)
000 0089 (ACT version 1.
000 0098 (UOM 5)
000 0107 (REGAN1)
000 0111 (c) (ITEMRS)
000 0138 (UMST530)

programming
000 0037 (SAMOS)

linear
000 0025 (LINPROG)
000 0043 (PALS)
000 0056 (LP1107)
000 0093 (MPS/360)

mathematical
000 0093 (MPS/360)

proximal mapping
Ou0 0039 (SYMAP)
000 0047 (SYMAP)
000 0080 (SYMAP)

psychology: see Behavioral
Sciences

psychometric scores
000 0007 (ATTANAL)
000 0009 (GUTTSCL)

KWI

quartimax matrix
000 0141 (UMST550)

questionnaire
000 0004 (SUZYQ)

queueing
000 0133 (GPSS)

QR transform
000 0043 (PALS)
000 0081 (FURNIVAL)
000 0086 (CGELG)

Raju index

00)
000 0009 (GUTTSCL)

rank

Rao

EDUCOM

000 0028 (NUCROS)
000 0030 (PPRANK)
000 0031 (RKSTAT)
000 0051 (1) (KETAU)
000 0051 (m) (SPRHO)
000 0073 (SCORMACH)
000 0096 (UOM 4)
000 0113 (SSA-1)
000 0116 (NUCROS)
000 0139 (UMST540)

000 0010 (EIDISC)
000 0021 (DISCRIM)
000 0067 (DISCRIM2)

rating
000 0030 (PPRANK)
000 0096 (UOM 4)

Rayleigh
000 0022 (EIGSYS)
000 0043 (PALS)

reading
beginning, remedial

000 0041 (DOVACK)

22
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reanalysis
000 0026 (MANOVA)
000 0063 (MANOVA)

reapportionment, political
000 0072 (BELOW)

recoding
000 0088 (EDP C 005 B,

EDP C 005 E)
000 0097 (UOM 87)

recognition tests
000 0041 (DOVACK)

redundancy measures
000 0042 (CANON)

reformat
000 0088 (EDP C 005 B,

EDP C 005 E)

regression
000 0017 (B34T)
000 0033 (TIMEX)
000 0036 (Z3SLS)
000 0045 (QSASE)
000 0051 (h) (UPREG/DNREG)
000 0055 (BMD)
000 0078 (MOUFLON)
000 0081 (FURNIVAL)
000 0110 (MISREGN)

analysis
000 0011 (PLOTYY)
000 0012 (BMD29)
000 0026 (MANOVA)
000 0045 (QSASE)
000 0055 (BMD)
000 0063 (MANOVA)
000 0078 (MOUFLON)
000 0094 (NYBMUL)
000 0107 (REGAN1)
000 0115 (STEPREGN)
000 0132 (BMD)
000 0144 (UMST580)
000 0149 (UMST630)

asymptotic
000 0055 (BMD)
000 0132 (BMD)

functions, nonlinear
000 0128 (TARSIER)
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regression, linear
000 0055 (BMD)
000 0130 (UMST500)
000 0132 (BMD)

multiple
000 0149 (UMST630)

nonlinear
000 0055 (BMD)
000 0132 (BMD)

partial
000 0149 (UMST630)

score
000 0073 (SCORMACW

reliability
000 0007 (ATTANAL)
000 0073 (SCORMACH)
000 0111 (QUICKSCORE/

ITEMSTEP/ITEMRS)
test

000 0009 (GUTTSCL)
000 0035 (TSSA)
000 0095 (UOM 32)
000 0111 (QUICKSCORE/

ITEMSTEP/ITEMRS)

remote access
000 0101
000 0102 (RJE)
000 0103
000 0104
000 0105 (OLS)

Remote Job Entry
000 0102 (RJE)

replacements
000 0012 (BMD29)

reproducability coefficient
000 0007 (ATTANAL)
000 0009 (GUTTSCL)

residuals matrix
000 0007 (ATTANAL)
000 0012 (BMD29)
000 0078 (MOUFLON)
000 0087 (MINRES)

continued
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response(s)
frequency

000 0009 (GUTTSCL)
000 0055 (BMD)
000 0132 (BMD)

patterns--Green, Loevinger,
Sagi
000 0009 (GUTTSCL)

scores
000 0002 (FACTOR)

test
000 0004 (SUZYQ)
000 0035 (TSSA)
000 0073 (SCORMACH)
000 0095 (UOM 32)

retrieval, information
000 0024 (INFOL)
000 0034 (TRIAL)
000 0059 (BIRS)
000 0099

rho coefficient
000 0031 (RKSTAT)
000 0051 (m) (SPRHO)
000 0096 (UOM 4)

Richardson: see Kuder

RJE system
000 0102 (RJE)

rotation, varimax
000 0002 (FACTOR)
000 0004 (SUZYQ)
000 0027 (MESA1)
000 0035 (TSSA)
000 0051 (j) (VARMX)
000 0066 (UMLFA)

RungeKutta
000 0054 (BEEFM)
000 0082 (NODE)
000 0083 (DNODE)

Sagi response pattern
000 0009 (GUTTSCL)

KWI

sampling
000 0071 (SPURT)

SavageDeutsch transaction flok\
000 0008 (INDIFF)

scalability
000 0009 (GUTTSCL)

scaling
000 0039 (SYMAP)
000 0047 (SYMAP)
000 0048 (QDGS)
000 0052
000 0069 (PLOT)
000 0070 (MSA I)
000 0132 (BMD)

multidimensional
000 0061 (MATDEC)
000 0068 (KRUSKAL)
000 0075 (KRUSCAL)

scalogram
000 0009 (GUTTSCL)
000 0070 (MSA I)
000 0071 (SPURT)

scattering
000 0064 (ORFLS-PX)

scheduling
000 0093 (MPS/360)
000 0133 (GPSS)
000 0134 (CSMP)

network
000 0029 (PERTC)
000 0057 (PERT)
000 0071 (SPURT)

student
000 0090 (SCHEDULE)

Scheffe's test
000 0051 (p) (ANOVES)

Schuessler
000 0009 (GUTTSCL)

scores, scoring
000 0002 (FACTOR)
000 0019 (CANON)
000 0035 (TSSA)
000 0073 (SCORMACH)
000 0095 (UOM 32)
000 0097 (UOM 87)
000 0141 (UMST550)

continued
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scores, discriminant
000 0010 (EIDISC)

psychometric
(ATTANAL)
(GUTTSCL)

(SUZYQ)
(TSSA)
(SCORMACH)
(UOM 32)

000 0007
000 0009

response
000 0004
000 0035
000 0073
000 0095

000 0004
000 0045
000 0051
000 0095

test
000 0004
000 0035
000 0095
GOO 0097
000 0111

000 0001
000 0087

000 0001
000 0004
000 0051
000 0051
000 0111
000 0139
000 0145

(SUZYQ)
(QSASE)
(m) (SPRHO)
(UOM 32)

(SUZYQ)
(TSSA)
(UOM 32)
(UOM 87)
(QUICKSCORE/
ITEMSTEP/ITEMRS)

(MANNWH)
(MINRES)

(MANNWH)
(SUZYQ)
(1) (KETAU)
(n) (MNWHT)
(c) (ITEMRS)
(UMST540)
(UMST590)

sensitivities
000 0043 (PALS)

sequence
000 0023 (IDSEQN)
000 0032 (SEQCHK)

serials
000 0140 (UPDATE/HOLD/

PUBLSH/LANSUB)

significance
000 0001 (MANNWH)
000 0007 (ATTANAL)
000 0030 (PPRANK)
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significance (cont.)
000
000

0042
0051

(CANNON)
(e) (SIGPP)

000 0062 (ZFE-03, ZFE-04)
000 0087 (MINRES)

simplex
000 0025 (LINPROG)
000 0056 (LP1107)
000 0077 (ZORILLA)

simulation
000 0037 (SAMOS)
000 0071 (SPURT)
000 0133 (GPSS)
000 0134 (CSMP)

singlefactoredness
000 0007 (ATTANAL)

skewness
000 0035 (TSSA)
000 0051 (b) (STSUM)
000 0117 (NORMSURV)

Pearsonian
000 0008 (INDIFF)

smallest space
000 0113

sociology: see
Sciences

Somers D
000 0028
000 0116
000 0145

sort(ing)

analysis
(SSA-1)

Behavioral

(NUCROS)
(NUCROS)
(UMST590)

000 0006 (INDEXER)
000 0034 (TRIAL)
000 0038 (CONTEXT, CONCORD)
000 0053 (BEEFDP)
000 0084 (ABSRT)
000 0085 (DBSRT)

Spearman
000 0007 (ATTANAL)
000 0030 (PPRANK)
000 0031 (RKSTAT)
000 0051 (m) (SPRHO)
000 0096 (UOM 4)
000 0139 (UMST540)

continued
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standard
deviation

000 0002
000 0007
000 0008
000 0010
000 0014
000 0018
000 0026
000 0027
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000

errors
000
000
000
000
000
000
000
000
000
000
000
000
000

KWI

003c
0045
0051
0051
0051
0071
0073
0089
0095
0098
0106
0107
0108
0109
0110
0111
0117
0129
0130
0141
0142
0146
0149

0012
0027
0033
0035
0036
0045
0051
0051
0055
0071
0078
0107
0109

(FACTOR)
(ATTANAL)
(INDIFF)
(EIDISC)
(NUCORR)
(BISR)
(MANOVA)
(MESA1)
(TSSA)
(QSASE)
(b) (STSUM)
(d) (PPMCR)
(h) (UPREG/DNREG)
(SPURT)
(SCORMACH)
(ACT version 1.00)
(UOM 32)
(UOM 5)
(SUMSCRDS)
(REGAN1)
(SABCA)
(NUMFREQ)
(MISREGN)
(a) (QUICKSCORE)
(NORMSURV)
(STUDENTT)
(UMST500)
(UMST550)
(UMST560)
(UMST600)
(UMST630)

(BMD29)
(MESA1)
(TIMEX)
(TSSA)
(Z3SLS)
(QSASE)
(b) (STSUM)
(c) (TTEST)
(BMD)
(SPURT)
(MOUFLON)
(REGAN1)
(NUMFREQ)

standard erTors (cont.)
000 0110 (MISREGN)
000 0129 (STUDENTT)
000 0130 (UMST500)
000 0141 (UMSTSSO)
000 0142 (UMST560)
000 0149 (UMST630)

statistic
discriminant

000 0067 (DISCRIM2)
distance

000 0010 (EIDISC)

000 0129 (STUDENTT)
HockingLeslie

000 0078 (MOUFLON)
probability

000 0029 (PERTC)
rank-order

000 0139 (UMST540)

000 0130 (UMST500)

000 0001 (MANNWH)
000 0031 (RKSTAT)
000 0051 (n) (MNWHT)
000 0087 (MINRES)

Statistics & Measurements
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000

0001
0002
0003
0004
0005
0007
0009
0010
0011
0012
0013
0014
0016
0017
0018
0019
0020
0021
0022

(MANNWH)
(FACTOR)
(STDNTF2)
(SUZYQ)
(MULCVR)
(ATTANAL)
(GUTTSCL)
(EIDISC)
(PLOTYi)
(BMD29)
(STDNTF1)
(NUCORR)
(AID)
(B34T)
(BISR)
(CANON)
(CHISQR)
(DISCRIM)
(EIGSYS)

continued
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Statistics
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000

& Measurements (cont.)
002E (MANOVA)
0027 (MESA1)
0028 (NUCROS)
0029 (PERTC)
0030 (PPRANK)
0031 (RKSTAT)
0033 (TIMEX)
0035 (TSSA)
0036 (Z3SLS)
0042 (CANON)
0044 (PROFILE)
0045 (QSASE)
0046 (INOUT)
0051 (a) (rAwcs)
0651 (b) (STSUM)
0051 (c) (TTEST)
0051 (d) (PPMCR)
0051 (e) (SIGPP)
0051 (f) (PARCOR)
0051 (g) (CANON)
0051 (h) (UPREC/DNREG)
0051 (i) (FANAL)
0051 (j) (VARMX)
0051 (k) (PHICO)
0051 (1) (KETAU)
0051 (m) (SPRHO)
0051 (n) (MNWHT)
0051 (o) (KRWAL)
0051 (p) (ANOVUM)
0051 (q) (ANOVES)
0051 (r) (AOVRM)
0051 (s) (BARTL)
0055 (BMD)
0060 (MATCHFS)
0061 (MATDEC)
0062 (ZFE-03, ZFE-04)
0063 (MANOVA)
0065 (OBLIMIN)
0066 (UMLFA)
0067 (DISCRIM2)
0068 (KRUSKAL)
0070 (MSA-4)
0071 (SPURT)
0073 (SCORMACH)
0074 (MSA)
0075 (KRUSCAL)
0076 (GAVIAL)

EDUCATIONAL INFORMATION NETWORK

Statistics & Meas. (cont.)
000 0077 (ZORILLA)
000 0073 (MOUFLON)
000 0081 (FURNIVAL)
000 0087 (MINRES)
000 0089 (ACT version 1.00)
000 0094 (NYBMUL)
000 0095 (UOM 32)
000 0096 (UOM 4)
000 0097 (UOM 87)
000 0098 (UOM 5)
000 0106 (SUMSCRDS)
000 0107 (REGAN1)
000 0108 (SABCA)
000 0109 (NUMFREQ)
000 0110 (MISREGN)
000 0111 (QUICKSCORE/

ITEMSTEP/ITEMRS)
000 0113 (SSA-1)
000 0114 (LSPOL)
000 0115 (STEPREGN)
000 0116 (NUCROS)
000 0117 (NORMSURV)
000 0128 (TARSIER)
000 0129 (STUDENTT)
000 0130 (UMST500)
000 0132 (BMD)
000 0133 (GPSS)
000 0137 (UMST520)
000 0138 (UMST530)
000 0139 (UMST540)
000 0141 (UMST550)
000 0142 (UMST560)
000 0143 (UMST570)
000 0144 (UMST580)
000 0145 (UMST590)
000 0146 (UMST600)
000 0147 (UMST620)
000 0148 (UMST610)
000 0149 (UMST630)

stepwise procedure
000 0010 (EIDISC)
000 0017 (B34T)
000 0051 (h) (UPREG/DNREG)
000 0055 (BMD)
000 0078 (MOUFLON)
000 0111 (a) (QUICKSCORE)
000 0115 (STEPREGN)

continued
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stepwise procedure (cont.)
000 0132 (BMD)
000 0144 (UMST580)

stochastic
000 0071 (SPURT)

storage, information
000 0024 (INFOL)
000 0034 (TRIAL)
000 0059 (B1RS)

stl'ess
000 0075 (KRUSCAL)

structure factors
000 0064 (ORFLS-PX)

Strutt: see Rayleigh

Student's
F ratio

000 0003 (STDNTF2)

000 0003.(STDNTF2)
000 0004 (SUZYQ)
000 0013 (STDNTF1)
000 0129 (STUDENTT)
000 0139 (UMST540)

synagraphic
000 0039 (SYMAP)
000 0047 (S.:MAP)
000 0.080 (SYMAP)

EDUCOM

temperature factor coefficient
000 0064 (ORFLS-PX)

terminal
000 0101
000 0102 (RjE)
000 0103
000 0104
000 0105 (OLS)
000 0136

test
000 0004 (SUZYQ)
000 0016 (AID)
000 0019 (CANON)
000 0030 (PPRANK)
000 0035 (TSSA)
000 0042 (CANON)
000 0073 (SCORMACH)

analysis
000 0004 (SUZYQ)
000 0035 (TSSA)
000 0073 (SCORMACH)
000 0095 (UOM 32)
000 0111 (QUICKSCORE/

ITEMSTEP/ITEMRS)
Bartlett's

000 0042 (CANON)
000 0051 (p) (ANOVUM)
000 0051 (q) (ANOVES)
000 0051 (s) (BARTL)

chi sugare

tau, Kendall
000 0028
000 0051
000 0116
000 0139
000 0145

teletypes
000 0101
000 0102
000 0103
000 0136

(NUCROS)
(1) (KETAU)
(NUCROS)
(UMST540)
(UMST590)

(RJE)

000 0020
evaluation

000 0041

000 0003
000 0033
000 0045
000 0078
000 0149

Hotelling's
000 0005

Kendall
000 0028
000 0030

Mood
000 0033

(CHISQR)

(DOVACK)

(STDNTF2)
(TIMEX)
(QSASE)
(MOUFLON)
(UMST630)
T
(MULCVR)

(NUCROS)
(PPRANK)

(TIMEX)
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test, recognition
000 0041 (DOVACK)

EDUCATIONAL INFORMATION NETWORK

Hotelling's
reliability 000 0005 (MULCVR)

000 0007 (ATTANAL) score
000 0009 (GUTTSCL) 000 0004 (SUZYQ)
000 0035 (TSSA) 000 0033 (TIMEX)
000 0073 (SCORMACH) 000 0045 (QSASE)
000 0095 (UOM 32) 000 0051 (m) (SPRHO)
000 0111 (QUICKSCORE/ 000 0095 (UOM 32)

ITEMSTEP/ITEMRS) Student's
Scheffe's 000 0003

000 0051 (p) (ANOVUM) 000 0004
score 000 0013

000 0004 (SUZYQ) 000 0129
060 0035 (TSSA) 000 0139
000 0095 (UOM 32) test
000 0097 (UOM 4) 000 0001
000 0111 (QUICKSCORE/ 000 0013

ITEMSTEP/ITEMRS) 000 0035
significance 000 0051

000 0062 (ZFE-03. ZFE-04) 000 0096
significance. Lawley 000 0098

000 0007 (ATTANAL) 000 0129
000 0149

000 u001 (MANNWH)
000 0003 (STDNTF2) text processing

000 0005 (MULCVR) 000 0034

000 0013 (STDNTF1) 000 0038

000 0033 (TIMEX) 000 0058

000 0051 (b) (STSUM) 000 0079

000 0051 (m) (SPRHO) time series
000 0096 (UOM 4) 000 0033
000 0098 (UOM 5) 000 0055
000 0129 (STUDENTT) 000 0132
000 0130 (UMST500)
000 0149 (UMST630) time-sharing

000 0101

000 0001 (MANNWH) 000 0102

000 0031 (RKSTAT) 000 0103

000 0051 (n) (MNWHT) 000 0104
000 0105

. 000 0136000 0030 (PPRANK)
topography

000 0001 (MANNWH) 000 0039

tetrachoric 000 0047
0000 0004 (SUZYQ) 00 0080

000 0035 (TSSA)
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(STDNTF2)
(SUZYQ)
(STDNTF1)
(STUDENTT)
(UMST540)

(MANNWH)
(STDNTF1)
(TSSA)
(b) (STSUM)
(UOM 4)
(UOM 5)
(STUDENTT)
(UMST630)

(TRIAL)
(CONTEXT, CONCORD)
(I/II)
(TEXT360)

(TIMEX)
(IND)
(BMD)

(RJE)

(OLS)

(SYMAP)
(SYMAP)
(SYMAP)

continued
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traffic
000 0040 (TRAN/PLAN)

transaction
000 0133 (GPSS)

SavageDeutsch
000 0008 (INDIFF)

transformation
000 0011 (PLOTYY)
000 0012 (BMD29)
000 0026 (MANOVA)
000 0048 (QDGS)
000 0063 (MANOVA)
000 0094 (NYBMUL)
000 0117 (NORMSURV)
000 0141 (UMST550)
000 0143 (UMST570)
000 0144 (UMST580)
000 0149 (UMST630)

QR
000 0043 (PALS)
000 0081 (FURNIVAL)
000 0086 (CGELG)

transgeneration
000 0011 (PLOTYY)
000 0012 (BMD29)
000 0055 (BMD)
000 0129 (STUDENTT)
000 0132 (BMD)
000 0141 (UMST550)
000 6143 (UMST570)
000 0145 (UMST590)
000 0149 (UMST630)

transportation
planning

000 0040 (TRAN/PLAN)
problem

000 0135 (TRANSPRT)

treatments
000 0062 (ZFE-03, ZFE-04)

trips
000 0040 (TRAN/PLAN)

KWI

unidimensionality
000 0007 (ATTANAL)

U statistic
000 0001 (MANNWH)
000 0031 (RKSTAT)
000 0051 (n) (MNWHT)
000 0087 (MINRES)

utility program
000 0050 (a) (FMACUT)

variance
000 0033 (TIMEX)
000 0066 (UMLFA)
000 0067 (DISCRIM2)
000 0098 (UOM 5)
000 0108 (SABCA)
000 0111 (QUICKSCORE/

ITEMSTEP/ITEMRS)
000 0129 (STUDENTT)
000 0138 (UMST530)
000 0141 (UMST550)
000 0142 (UMST560)
000 0146 (UMST600)
000 0148 (UMST610)
000 0149 (UMST630)

analysis
000 0004 (SUZYQ)
000 000 (MULCVR)
000 0007 (ATTANAL)
000 0010 (E1DISC)
000 0016 (AID)
000 0026 (MANOVA)
000 0027 (MESA1)
000 0051 (f) (PARCOR)
000 0051 (i) (FANAL)
000 0051 (p) (ANOVUM)
000 0051 (q) (ANOVES)
000 0051 (r) (AOVRM)
000 0055 (BMD)
000 0063 (MANOVA)

30
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variance analysis (cont.)
000 0076 (GAVIAL)
000 0087 (MINRES)
000 0094 (NYBMUL)
000 0108 (SABCA)
000 0132 (BMD)
000 0143 (UMST570)
000 0148 (UMST610)

varimax
matrix

000 0141 (UMST550)
rotation

000 0002 (FACTOR)
000 0004 (SUZYQ)
000 0027 (MESA1)
000 0035 (TSSA)
000 0051 (j) (VARMX)
000 0066 (UMLFA)

vocabulary
000 0041 (DOVACK)

Von Neumann
000 0012 (BMD29)
000 0055 (BMD)
000 0132 (BMD)

V, Rao's
000 0010 (EIDISC)

Walker-Lev test
000 0033 (TIMEX)

Wallis: see Kruskal

Watson, Durbin
000 0012 (BMD29)
000 0130 (UMST500)
000 0149 (UMST630)

weight(ing)
000 0004 (SUZYQ)
000 0019 (CANON)
000 0039 (SYMAP)
000 0042 (CANON)
000 0047 (SYMAP)
000 0080 (SYMAP)
000 0097 (UOM 87)
000 0142 (UMST560)

EDUCATIONAL INFORMA1 ION NETWORK

weight(ing) (cont.)
000 0143 (UMST570)
000 0144 (UMST580)

Whitney: see Mann

Wilk lambda
000 0010 (EIDISC)

word list(s)
000 0041 (DOVACK)
000 0038 (CONTEXT, CONCORD)
000 0049 (KGIC)

index
000 0111 (b) (ITEMSTEP)
000 0111 (c) (ITEMRS)

Kendall coefficient
000 0030 (PPRANK)
000 0031 (RKSTAT)
000 0139 (UMST540)

test
000 0030 (PPRANK)

Yates correction factor
000 0051 (a) (FAWCS)
000 0137 (UMST520)
000 0145 (UMST590)
000 0147 (UMST620)

Youden rectangles
000 0062 (ZFE-03, ZFE-04)

zoology: see Life Sciences

Z score
000 0001 (MANNWH)
000 0004 (SUZYQ)
000 0051 (1) (KETAU)
000 0051 (n) (MNWHT)
000 0111 (c) (ITEMRS)
000 0139-(UMST540)
000 0145 (UMST590)
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