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FOREWORD

Contributing to an understanding of children's cognitive learning and im-
proving related educational practices is the goal of the Wisconsin R & D Center.
One of the Center's three major research and development programs —Conditions
and Processes of Learning——consists of laboratory-type research projects, each
concentrating on certain basic organismic or situstional determinants of cognitive
learning, but all united in the task of providing knowledge which can be utilized
in the construction of instructional systems.

One reason that computer modeling has proved to be a valuable approach to
gaining knowledge of cognitive processes is that explicit questions are ralsed—
and must be answered—in programming. During the four years he spent modeling
the concept attainment process, Professor Baker encountered increasingly complex
questions whose answers required, finally, further basic research on learning be-
fore he could proceed further in computer technology. His project generated many
ideas for gaining knowledge about the psychological processes in concept learn-
ing, research ideas to challenge the most inventive psychological experimenter.
Although many questions remain to be clarified, the sophisticated model described
in this Theoretical Paper represents a major forward thrust in computer technology.

Herbert J. Klausmeier
Director
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PREFACE

The pioneering work of the group at the Mellon-Carnegie Institute of Tech-
noloay. lead by A. Newell and H. A. Stmon, had aroused considerable interest in
non-numeric computing; however, the lack of readily available list processing
languages limited the number of persons able to engage in this activity. In early
1962, Dr. R. K. Lindsay and J. H. Dauwalder, the University of Texas, programmed
IPL-V for the Control Data 1604 Computer, thus making it available to the Univer-
sity of Wisconsin. With this new capability at hand, the present author decided
to develop computer programs which simulated some aspect of cognitive behavior.
Concept attainment was chosen for a number of reasons, paramount of which was
that Dr. H. J. Klausmeier and his students at the University of Wisconsin had
been working in this area for several years and would provide knowledgeable re~
source persons; Hunt's book [1962] provided an entry into an unfamiliar litera-
ture; and, finally, the concept attainment process appeared to be easy to simulate
by means of a computer program.

The first program, which I wrote myself in the fall of 1963, served primarily
as a device through which IPL-V was learned. The experience gained from this
program convinced me that much could be accomplished and a computer simula~
tion project was written into the original R & D Center proposal. A long-term
project in this area was planned during the summer of 1964 with support from a
graduate school research grant, and many of the fundamental ideas were devel-
oped that summer. Two years were spent in what seemed to be an endless loop
of running subjects, writing programs, and redesigning the model. Since the
initial program was written, considerable progress has been made; however, we
are far from our goal of modeling the processes of human concept attainment.

The purpose of the present final report is threefold. It is first to describe
where we currently stand in our research efforts and perhaps provoke some re-
search in the areas we feel are important. The second purpose is to provide
others with some insight into the nature and magnitude of the problems a neo-
pPhyte encounters when developing computer models of cognitive behavior. The
third is to illustrate that the "state of the art" is very primitive and much remains
to be done.

I would like to emphasize the crucial role played by Mr. Tom Martin, who
has programmed all but the first in the long series of programs. He has con-
sistently worked to prevent the programs from becoming what programmers refer
to as a "kludge" and has forced me to vastly sharpen my rather fuzzily conceived
ideas. Many of my pet schemes have fallen apart and others have been coalesced
into vastly improved schemes by his penetrating inquiries. He has also inde-
pendently developed programs such as MIMIC which are significant contributions
to the programming art themselves.

Mr. Alan Pratt collected the first two sets of protucol data and Miss Carin
Cooper has collected the remaining five sets. Miss Cooper has also thoroughly
reviewed literature in simulation and memory, thus relieving me of a tedious
task. Mrs. Eva Bradford conducted the planning experiment and prepared the sev-
eral levels of program narratives.

Although much remains to be done, this project has been terminated. The
two reasons underlying this decision are: First, the “state of the art" limitations
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in psychological research have been reached, making it impossible to collect
the type of data needed for this computer model. Secornd, my background is in
psychometrics, statistics, and computers; but progress in the computer model
requires a learning theorist and I did not wish to change my professional orien-
tation to fit the needs of the project. 1hope to pursue the linguistic model on
an informal basis as the approach is too interesting to drop completely.

FQ BO B.
Madison, Wisconsin

1 September 1968
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Development of the model described in this final report was begun to obtain
a better understanding of the psychological processes underlying bhuman concept
attainment. The model has been based upon theoretical grounds, "think-~aloud"”
protocols, and speculations as to the nature of concept attainment. The model
developed i{s embodied in a computer program written in the IPL-V language. The
program exists primarily as a device for expressing complex ideas and relation~
ships in a convenient form. The current version of the program, callad Mark IV ’
Mod 2, exhibits a wide range of the behavior observed in the "think aloud” proto-
cols obtained from human subjects.

The modael as currently developed consists of three major aspects: context-
ing, operations, and memory. The contexting aspects of the model are concerned
with the higher level cognitive behavior associated with selection of appropriate
behavior, maintenance of goal-directedness, and evaluation of completed be~
haviors. Such functions were labeled comtexting as the associated computer
programs essentially analyze the current situation and define the context within
which the operational routines are executed. The operational aspects of the
model are those behaviors which are performed during the execution of a concept-
attainment strategy. Such behaviors as creating a search criterion, comparing
objects, and presenting concepts were considered operational. The memory com-
ponent of the model was designed to facilitate the other aspects of the model as
well as form the basis for a model of human memory. The memory was divided
into three types of storage, each used for a particular purpose., The working mem-
ory was a buffer-type memory which received information from the external world
and acted as a communication device for the transfer of internally created infor-
mation. The short-term memory contained all of the information relevant to the
attainment of a particular concept. The short-term memory was constructed as
a "circular memory structure” with a modular format; such a structure enables
memory to grow as information is created. The long-term memory will retain
learning strategies and descriptive information necessary to implementation of
these strategies.

On the basis of the present model it appears that the most fruitful area of
future inquiry would be development of a computer mode! in which the higher
level information processing is handled at a verbal level. Such an approach has
been labeled a “linguistic model of concept attainment.” The salient features
of the linguistic approach have been discussed but the corresponding computer
programs not written.

Because existing psychological theories and published research do 0t pro-
vide the types of information necessary to further development of the model, a
number of areas of fruitful research have been described. For example, the model
suggests that the majority of the information processed by human subjects is in-
ternally created; hence new techniques are needed to elicit this information.

When compared to earlier versions, the current model hes considerable power
and seems sophisticated; however, when compared to human concept attainment
it is very rudimentary. Hopefully the current model can serve as the basis for
further interesting research.



INTRODUCTION

GOALS OF THE PROJECT

The fundamental purpose of the present
pProject has been to obtain a better understand-
ing of the psychological processes involved
in the attainment of concepts by humans., The
particular vehicle through which these under-
standings have been acquired is that of com-
puter programs which serve as models of the
concept attainment process. The use of com-
puter programs as models of cognitive behavior
has its origins in the early work of Newell,
Shaw, and Simon [1958] who proposed that the
“Logic Theorist" program was a model of human
problem-solving behavior. Later work by this
group and others has resulted in a well estab-
lished field which {s generally called simula-
tion. But because: the word simulation is
widely used in fields other than psychology,
most authors currently prefer to use the term
computer models. The use of computer pro-
grams 10 represent a psychological process
involves a number of factors wnich make the
technique extremely valuabls. First, because
of the small steps by which computers proceed,
it is difficult to write programs for something
which is ill-defined. Hence, the computer
forces one to probe very deeply into a psycho-
logical process in order that it be understood
well encugh tv be programmed. Second, the
computer program can be manipulated in a
number of ways such that it can assist one in
understanding the ramifications of the avail-
able knowledge about the processes involved.
Third, the computer program serves as a repos-
itory of the understandings one has acquired
up to any given point in time. The ideas are
preserved in a language form which is unam-
biguous and open to study by others. Fourth,
in any modeling process one is forced to make
assumptions and in a computer program it be-
‘comes quite apparent what role these assump-
tions play in the model. Briefly, the computer
serves as an extremely strict task master who
forces one to commit to paper what one under-
stands and, more importantly, what one does
not understand.

Because one can approach a problem from
many points of view the emphasis in a project
of this type is a function of the interests of
the investigator. In that the present author is
firmly committed to “process* psychology rather
than §-R psychology, no attempt has been made
to study the relation of the model to stimulus
materials. The interest here is in kow a human
subject performs the concept attainment task,
not in what variables the experimenter can use
to manipulate the subject’'s responses. Using
S-R terms, the attempt i{s to model the inter-
vening variables not the gross S~R connections.
In the long term an understanding of the internal
processes of a human subject holds consider-
ably more promise for yielding new teaching
techniques, classroom materials, etc. than
does the traditional S-R approach.

At the present time there appear to be two
general upproaches to the design of a computer
model of cognitive behavior, and these are
referred to below as the basic premise approach
and the surface approach (see Baker 1967).
Under the basic premise approach one postu-
lates a minimum set of operational rules or
procedures and then designs a computer pro-
gram around the successive application of the
basic premises or their derivatives to the data
presented in the f:; jram. The underlying idea
is to ascertain how much interesting behavior
can be generated by a set of basic premises
deviseli by the investigator. Computer pro-
grams which perform pattern recognition [ Uhr
and Vossler, 1961], the sequence learner of
Simon and Kotovsky [1963], and the concept
learning system [Hunt, Marin and Stone, 1966]
are clearly of this type. Such programs assume
that a human has the basic premises and the
ability to apply them built in or acquired from
past experience, and that the investigator has
made a reasonable assumption as to what basic
premises are involved. An additional some-
what contradictory assumption usually involved
in such programs is that the program, {.e. sub~
ject, begins a given computer run with no past
experience relative to the data it will process
by means of the basic premises, the "clean-

1
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gl ." assunpiion. A considerable amount >
{ntelligence, 10 use the term loosely, is built
into the program in regard to how to procest
the sata, but nore is built into the program in
regard tu previous ':r:seriations of the data.
The 1esuliing beha vir of such a program is
typtcally the construction and modificatton of
decision-trees which are completely dependant
upon the seguence of data fed into the program.

The surface approach tends to be asso-
clated with computer programs Jased upen
human "think-aloud” protocsls {Laughery and
Gregg, 1962; Johnson, 1964). Under this ap-
rroach one attempts to use the p-otocols to
ascertain the gross behuvior patterns of humans
in a particular problem~solving or learning
situatior. and then to write computer programs
wnich reproduce thess gross bellaviors. 3Such
programs can usually reprocuce the overt be-
haviors nbserved i1 humans, and the computor-
generated protocols can be reasonable fac-
similes of cotresponding hurcan protocols under
the sax.e conaitions. In contrast to the basic
premise apgroach, the surface approach does
not postulate any spccific underlylng mechan-
isms; rather it follows some we’l deflned
overall plan, such as the concept-attalnmest
strategies of Bruner, Goodnow and Austin {1956].
in acdition, it does not make the clean-slate
assumption of the former in that knowledge
about the data known to be relevant to a par-
ticular phencmenen is built into the program.

In that so l:ttle is known about how hu~
mans solve concept-attatnment problems, it
was not felt apprepriate to make the assump-
tions necessary ior the oasic premise approach.
In addition, if one follows the basic premise
approach, one has very little likalihood of
discevering new urdesstandings or cbtajning
new insights as the total system is based
upon a preconceived set of basic premises.
However, starting irom a suriace-type approach
one can change the system 10 match the new
understandings acquired as one digs further
into the problem rather than being constrained
Ly an artificial set of initial basic prenises.
Throughout the current projcct a swface-type
approacn has been followed, but this is not
to say that basic assumptions conceming such
things as memCry and other facets were not
made. However, these assumpticns have nor-
mally grown out of difficulties encountered
within a computer program rather than being
preconceived assumptions about the process
itself.

In view of the investigator's commitment
to the surface appioach, a method of attack
has been developed which allows one fo slicit
as much information as possible from the con-

11

struction of the computecr program and at the
same tifie "keep control” of the computer model.
The proceduare follow=d 18 given in the para-
grarhs %elow.

One begins with & computer program which
cormesponds to the behavior of an intelligent,
erperienced subject performing a particular
type of concept-attainment problem after hav-
ing hed considerable practice. One then slowly
builds into the mocel various types of behavior
which are not as efficient as thuse used by the
experienced subject and thus degrades the per-
formnances of the computer program. What one
attempis to do is work backwards toward a
computer program which will be as inefficient
and stumbling as a person attempting the prob-
lam for the first time. By celiberately intro-
ducing a perticular change into the computer
{rogram and then observing how the subject's
performance of the task has been degraded by
that change, one gets an understanding of the
ramificatiors of each change made to the com-
puter model. Such an approach is somewhat
at variance with a large number of other simu-
lation projects which have attempted to writs
a computer program for a subject who is ini-
tially very inefficient and inept at solving a
problem and then improves to the performance
level of an experiencad subject. The latter
approach appeared to the presant author to be
a more difficult task as at the current state of
knowledge one does nct have a good grasp of
what causes the subject's inefficient, inept
performance. It seemed much more appropriate
to start from the experienced subject and slowly
work backwards with a good understanding of
each backward step and its effects upon per-
{ormance. Thus, the amount of variability in
the behavior built into the computer program
is a function of our understanding of the con-
cept attainment process. Eventually the com-
puter program would become as inefficient as
a human attempting a problem for the first
time, but at that point one would understand
the reasons for this level of performance and
tha prucesses by which a subject improves
his performance over a8 saquence of problems.
Then, onc would expect to have an extremely
gooc model of the concept-attainment process
wlich could serve as a guideline for further
educational-psychological investigations in
the classroom.

The so~called backward approach has
proved to be very feasible and quite rewarding
ir tarms of the understandings of the concept-
attainment process we have been able to ob~
t1ain. The backward approach allows one to
continually tie the computer model back to
actual subject behavior and to insure that



what has been built into the computer program
does in some manner represent actual subject
behavior. It does not imply that the mechan~
isms are true representations of the subject's
internal processes; however, the external be-
havior of the program can be observed in subject
behavior.

THE EXPERIMENTAL. SITUATION
TO BE MODELED

The tvpe of experimental situation for
which a computer model has been developed
is that described by Bruner, Goodnow and Austin
[1956] and used extensively by psychologists.
In such expcsriments, a subject is seated before
a board containing a number of objects. Each
object contains m dimensions and each dimen-
s_.on has = values; thus a complete board has
n' different objects. The experimenter ex-
plains to the subject that the objects can be
divided into two mutually exclusive groups,
members and nonmembers of the set defined by
a classification rule (concept) consisting of a
particular combination of dimension values.
The experimenter designates an object (the
focus object) as a member of the set. The
subject's task is to discover the classification
rule by choosing objects and having the ex-
perimenter designate their set membership.
When the subject feels he knows the under-
lying classification rule, he tells it to the ex-
perimenter. If the rule is correct, it is assumed
that the concept has been attained; if not, the
subject continues until he can present the cor-
rect classification rule.

Bruner, Goodnow and Austin [1956] iden-
tified and labeled a number of strategies which
subjects employed in this experimental situa-
tion and two, the "conservative focusing" and
"wholist,” are of interest to the present paper.
Using the conservative focusing strategy, a
subject chooses an object from the board
identical to the focus object except for one
dimension whose value has been varied. When
such an object is designated as a member of
the set, a "yes" object, he knows that the
dimension is not included in the classification
rule, hence is irrelevant. If the object so
chosen is designated as not being a member
of the set, a "no" object, he knows that the
dimension is relevant, the dimension value of
the focus object is included in the classifica-:
tion rule. In the conservative focusing strat-
egy, the subject varies one dimension at a
time and systematically checks each of the m
possible dimensions. Thus, the minimum °
number of object choices to attain the con-
cept is m, the number of dimensions.

s
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Using the whclist strategy, the subject
determines the classification rule through the
intersection of all objects designatec as mem-
bers of the set by the experimerter. If an ob-
joect chosen by the subject is designated as a
member of the set, it will have certain dimen-~
sion values in commorn with the focus object.
Thus, a "yes" object is of value to the subje~t
and a "no" object is of no value under this
strategy. The subject continues developing
the intersection of 2 series of “yes" objects
and the focus object until he feels he knows
the concept. Typically, under this strategy,
subject will present a concept for designation
by the experimenter after each "yes" object.

Althonugh both strategies had a concept
attainment, they differ in two major aspects.
First, the method for choosing objects under
the conservative focusing strategy is well
defined and quite obvious to the observer,
whereas under the wholist strategy the object
choice mechanism is not so clearly observable.
Second, the meaning of a "yes" and “no" desig-
nation of an object choice is reversed in the
two strategies. In the conservative focusing
strategy a “no" is the desired designation,
and in the "wholist” a "yes" is the desired
designation. Programs for both of these strat-
egles were developed in the present project,
but the primary emphasis has been upon the
conservative focusing strategy.

DEVELOPMENT OF THE
COMPUTER MODEL

The books by Bruner, Goodnow, and Austin
[1956], Miller, Galanter and Pribram {1960},
and Hunt {1962] and journal articies on the
concept-attainment process were read to de-
velop some understanding of what others had
done in the concept-attainment area. On the
basis of this initial investigation and the
author's own intuitive understanding of how
he would solve a concept-attainment problem,
a computer program was written which would
“simulate” concept attainment. The initial
computer program called Mark I, Mod O was
published in early 1964 |Baker, 1964]. On the
basis of this program protocols were collected
to ascertain how sophomore subjects from the
University of Wisconsin, who had not pre-
viously seen this kind of problem, would solve
it. The "think-aloud” procedure was used to
collect data which was then analyzed by the
project staff. On the basis of the analysis

. of the protocols, it was determined that the

majority of the subjects very rapidly developed
a conservative focusing strategy. Therefore,
the computer program was redesigned to



incorperate ¢ coaservative focusing stratejy.
A computer progiam to meodel a specific subject
has not becn developed; rater many subjects,
both male and ‘emales, have been used and

the "rCormative" behavior of the subjccts was
1aodeled.

THINK-ALOUD PROTOCOLS

The data gathering device used thooughout
the pruject has been the think-aloud protocol.
As the expeiimant is being run, the subjects
verbalize what they ace doing and why they
are doing it. Such a procecure has bLeen a
standard practice among these developing
simulation programs even though it is not held
in high esteem in many psychological circles.
It was found Guite early that the raw protocols
were not very rich in information and a modi-
fied system was adopted in which the experi-
menter asked preplanned questions at certain
points within the problem The questions arose
from the computer program and were designed
to help fill the gaps in the program. For ex-
ample, at one point the interest was in whether
subjects remembered specific ocbject choices,
thus after the fifth object choice, they were
asked to identify the second object chosen.
Such information would not be yielded by the
usual protocols, yet is easily obtainable
through selective interrogation. A total of
seven sets of protocol-gathering sessions,
each involving five male and five female sub-
jects were conducted, tape recorded, and re~
produced in mimeographed form. In each of
these seven runs a different set of questions
was used to aid in development of the com-
puter program.

Analysis of the early protocols revealed
that the materials used by Bruner et al. [1956]
and Klausmeler, Harris, and Wiersma {1964}
involved psychologically dependent dimen-
sions; subjects were unable to treat shape as
an independent dimension. To overcome this
problem new materials, consisting of animals
whose dimensions were cars (long-short),
neck (leng-short), body (thin-fat), color
{yellow-blue-brown) and tail { straight-bent-
curly) were devised. Tigurc 1 presents one
of the 72 possible animal configurations.

Two of the dimensions were three-vailued to
overcome the artificiality of all binary valued
dim- “sions. The new matcrials proved very
successful and were used throughout the re-
mainder of the projact.

Fig. 1. One of the 72 Possible Animal
Configurations

UTILIZING THE COMPUTER PROGRAMS

After writing a computer program to model
the behavior of the subjects in the concept-
attainment task, one spends a considerable
amount of time analyzing the computer program
itself in order to reduce it to & simple struc-
ture. It is very easy to become trapped with
a computer program which is so complex and
clumsy that it does not lend itself to the con-
tinual modification required by the so-called
backward approach. Therefore, extreme care
has been exercised to avoid a situation which
requires periodically starting from the beginning.

A vast amount of effort has been devoted
to the mechanics of the computer program it-
self in order to facilitate the modeling process.
Data representation schemes, methods of com~
munication within the computer program, and
methods of executing the computer programs
representing various types of behavior have
been devised. What has been developed is
essentially a small computer programming
system within which a model of the concept-
attainment process may be developed. Strange
as it may seem, much of the understanding of
the concept-attainment process has arisen
out of attempts to develop a sy stematic com-
puter program for use in the modeling process.



After a particular version of the computer
program has been reanalyzed, rewritten, and
polished to the point where it is a reasonable
representation of our current understanding of
the concept-attainment process, considerable
effort is devoted to looking at the points where
insufficient information exists. Questions are
then devised to be asked during the next proto-
col run which will help clarify the particular
point of concern. Thus, a large feedback loop
exists in which attention shifts from subjects
to computer program, to subjects, and then to
the computer program again.

SUMMARY

The goal of the present project was to
develop a model of the various cognitive proc-
esses {nvolved in human concept attainment,

and it was toward the end of understanding
these processes that the above procedures
were directed. A lesser interest was in a
computer program which would be an interest-
ing tool in developing further understandings
and insights into the concept-attainment process.
There was little concern with developing a
computer program which could generate large
amounts of interesting data for later analysis
or reporting in “See what our computer program
can do” fashion as has been so typical of
Past efforts. The computer program is con-
sidered to be a repository of ideas about the
Processes involved in concept attainment
exPressed in computer programs in the IPL-V
language. Recording ideas in this way may
seem peculiar, but in a problem as complex

as concept attainment it is virtually impos-
sible to verbally represent all of the facets
involved.
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A COMPUTER MODEL OF THE CONCEPT-ATTAINMENT PROCESS:
CASE MARK iV, MOD 2

INTRODUCTION

In this chapter several levels of descrip-
tion of the most recent model of the concept-
attainment process produced by the project
staff are provided. One level will be rather
gross so that the internal structure of the pro-
gram can be seen without the clutter of mechan-
ical detalls., The second will be at the sub-
routine level to provide the reader with some
appreciation of the formidable problems faced
in implementing a computer model of cognitive
behavior. In order to present the latter level
it is necessary to discuss various mechanical
details underlying the actual computer program.
A full understanding of the model can only be
obtained through a detailed study of the listing
of the computer program which is presented in
Appendix B. Although the computer program
has been written in IPL-V [Newell, et al.,
1964], a serious attempt has been made to
describe the program without involving more
than a bare minimum of the IPL-V language.

Assumptions

In order to program the present model a
certain number of assumptions were made.
The foremost of those was that the subject's
perceptual processes are perfect; thus, the
processes of perception were ignored. Even
though a large proportion of the errors made
in the concept-attainment process can be
attributed to perceptual errors of one type or
another they were not modeled. Secondly,
the assumption has been made that memory
is perfect; i.e., the computer model does not
contain any forgetting processes. At some
later point in time, it is anticipated that both
decay and interference-type forgetting can
be introduced into the computer program, but
at the cumrent time such mechanisms would
obscure other more crucial aspects.

A major effort in the development of this
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computer model has been devoted to climi-
nating the necessity for large numbers of input
parameters and prestored information. At the
current time only three types of information

are prestored for use by the computer program.
One of these is the dominant dimension values.
Analysis of the initial protocols indicated that
subjects possess a preierence for certain di-
mensions and certain values of these dimen-
sions. For example, it was found that femaie
subjects invariably will utilize the dimension
of color rather early in the solution of their
problem, and certain people will prefer yellow
over blue or brown, Built into the computer
program is a selection device based upon prob-
ability values assigned to the dimensions and
to their values. However, this information is
used only at one point in the computer program
and is not crucially involved in many of the
psychological processes. It should be noted,
however, that considerable variability in be-
havior can be accounted for by these dominance
values. Three constants have also been pre-
stored in the program which help mechanize
certain types of within-problem variability.
These constants are associated with the num-
ber of dimensions that a subject will use during
a particular concept-attainment problem and
the number of dimensions he will add to his
initial approach when he discovers that it has
not worked. The third and final prestored
parameter is one known as an awareness factor.
The protocols have indicated that many sub-
jects use less than the total number of dimen-
sions in their problem solution and that some
of these people are aware of the fact that they
are using less, others are not. Therefore, a
flag is used to indicate whether the subject

i{s aware that he is using less than the full
number of dimensions in his approach to the
problem. Other than these three types of in-
formation, all data gained by the subject is
stored in memory as it is either received from
the external world or created by the subject
himseif.
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Representing Cognitive Process

In order to describe the computer model
of the concept-attainment process it is neces~
sary to explain a certain amount of symbolic
representation used internally by the computer
program. In that this project was influenced
quite heavily by the earlier work of Bruner et al.
[1956] and that of Miller, Galanter and Pribram
{1960], the program is built around the idea of
sirategies, and the mechanics of the program
are designed to implement strategies or plans.
Quite early in the project it was discovered
that the programming system must have the
capability to minimize the impact of significant
changes and simultaneously to maximize the
ability to make such changes. Therefore, a
pseudocode system and an interpreter, both
using IPL-V, were developed as a reasonable
solution to this technological problem [Baker
& Martin, 1965a].

The strategy consists of an IPL-V list
containing symbols representing routines which
are to be performed as well as local symbols
which indicate branches in the program. These
lists, however, do not contain any IPL-V prim-
itives and are not executable IPL-V programs.
Table 1 contains a list of symbols representing
a typical concept-iearning strategy.

Each symbol on the list can be the name
of a list of symbols; this representational form
can be carried to any depth desired. These
symbols are referred to as pseudocodes as
they are merely abstract representations of
psychological processes. In the current pro-
gram there are three levels in the list structure
which constitute a learning strategy. The
highest level, the S level, is essentially an
executive level description of the overall
learning strategy. The second level consists
of major procedures, the Z or D routines, which
perform salient tasks such as hypothesis gen-
eration. The third and lowest level are the P's
and Q's which are executed to perform the in-
formation-processing tasks necessary for
concept attainment. The P's and Q's are con~
tained within the 2's and D's and the 2Z's and
D's are contained within S. Throughout the
list structure a distinction is maintained be-
tween programs which do things, the Z's and
P's, and those which provide decision-making
information, the D's and the Q's. The former
are analogous to the O routines and the latter
to the T routines in TOTE units [ Miller et al.,
1960]. Only the lowest level routines can re-
sult in the direct execution of subroutine
coded in IPL-V, and the higher levels serve
only to hold together various combinations of
executable routines. The underlying principle

Table 1. Symbolic Representation of the
Conservative Focusing Strategy List
as Used in Mark IV, Mod 2

S2 9-0
Z0 Process focus information
c2l Create procedure 27
VA Establish search criterion

D4 Determine whether subject
should proceed

9=-2 No, error exit

Construct search criterion

Z2 Select object from external
environment

C37 Create decision procedure Dl

Do Determine whether object
select.d meets subject's needs

9-1 No

23 Experimenter designates set
membership of the object choice

C38 Create routine 24

Z4 Process information gained
through object designation

Dl Determine whether a concept can
be presented

9-1 No

Z5 Form a concept

Z8 Experimenter designation of
correctness of concept
c22 Construct procedure Z6é6

Z6 Subject's reaction to designation
of concept
D3 Detemine correctness of concept
9-~1 No
0 0 Yes
9-2 X21 Error exit
0 0

is that the P's and Q’'s are the basic informa-~
tion processing capabilities possessed by a
subject, and various tasks are performed by
assembling the proper s :quence of P's and Q's
into the Z°'s or D's. The Z's and D's are then
assembled into the strategy list (S). Such a
strategy list is then executed by a special
purpose interpreter [ Baker & Martin, 1965a]
which works its way through this list st. .cture
until it finds a routine which is executable,
namely at the lowest P or Q level. It executes
the routine and then returns up to the next
higher level to ascertain the next executable
routine. Fundamentally the interpreter is an
ordinary IPL-V recursive program which cails
upon itself to work its way up and down the
branches of the list structure representing the
learning processes.



Memory Structure

Quite early in the development of the
concept attainment program, it was determined
that memory plays a crucial role in the concept-
attainment process, and it was necessary to
design a rudimentary model of memory. Under
this model, memory was divided into three
major aspects: working memory {(WM) which
is a temporary, buffer-type memory; short-term
memory (STM) in which all information relative
to a given problem solution is stored; and long-
term memory (LTM) where the subject stores
information which is to be retained over a
longer period of time. Thus, the partitioning
of memory is a function of the duration of time
over which the information is to be retained.
Such a three-part memory does not correspond
directly to the memory model ordinarily used
by psychologists, which involves only a short-
term memory and a long-term memory. Most
of the functions of what was called short-term
memory are embodied in their long-term mem-
ory. However, investigation of the protocols
seems to indicate that subjects retain informa-
tion about a problem only long enough to solve
that particular problem and then do some re-
coding to save the salient features over longer
periods of time. Therefore, it was suggested
that there is a distinction between short-term
and long-term memory which psychologists do
not normally recognize.

The short~-term and long-term memories
have a highly interconnected net structure
which is developed by the program as informa-
tion is acquired. The dynamic nature of the
memory structure is an important feature of
the three-level model, but discussion of the,
actual mechanics of this system will be de-
ferred to a later section in the present paper.

The Contexting Hierarchy

The internal organization of computer
models constructed under either the basic
premise or the surface approach is focused
upon implementing a rather specific psycho-
logical phenomena and does not take into
direct account a higher level of cognitive be-
havior, namely that which in Some sense
directs, maintains, and evaluates the overall
problem-solving or learning behavior of a
human subject.

In order to clarify this issue, let us briefly
examine a problem=-solving or learning experi-
ment as it is usually conducted. In such an
experiment there is a fairly typical sequence
of events which transpire in roughly the fol-
lowing order:
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{a} The experimenter explains the nature of
the task, the characteristics of the ex-
perimental materials, and the types of
products the subject is to produce.

(b) The subject relates the given information
to wha' he already knows.

{c) Once the subject has assimilated the in-
formation to his own satisfaction, he em-
barks upon an approach to the task which
is resplendent with errors and inappropriate
decisions; fal ie strategies, and unproduc-
tive acts; nonetheless, his behavior is
goal directed.

(d) The subjectis able to evaluate, in some
sense, how well he is doing by means of
both internal and external clues.

(e} With sufficient experience on the same
task, the subject is usually able to modify
his own behavior to the point where he
becomes proficient at the task and his
once clumsy performance becomes smooth
and effortless.

In that such a pattern of behavior is es-
sentially independent of the particular task,
it is very difficult, for the present author at
least, to conceive of a realistic model of
human behavior whose internal organization
does not provide for some form of a central
executive to account for this communality.
The relevant issue is the form of this central
executive and the internal organization of a
computer program necessary to represent it in
a computer model of cognitive behavior. Un-
fortunately, it is extremely difficult to obtain
direct evidence from either protocols or psy-
chological experiments from which to develop
a model of such a central executive. In addi-
tion, how to create one is not obvious; as
Newell [1962] said, "In attempting to create
such a central organization we found-—as we
had in the problem of communicating strat-
egies—that we had no concepts and no formal
language to discuss the variety of results and
their uses {p. 410]."

In earlier editions of the program such a
central executive was confounded with the
strategy list; however in the curmrent version,
the supervisory or executive aspects of the
program have been separated from those of
the operational aspects. The C routines repre-
sent this executive function and constitute a
hierarchy of control whose role changes as a
function of the stage of the task performance.
Because the function of the supervisory pro-
gram changes often, the term coxlexter is
probably more appropriate for these routines
than ceafral executive, which carries an un-
warranted connotation of a single supervisory
program. Although the role of a contexter is



a function of the situation in which it operates,
there 1s nonetheless an uncerlying communality
throughout all levels of contexters which can
be described by a series of questions which
a contuxt routine attempts to answer; i.¢.,
(a) What is the current situatiorn? (b) What
does it mean? (c) What could be done ? and
(d) What will be done? Thus, whether the
contexter s dealing with a gross overall plan
of approach to a task, or to some small opera-
tion within a subtask, the fundamental frame-
work of a contexter routine is invariant; what
varies is the situation in which the contexter
functions and the procedures by which it at-
tempts to answer these questions. It is worth
noting that the definition of the current situa-
tion includes not only the cvailable data but
also the sequence of behaviors leading up to
the present point in time. The result of calling
a contexter routine is to execute some behavior
for whizh an appropriate context has been es-
tablished.

A contexter may be said to create a plan or
a strategy for behavior. At high levkls in the
model, it creates a plan for overall behavior
such as the S list, and at low levels it creates
plans for very specific actions such as P lists.
Such a planning hierarchy was first envisioned
by Miller, Galanter, and Pribram {1960] when
they suggested the existence of plans which
create plans. Because of the rather complex
interrelationship between the contexting pro-
grams and the strategy lists, a detailed dis-~
cussion is deferred to a description of the
actual computer program itself.

THE CURRENT PROGRAM-MARK 1V, MOD 2

The preceding paragraphs have acquainted
the rcader with some of the major considera-
tions in the design of the simulation program;
the overall picture of the operation in the cur-
rent version of the computer model of concept-
attainment is as follows, First, the experi-
menter verbally describes the experimental
situation to the subject—what the experiment
is about, what the board looks like, the dimen-

sions on the board, and their valucs. The
experimenter also indicates to the subject
that he is to select objects which the experi-
menter will designate as to their set member-
ship. When the subjoct feels he understands
the concept, he is to present it to the experi-
menter for designation. Upon receipt of the
instructions, the subject proceeds to try to
attain the concept. The computer program is
sct up with an initialization phasc¢ which
utilizes the subject's past experience and

his particular characteristics, namely some of
the constants mentioned earlier and the dom-
inance values, to establish an initial set of
conditions within the subject. After completing
this initialization phase, the computer program
creates a search criterion and locates an ob-
ject in the external environment which !t also
feels is a member of the set. If the object
found meets the requirements of the subject's
soarch criterion, it is presented to the experi-
menter for designation. After receiving the
designation, the subject processes the meaning
of yes or mo in light of his own understanding
of the problem. If the subject feels he can
present a concept he proceeds. However, in
most cases the subject takes several object
choices before he has enough information
available to decide whether or not he under~
stands the concept. Therefore, at this stage,
the computer program returns to creating a new
criterion and locates other objects from the
board visible to the subject. The final phase
of the program occurs when the subject feels
he has enough information to present the ex-
perimenter with a concept for designation. If
it is incorrect, the subject then has to con-
struct a reaction to this incorrect designation
and return to the first phase in which he
searches for additional objects that will en-
able him to ascertain the correct concept. If
the concept is correct, the problem is ter-
minated and the subject then evaluates what
he has accomplished during the course of this
particular problem. So much for an overview
of the concept-attainment process. Llet us
now turn our attention to a discussion of the
flow chart which is given in Figure 2.

c11 E9S5 c61 c12
Translate Experimenter Create and axecute Problem solu-
Entry experimenter's presents concept attain- tion post- -y Ex £t
instructions focus object ment strategy mortem analysis
ess Process Process defini-~
sk spe~ behavior tion of designa-
ification specification tion information
c50 cs1 €52
Fig. 2. Flow Chart of the High Level Contexter List S3
9




1r1s flow chart will be discussed in terms
of the particular routines which are in the flow
chart. No altempt to go into all the program-
ming or mechanical details is made, but a
verbal doscription of what occurs within the
program 1s given and any relevant assumptions
which kave been made by the particular pro-
gram arc indicated. The highest level program
List 111 the computer model is called 83 which
is the high level contexting list. This program
esscntially contains a gross description of
what 1s to occur in the attainment of a conce t
and consists of four computer programs: Cll,
which creates a tentative strategy from the
experimenter's instructions; E95 in which the
experimenter presents the focus object to the
subject; €6l which creates and executes a
stratcgy pPhasc-by-phase until the concept is
finally attained; and C12, a problem solution
postmortem analysis in which the subject ties
together what he has done into a workable
learning strategy for future use. It should be
noted that C11, Cé61, and C12 are contexting-
type routines.

The moessages from the experimenter cx-
plaining the problem to be solved have been
coded in terms of attributes and particular
attribute values which essentially describe
major behaviors; such coding gets around the
syntactical-semantic analysis problems nor-
mally associated with translating English lan-
guage into a computer program. This particular
problem was completely by-passed because it
is a major research project in itself. Rather,
experimenter messages have been created
describing behavior in terms of attributes and
values so that the long-term memory can be
searched to see whether other behaviors carry-
ing this description are available for assembling
into a strategy. Such an approach is rather
crude, but it enables a form of translation of
instructions to behavior to be introduced into
the model.

The C11 routine accomplishes the trans-
lation of experimenter messages to a descrip-
tion of a rough skeleton learning strategy. In
the first problem attempted by a subject, the
C11 routine creates a skeleton strategy list
which describes the gross behaviors neces-
sary to attack this concept-attainment problem.
In subsequent problems, C11 searches the
long~term memory to obtain a strategy list
from a previous problem which can be utilized
as the approach to the problem. Cl1 consists
of three major subroutines, each one asso-
ciated with a different type of message which
can come from the experimenter. The first
subroutine, called C50, creates a problem
list, indicates what the problem is, and stores
descriptive information such as which problem
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it is. The second subroutine, called C51, cre-
ates a description of a skeleton strategy for
solving the problem. The skeleton strategy
does not include all of the behaviors necessary
to attain the concept, but stores thc major
framework of the experimental situation con-
tained in the experimenter's messages. The
third major subroutine, C52, is designed to
store specific types of information which the
experimenter presents, such as that he will
designate set membership of an object by the
words ycs and no. Thus, Cl1 takes in a par-
ticular message from the experimenter's verbal
instructions and translates it into descriptions
of particular behaviors which the subject must
perform in order to attain a concept. Which of
the three C50 routines used s a function of
the message that has been received from the
experimenter, and there are decision processes
within C11 enabling the program to call the
proper subroutine for a given message. There
are two major outputs of the Cl1 routine, onc
of which is the beginning of the short-term
memory structure which the program will grow
during its solution of the concept-attainment
problem. The second is a skeleton strategy
list containing symbols representing the major
procedures within the concept-attainment task
as indicated by the experimenter. The initial
point of the short-term memory, the symbol
1100, represents the problem and carries the
description of the problem obtained from the
experimenter messages. The skeleton strategy
list contains symbols which are not executable
routines at this point, but are merely symbols
which hold descriptions of the kinds of be-
haviors necessary to accomplish the task. If
the subject has previously attained a concept,
rather than constructing a skeleton strategy
C11 locates the recently used strategy in long-
term memory and places its name in memory.

When C11 has been completed the subject
knows in a general way how he is to perform
the concept-attainment task. To specify a
particular concept-attainment task, the ex-
perimenter must identify the focus object,
which is an exemplar of an object belonging
to the set defined by the unknown classifica-
tion rule. Routine E95 performs this function
by placing the name of the focus object in the
subject's working memory. The name of the
focus object is accompanied by descriptive
information indicating the set membership of
the focus object. Upon completion of this
action, control of the program returns to the
subject.

The major contexting routine in the current
program follows E95 and is called Cé1. At the
time this routine is executed, the short-term

memory contains the symbol L100 which




represents the problem to be solved, and the
contents of the working memory are either the
name of the skeleton strategy or a previously
developed strategy. The routine checks a flag
tc determine whether this i{s the first problem
it has solved or not. If it is not the first prob-
lem, C61 assumes that the contents of working
memory are a fully developed strategy which is
given to the interpreter for execution. If it is
the first problen., th: program must translate
the description cf the skeleton strategy cre-
ated by C11 into executable behavior. The
C61 routine creates a symbol for the strategy
list and then creates a symbol for the first
phase of the strategy. Having created a phase
symbol, it then searches long-term memory to
find a routine whose behavioral description
matches that of the first routine on the skele-
ton strategy list. In this situation it will be
routine Z0 which receives the focus object and
its designation from the experimenter and
stores them on the problem list. Because Z0
receives information from the external environ-
ment, it is followed by a contexting routine.

It should be noted that one of the rules of the
computer program is that a contexter routine
follows whenever information is received from
the exterral world. In this case contexter C21
is inserted on the phase list after routine Z0.
The function of the contexter C21 is to create
routine Z7 which uses the focus object and
characteristics of the subject to establish the
initial working hypothesis. Because C21 will
create routine Z7 at execution time, the Cé1
contexter will place a symbol on the phase
list to hold a position for this future routine.
The symbol for 27 is followed by routine D4
whose function is to determine whether the
information yielded by Z7 is adequate. If it

is adequate, the next phase can be constructed;
if inadequate, C61 will have to attempt to cre-
ate a new Phase 1. The basic process em-
bodied in C61 is one which creates a phase
list containing routines matching the behaviors
described by the experimenter. Routines pro-
cessing information from the external world
are followed by decision routines which ask
"Can the strategy proceed ?" These decision
routines also terminate the phase list, Thus
Cé61 creates a phase, executes it, and, if it
receives the go~ahead, creates the next seg-
ment of behavior.

Phase 2 created by Cé1 is the object-
choice phase, consisting of routine Z} which
Creates a search criterion by varying one or -
more dimension values of the working hypoth-
esis, routine Z2 which chooses an object from
the board, C37 which establishes the test
conditions for the last routine, DO, which as-
certains whether or not the object choice

meets the subject's needs. If it does, Col
continues to Phase 3; if not it returns to Phase
2 and re-executes it.

Phase 3 is the experimenter designation
of the object phase, containing routine Z3
which presents the object to the experimenter
for designation and routine C38, a contexter
that establishes the routine Z4. The procedure
Z4 processes the information provided by the
experimenter's designation of the set meirber-
ship of the object chosen. Following the logic
of the conservative-focusing strategy, Z4 flags
the dimension or the dimension value as rele-
vant or irrelevant, depending upon whether or
not the object was designated y«os or #o. The
last routine in Phase 3 is routine D1 which
ascertains whether or not a concept can be
presented at the current point. D1 checks each
of the dimensions of the working hypothesis
and determines whether the subject considers
them relevant, irrelevant, or untested. If all
dimensions have been flagged by Z4 as either
relevant or irrelevant, sufficient information
is available for the subject to present a con-
cept to the experimenter. But D1 is also con~
ditioned if the subject is using less than the
total number of dimensions and all those he
is working with have been filagged. If a con-
cept can be presented, Phase 4 is entered. If
not, the program returns to Phase 2 and exe~
cutes Phases 2 and 3 over again.

Phase 4, which is the final phase, consists
of procedures 25, Z8, C22, 26, and D3. In
routine Z5 the subject searches the dimension
values of the working hypothesis for those
values which are relevant and from the rele-
vant dimension values creates a concept, i.e.,
a list of dimension values which it believes
defines the classification rule. The next
routine is Z8 which presents this concept to
the experimenter for nis designation. Upon
designation, a contexting routine, C22, is
executed because Z8 brought in information
from the external world. C22 is very similar
to C38 in that it will create a situationally
dependent routine Z6 for utilizing the informa-
tion provided by the designation of a concept;
Z6 is only created if the concept is incorrect
as a subject then has to ascertain what is
wrong with his prior behavior. Z6 primarily
looks for dimensions which have not been in-
volved in the concept itself. In other words,
it looks through the dimension and dimension
values of the focus object searching for un-
tested dimensions. If it finds untested dimen-~
sions, it then adds them to the working hypoth-~
esis list. For example, if a subjact initially
only used three out of the five pcssible dimen-
sions, Z6 will add one or more dimensions as
a function of the number of untested dimensions
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avaollable and tiic valuc of the paramotes K97
which specifics how many dimensions arv to
be adaecd. 1 76 discovers that all the dimen-
sions have been flagged and the subject still
has not attainud the concept, it then assumes
that he has misflagged & dimension. Insteac
of adding untested dimcenasions to the working
hypothesis, it will unmark dimensions on the
working hypothesis list so that & new scarch
criterion will 1include thosce which have been
uscd in the past. The last routine in Phasc 4
is routinc D3 which ascertains whether or not
the subject should continuc to attempt the
problem. The phasc lists created by C61 arc
presented in Table 2.

Upon the complction of Phasc 4, Cél re=-
alizes it has a list of exccutabie routines for
all the behaviors from crcating a scarch cri-
terion to testing the concept; therefore, it
treats this list as a substrategy, i.c., the
strategy is complete except for the initiliza-
tion phase, but becausc nothing has to be
reinitialized, this subprogram can be executed
as if it were a total strategy. Hence, if the
concept were incorrect, the substrategy would
be exccuted until the concept is attained.

All four phases created and executed by
Cé61 from the skeleton strategy list have the
samc general structure. There are one or morc
major procedures at the Z level. When informa-
tion is received from the external world, a
contexter routine crcates a situationally dc=-
pendent routine to determine the meaning of
the external information. The final routine in
cach phasc is a D routine which ¢ssentially
asks whether the subject can procced or must
return to the object selection phasc to get
further information,

In review, C61 proceeds stcp-by-step and
performs the bchaviors indicated by the skele-
ton strategy as being involved in the conccept-
attainment process. It picks its routines from
long-term memory by comparing the description
of what nceds to be done with the descripuon
of the capabilities of routines stored away in
long~term memory. Each phasc is created to
handle logical units of behavior within the
concept-attainment process, and the phasc is
given to the interpreter for c¥~cution. If
progress can be made, C6l wi.l move on to
create and execute the next phase within the
problem, and repeat this process until it can
present a concept. If, upon completion of
Phase 4, the concept is correct, the program
is terminated; if incorrect, Cé1 treats what
it has already crcated as a sirategy and cxe-
cutes the strategy until a concept has been
attained.

The routine following the succcssful com-
pletion of a strategy is a postmortiem analysis
12 '
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routine called C12. Bocause the model has not
progressud beyond the within-problom analysis
5tag. -, this aspe~t of the process has not ro-
colved more than cursery attention. At the cur-
roent time the task of C12 is to tiv together the
total strategy which has been created rather
piccumeal by Cél. It places symbols repre-
senting Phases 1, 2, 3, and all in a common
strategy list and puts links from cach of the
phascs to Phase 2. It was intended to have
12 do an analysis of the éxecution of the
program, ascertaining whether there were un-
necessary behaviors and smoothing out a suc-
cessful strategy. C12 also stores the success-
ful strategy on the long~term memory so that it
can be used by Cl11 when a subsequent problem
is attempted.

The computer program described above at-
tempts to model the salient icatures of a subjoct
performing a concept-attainment toisk. The
initial stages arc quite slow because experi-
menter instructions must be understood, a rough
idea of how to proceed must be constructed,
and the subject proceeds step-by-step. Once
the full process has been gone through the
pacce quickens since the subjuect repeats be-
haviors cstablished during the carly phases,
thus climinating most of the Cé61 level con-
texting previously required. Hopefully what
has been doevelopeo is & reasonable framoework
within which investigations of the concept-
attainment process can continuc,

THE STRUCTURAL DETAILS
OF THE COMPUTER PROGRAM

Symbolic Representation of Behavior

In order to present a detailed discussion
of how the computer program attains concepts,
it is nccessary to elaborate furthc: upon the
internal structure of the cumputer program.
Attention will be given to the representational
scheme for subroutines, the attribute system,
and the memory structure.

Let us examine one process within the
strategy list, routine Pé1 which appecars in
procedure 20. The list of symbols represent-
ing the routine P61l is given in Table 3. The
symbol P61 represents a nonexccutablce routine
whose function is to hold the descripticn of
the executable routine P60. Thus, the Pél
symbol is a pscudocode whose description
defines the context within which the exccutable
routine will function. A given routine may ap-
pear as the cxccutable routine of several dif-
fercnt pscudocodes. Such a fcatiire permits
the development of powerful generalized rou-
tines which are independent of a particular



Table 2.

Phase Lists to the P-Q Level as Created by the Cé61 Context Routine

#1 9-0 C3s 9-1
20 9-1 Ci9 Create procedure Z-4
P21 Copy focus object 0
Pl Remember name of focus object
C31 Put name of focus in memory 2 SIS |
entry point P501 Recall object designation
P62 Remember scet membership C41 Pup memory entry point
O O list
P9l Mark relevancy of
Cil 9-] dimensions
C20 Create Z7 PlT71 Revert dimension values
0 0 0
27 9-1 DI 9-]
P191 Construct working hypothesis Qlo1 Determine whether con-
P63 Remember name of hypothesis cept can be presented
C3l1 Put name in memory entry point 0
P64 Remember how hypc theses forme
0 0 4 9-0
Z5 9-1
D4 g9-1 P12l Form a concept
D49 Determine whether subject 267 Remember concept
should proceed C31 Put name of concept in
0 0 memory entry point
Pés Remember how concept
g2 9-0 formed
Z1 a-1 0
P13l Sclect dinmensions to vary
plit Select new dimension values Z8 9-1
P151 Create scarch criterion P72 Transfer concept to
P64 Remember search criterion cxperimenter
0 0 Eg4 Designate comrectness of
concept presented
Y 9-1 Pe9 Remember designation of
P51 Search board for object concept
P65 Remember object | v
c$ Put name of obj.ct in memory
oniry point Cl2 9-1
P66 Remember how object found C23 Construct procedure Z4
0 { 0
C37 9-1 Z6¥ 9-1
C36 “reate procedure DO Q41 Acquire untested dimen-
0 0 sion
P181 Add dimension to working
DO* 9-1 hypothesis
Q50 Determine whether object meets 31 Put name of hypothesis
subject's needs in memory entry point
0 0 Pé64 Remember how hypothesis
formed
g3 9-1 0
Z3 9-1
P71 Transfor object to experimenter D3 9-1
E93 Designate set membership of a Q31 Determine whether prob-
object lem completed
P62 Remembear object designation 0
{3 0 ] ‘
*Routines created at execution time by the preceding context routine.
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Table 3. Symbolic Representation of Routine Pel

Pl 9-0 Pseudocode
P60 O Executable Routine
9-0 o
Al Input Attribute
Vi 0
M1 Working Memory
3 0 M1,N Flag
A2 OQutput Attribute
Ve 0

M1lo Memory Entry Point

A20 0 Focus Object Attribute
A3 Process Description Attribute
V3 0

A3o5 O Remembering

context. The description list 9-0 of the pseudo-
code P61 contains attribute Al whose value Vi
is a list of the inputs to P60. The attribute A2
has on its value list V2, the names of the lo-
cations at which the outputs will be placed.
The attribute A3 has the symbol A305 on its
value list which describes P60 as a routine
involving remembering. The descriptions held
by the pseudocode can be used by higher level
context routines to ascertain the characteristics
of the routine. Such a system provides a rudi-
mentary description of behavior. Whether they
are contexters, strategies, procedures, or proc-
esses, all routines are represented in the
computer program by means of this scheme.

The special interpreter | Baker & Martin,
1965a] extracts the inputs from the description
list of the pseudocode and places them in the
IPL-V Communication Cell HO, it then executes
routine Pé6L .7 IPL-V, The outputs created by
P60 are left in the location named on the out-
put list of P61. Except for the memory proc-
esses, all P and Q level routines leave their
outputs in working memory.

The pseudocode and interpreter system
permit the development of general purpose
programs which can be used in a number of
different situations. For example: Processes
P61, P62, P63, P64, etc, contain the same
executable routine P60 and differ only in the
information contained on their respective
input-output lists. Thus, P61 may store the
focus object in short-term memory, whereas
P62 may remember the experimenter designa-
tion of an object choice. Such a scheme was
designed to permit eventual development of
contexter routines which will place informa-
tion on the input-output lists of a pseudo~
code rather than baving the human programmer
code in the information, a step toward programs
which can create programs.

14
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Memory Structure Mechanics

Much of the design of the computer model
is dependent upon the meghanics of the three-
level model of memory employed. In the para-
graphs below the working memory and short-
term memory are examined in detail. Long-term
memory was never constructed.

The working memory consists of only two
cells—M1,N and M}, D—which are on a list
called M1. M1, N contains the name of a par-
ticular piece of information, for example, the
name of an object chosen from the external
world or the name of a search criterion by
which the subject is scanning for objects hav-
ing certain characteristics. Ml1,D contains
what we have called an unattached or dummy
description list (DDL). The dummy description
list contains a description of the symbol within
the M1, N portion of the short-term memory, the
idea being that subject has not attached the
description to the item itself, but rather he has
created a description which later routines will
process and attach either to the element named
in M1, N or to some other item of information.
The rationale is that the dummy description
list corresponds roughly to a chunk as dis-
cussed by Miller et al. {1960]. However, this
chunk will not necessarily be attached to the
item named in M1, N,

The working memory plays two roles within
the simulation program. In the firstrole, it
acts as an input buffer from the external world.
All information from the experimenter such as
the focus object or the designation of an ob-
ject choice or a concept comes the subject
through the working memoty. For example, in
the case of the focus object, M1, N would con-
tain a symbol representing the focus object
and M1, D would contain a dummy description
list which designates this object as being a
member of the set. The information left in
working memory is then acquired by a subse-~
quent processing routine and can be stored or
processed further within the concept-attainment
processes themselves. The second role of the
working memory is that of an internal communi-
cation device between various subroutines
within the computer program. In the early days
of the present computer program, it was felt
that most of the information processed was
obtained from the extemal world. However,
protocol analysis very quickly showed that a
major portion of the information processed by
the subject was created internally, therefore
a requirement existed for some means of tem-
porarily storing a piece of information so that
a series of processes could work upon it.

Most of the low level routines within the
computer program receive their information

.
-
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from the working memory and, having proc-
esscd it, leave their outputs in working mem-
ory. In many cases a subsequent routine
remembers the information in short-term moem-
ory. From a programming point of view, the
working memory, acting as an internal informa-
tion bufier, solves many mechanical program-
ming problems which otherwise would become
enmeshed in the idiosyncrasies oi (PL-Y itsell.
Working memory is very similar o rhe HO
Communication Cell of the IPL-V 2xcept that
it is in the program rather than the program-
ming language.

The second major porticn ¢f thce memory
structure is short-term memory which coatains
all of the information relevant tu solvina a
particular problem. The cument structure of
this memory is one that can best be described
as a highly interconnected net. The short-term
memory structure shown in Figure 3 is designed
to grow as the information in the problem is
acquired. However, the growth is constrained
by a modular memory structure as shown in
Figure 4. For example, in Figurc 3 the symbol
L100 represents the problem which is currently
being solved. On the description of L100 is
an attribute A302 whose value describes the

pronlen by mcans of the currsnt syategy.
Describing the curreal strategy is an attnbute
Al3d whosc value list contains the nawes of
the seorch onteri used. Each ocatch ernbaia
has an attribute Alg wlose value list contains
the nbjocts whlch have peen found, Desceribing
cacn objuct which has been found 1s a4 “irom-
tu lists” coltainiag the dimension et sad
been varted sn onder to fird this particular ob-
;ect. The memory structure is, in reality, a
tree; however, the information on one branch
of the tree is not unigue to that branch. For
example, the fiem~-to Jist on one branch do-
scribes what dimension was variea to find a
particular object {s also contained on another
branch af the tree which Jdcscnbes how the
search criterion was craated from the focus
object. The highly ccnnected net of memory
wag originally conceived of as what one might
call a circular ineraory, in that once it has
grown over a period of time there 1s no recal
beginning and no real end to it because in-
formation is crosslinked and interlinked so
heavily that the structure of the tree has be-
come cbscured. At the prescnt time, because
of the single problem solution invelved, the
tree does not get overly complex.

B20  9-0
F1 F1 9=l bodied list
F2 X1
F3 O X2 0
9-0 0 9__1 0 “".....
A1l A21 class attribute
Vit 0
T val 9-2
Y2 Y2 9-3 0 non=bodied list
Y1 0 9-3 0
, A4 specific
d attribute
9=2 0 V4 0
A3l 3671
V3l 2011 0
As
V5 0
f1g. 4. Typical Modular Memory Module Used in Short=Term Memory
16
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Por clarity, <hw syoibols in Figur.s $ and
4 Gro IPL-V o regional svideols, but i tne actual
prograin 1nose symbols are createa by tne pro-
Grose 8 e Anlormalion 1s oogul. . . The moetn-
oy L« tgiven in ligure 3 do s @ ¢ st in
shotl=te i D 1Lory BIIOL Lo XL ot of the
proaram. The computer progratn only pussesses
tiv capability to create memory as it nevds to
Stute anforiation. Such o michory capability
difters consicerably froun that usually employed
i computer programming where the programmer
aeeounts for overy memory locotion usced. The
dynainle nLaenory structure originatung here
reproesents a first step toward o computer pro-
yram which can store and recall information
without outside tntervention,

Various attributes under which infoimation
i5 stored constitute some of the basic assump-
tions oI the current computer program. These
attributes are felt to be an intermediary step
betwesn current status and desired status, in
that the investigators understand neither how
tc describe behavior nor how people store in-
formation in memory. Thercfore, this is an
approach to these particularly difficult prob-
lems. In order for the memory recall processes
to work, a memory structure was developed
which enabled the program to tell when it
rcached a point at which information was
available, hence class and specific attributes
were devised. In Pigure 4 the attribute A2l
is a4 class attribute as its function is to hold
a scries of specitic descriptions on its valuc
list V21. The symbols on the body of list V2l
arc ¢ummics whose sole function is to hold
a description list containing specific informa-
tion. Thus, the description of list Y2 contains
specific attributes A4 and A5 whose values
arc lists V4 and V5. Such a memory structurc
is synmmctrical above and below the dashed
line, thus permitting a single set of remember
and recall routines to function at all levels.

It should be noted that usable information can
only be obtained from the specific attribute
level, all higher lovels are merely symbols
representing larger units of information, The
class attribute value list V21 is also time
ordcred with the most recent data at the top
of the list. The description lists contained
to the left of the brackets describe a particu-~
lar list and arc themscelves of the same modu-
lar structurc.

The long-term memory has not been de-
signed because the between-problem variability
staye of the project has not been reached.
From the initial protocols and from the current
computer progran, it appears that what is
stored in long -torm memory arce strategices
and Key picces of information necessary to

. @

~
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uNuecute a particular strategy. It doos not ap-
pear that a great wealth of detailed information
is cver stored . long-term memory. Later
development of the computer program will be
devoted to studying the program of long -term
memory anc trying to realize an adequate model
for this aspect of the memory structure.

The Memory Entry Point

One of the major problems in developing
the circular memory structure was some means
for entering the memory or at least keuping
track of a present position in the memory hav-
ing entered it. The device invented was called
the "memory entry point.” If one looks at the
concept-attainment process, it becomes evident
that as the subject govs through the various
phases the information created is normally
about a particular point within the process.

For example, if an object is chosen from the
external environment, the subjoect spends a
fair amount of time processing verioas types
of information about this objuct—what dimen-
sion was variced, what the experimenter's
designation of the object was, ¢tc. Much of
the information to be stored or recalled is
related to the particular item. Therefore, the
object chosen serves as the memory entry point.
As the process moves on to ancother pivce of
information, for example, the creation of a
concept, the memory eontry point changes. How-
ever, this change is normally ¢ither upward or
downward on the branch of the snort-icrm mem-
ory so that the memory entry point is really a
push down, pop up list 1nwhicn the subject
keeps track of where he has been in memory,
The problem of how to inidally enter the mem-
ory structure has not been resolved, but once
in the memory structure the computer program
can keep a record of where 1t has been. The
problem of initial entry was also encountcred
by Quillian in his memory nct project; how-
over, he chose to avoid it and vntered memory
at arbitrary points by manual mecans. Because
several of the context routlines have to revert
to previous levels, thore are two small rou-
tinos, C30 and C40, which add names or take
them away from the memory cntry point list,
The memory cntry point techiique is not a
very satisfactory solution; however, at the
present time it is a fcasible one to program
until a better understaniing of memory proc-
ecsses is obtained.

Remembering of information in short-term
memory and recalling of information from it
are accomplished by generalized oxecutable
processes P80 and P50u, respectvely. The

17
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pscudocuae contalning P60, say P61l in Table
3, has on its input list the symbol representing
working memory {M1) and a flag indicating
whether M1, N or M1,D is to be remembered.
The output list of the pseudocode contains the
symbol representing the memory entry point
{M10) and the descriptive attribute (A20) under
which the information is to be stored. All
storage operations are assumed to describe
the symbol named in the memory entry point,
and the basic process is unaffected by the
type of information stored. The distinction
between storage under a class attribute and
storage under a specific attribute is handled
within the basic P60 routine, thus the program
does not need to concern itself with this dis-
tinction. The basic recall routine is P500
which is the converse of P60 and shares much
of its internal programming.

The communication of the subject to the
experimenter is one of the points in the con-
cept-attainment process of little concern from
a psychological point of view. Therefore, all
communications to the experimenter take place
through a special output register called El
into which the subject puts information and
from which th: experimenter removes informa-
tion in order *o designate objects or concepts.
It is mechanically simple, but not necessarlly
psychologically sophisticated.

THE DETAILS OF THE PHASE
LISTS TO THE P LEVEL

Having described some of the underlying
mechanics, let us turn our attention to the
details of the phases created by routine Cé1.
Some of these phases will be skipped over
rather lightly, others will be described in
some detail so that the reader may get the
“flavor" of the program without excessive
tedious detail. Table 2 above presented thie
lists rzpresenting behaviors to the P level
which are constructed by Cé61. Reference to
this table will aid the reader in following the
discussions below.

In the initialization phase, three routines
are involved, Z0, C21, and D4, 20 remembers
the focus object and its designation as a mem-~
ber of the set of objects defined by the con-
cept. C21 creates routine Z7 which establishes
the initial conditions within the * subject.”
D4 determines whether the subject is to con-~
tinue onto Phase 2.

The processing of the focus of object
{nformation by 20 is accomplished by four P
level routines, P21, P61, C31, and P62. Be-
cause the subject and the experimenter both

18
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manipulate objects, it was necessary to design
the program so that information recejved from
the external environment could be separated
into its external representation and the sub-
ject's internal representation of the same in-
formation. Thus, P21 creates a copy of the
focus object with its dimension values in
dominant dimension order and alsc creates a
dummy description list indicating that the focus
object is a member of the set defined by the
unknown classification rule. If this separation
is not made, descriptive information created by
the subject becomes attached to the object in
the external world, an undesirable situation,
P21 leaves the name of the subject's represen-
tation of the focus object in M1,N and its set
membership on a DDL in M1, D. The memory
process, P61, remembers the focus object under
an attribute of the problem list and C31 places
the name of the focus object at the top of the
memory entry point list. P62 then remembers
the set membership of the focus object under
an attribute of the focus cbject. At the present
time routine D4 is a dummy routine as the
decisions subjects make at this point have not
been ascertained, but it has been inserted to
keep the phase list structure consistent.

The procedure Z7 is created by the con-~
texting routine C21; a detailed discussion of
contexters is given later in the present section,
In Z7 the first routine is P191, and the inputs
of this routine are the name of the memory
entry point and K99 which is an input constant
specifying how many of the possible dimensions
are to be worked with throughout this attempt
at attaining the conceyt. The function of P191
i{s to create a working hypothesis from the
focus object remembered by Z0. The working
hypothesis is created by selecting the first
K99 of the m dimensions on the focus object
and placing them on a separate list, the ra-
tionale being that some subjects deliberately
work with less than the total number of dimen-
sions and other subjects do so inadvertently.
The working hypothesis is a list in its own
right; a description of how it was created from
the focus object, namely the dimensions which
have been removed in order to obtain the work-
ing hypothesis, is made into a dummy descrip-
tion list. P191 leaves the name of the working
hypothesis and the name of the description in
working memory Ml. Following P191 is a mem~
ory process routine, P63. P63 remembers the
name of the working hypothesis under an at-
tribute of the problem list devoted to the
working hypothesis. At this point, the program
needs to remember the description of the work~
ing hypothesis rather than something about the
problem, hence P63 is followed by a memory



process, C31, which will put the name of the
working hypothesis into the memory entry point
list, pushing down the list and saving the
name of the problem. C31 is then followed by
a memory process, P64, which remembers how
the working hypothesis was formed from the
focus object. Thus, the problem was described
by the working hypothesis and the working
hypothesis was described by how it was cre~
ated. The rationale underlying this type of
description is that other routines and context~
ing operations can utilize the information to
determine what has happened and then modify
or create routines to change the behavior, if
necessary. It should be noted that the con-
tents of working memory remain unchanged
during P63, C31, and P64 from the time P191
creates the working hypothesis and the dummy
description list for describing it; howevgr. the
memory entry point changes from the focus ob-
ject to the working hypothesis to make it
available to the next routine or the next phase.
The second phase is the object-selection
phase which consists of three routines, Zi},
Z2, and C32. Routine Z1 creates a search
criterion from the working hypotheses; 22 lo-
cates an object matching the search criterion;
and C32 creates the routine D0 which deter-
mines whether the subject can proceed to the
next phase. The procedure Z1 consists of
four routines: P131, P141, P151, and Pé64.
The inputs to P13] consist of M10, the memory
entry point, and a constant, K98, which speci-
fies the number of dimensions to vary. In the
normal conservative-focusing strategy K98
would be one; however, it can be set to any
number up to the number of dimensions on the
working hypotheses. Note that K98 < K99,
M10 contains the name of the working hypoth-
esis at the top of its list and it i{s from this
hypothesis that P131 will select the dimen-
sions to vary. Because P21 had arranged the
working hypothesis in dominant dimension
value order, P131 merely needs to select the
first K98 of these dimensions, thus imple-
menting the dominance feature in the program;
i.e., the first dimension value on the list is
the most dominant and the last is the least
dominant. P131 creates a copy of the working
hypothesis and puts the name of this copy
into working memory on M1, N. It also cre-
ates a DDL on which it lists the names of the
K98 dimensions which are to be varied at this
point. The DDL is only a partially completed
list which eventually will become a from-to
list; i.e., it will name the dimensions, tell
what their values were originally, and tell
to what value they were changed. However,
P131 only places the names of the dimensions

1Y

to be worked with on the DDL. The output from
P131 is left in M1,N and M1,D. Routine P14l
takes the information from M1 and extracts the
dummy description list containing the names

of the dimensions to be varied. It then enters
the dimension list, M13, which has been stored
on the problem list L100 under the name of the
external environment, ascertains a given dimen-
sion, determines what values are available
other than that of the focus object, and, if
there are more than two values, selects a
dimension value on the basi: of its dominance
value. The value found is then added on the
DDL under the "changed to" attribute and the
value on the focus object is stored under the
“changed from" value. Upon the completion

of P141, the name of a copy of the working
hypothesis in M], N, and the name of the dummy
description list is {n M1,D. P151 is the routine
which varies the dimension values to create a
search criterion from the working hypothesis.
It receives the working hypothesis and the DDL
through M1 and will use the from-to list to
change the dimension values on the copy of

the working hypothesis to their new values,
thus accomplishing the dimension variation.

If an initial input flag dealing with awareness
indicates that the subject is aware, the DDL

is placed in M1, D with the name of the search
criter.on which has been created in M1,N. It
should be noted that the working hypothesis
had not been disturbed because the changing
of dimension values has occurrec on a copy of
a working hypothesis known as the search
criterion which is used to locate objects on

the board. If the awareness flag indicates

the subject is not aware, it is then assumed
that he has inadvertently varied more than one
dimension, even though he believes he is only
varying a single dimension. It was very com-
mon in the protocols for subjects to choose ob~
jeots which varied in more than one dimension
even though they believed they were searching
for an object which varied in only one dimen-
sion. Possibly this is a perception problem;
however, because perception has been elimi-
nated, awareness is handled in this somewhat
mechanical fashion. If the subject is unaware,
routine P151 will then delete from the dummy
description list all of the dimensions and their
values other than the first one. From this
point on the subject's description of what he
has done indicates that only one dimension
has been manipulated even though multiple
dimensions were actually varied. P151 is
followed by a memory routine, C32, which will
place the name of the search criterion on the
memory entry point list with a push down of
previous information. C32 is followed by a
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memory process routine, P64, which describes
the search criterion with the DDL from the
working memory.

The remainder of the simulation program
operates in a fashion quite similar to what has
boeon described above; as intormation is cre-
ated or received from the oxternal world, it is
initially left in the working memoty, and the
routines which process this information create
a description and leave 1t in the working mem-
ory. Depending upon the informa tion and how
it is uscd, it is either left in working memory
for subsequent routines to pick up and usc as
information or, usually at the ond of a serics
of routines, attached to a previous unit of in-
formation thtough a memory process and the
memory entry point list.

As Phase 3 involves the use of an inter-
esting contexter, the operation of this particu-
lar routine within its situation will be described
in dotail. At the time Phase 3 is entered, rou-
tine Z2 has located an object mecting the
search criterion and has stored it in short-term
memory under an "object found" attribute of
the search criterion. The name of the object
found has been stored in the memory entry
point list, and the object has been described
by the dimensions of the working hypothesis
that were varied in order to find it.! The first
routine in Phasc 3 is procedure Z3 which con-
sists of processes P71, E93, and P62. Routine
P71 is a memory output process which trans-
fors the subject's name for an object to an
output buffer calied E1 from which the experi~
menter will receive the information. Routine
E93 is an cxperimenter routine which acquires
from the E1 buffor the subject’'s name for the
object chosen and compares the dimension
values of the object with those of the concept
to ascertain whether or not the object contains
the dimension values of the underlying classi~
ficution rule. E93 creates a dummy description
list similar to those previously used which
will contain a designation attribute and a
value of yes or no for the set membership of
the object choice. E93 also returns the sub-
ject's name for the object to M1,N so that
the subject may associate the designation
with the object he has presented to the ex-
perimenter. Because the memory entry point
contains the name of the object found, a mem-
ory process, namely P62, can be used to attach
the experimenter's designation in working
memory to the object choice in short-term
memory.

The reader should refer to Figure 3 to
trace the levels of short-term memory in-
volved.

20
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The experimenter's designation of the ob-
ject is information from the oxternal world,
hence it is mandatory that Cél insert a con-
texting program at this point. Again some cor-
ners have been cut in that the apweropriate
contexting routine for this situation, C38, has
been preprogrammed whereas in @ more sophis-
ticated Program uic Lol contexter would ana-
lyze the total situation and create the context-
ing routine C38. However, this level of sophis-
tication in the program dcvdopmcnt has not
been reached. The contexting routine C38 will
create the routine 24 which is the reaction of
the subject to the experimenter's designation
of the object. Initially it creates, a description
nf the characteristics of the required Z4 routines.
C38 then receives from the input list its own
location in the phase list that the interpreter
is currently executing. Using this information,
C38 ascertains whether or not the next symbol
on the phase list has a description matching
that of the routine Z4 which it wishes to exe-
cute. If the routine following the C38 contexter
is a Z4 routine, it will be removed from the
strategy and its symbol replaced by the sym-~
bol representing the new Zt which will be
created. If no Z4 symbol follows C38, as in
the first time through the phase, a symbol to
hold a position for the Z4 routine is inscrted
on the phase list. Notice that at this point
the phase list merely contains a symbol whosec
description indicates what the behavior should
try to accomplish; however there is no exe-~
cutable subroutine associated with the particu~
lar symbol. The phase list is also described
through the use of the DDL technigue to indi-
cate that a routine has been either inserted or
replaced on the phase list. The long-term goal
is for contexters to utilize this change de-
scription to ascertain what has occurred during
the execution of the program, The contexter
C38 uses the memory entry peint to obtain the
name of the object and through a descriptive
attribute ascertain whether it is a yes object
or a #o object. If the object was designated
a o, C38 determines whether or not the sub-
ject was aware; if the subject was aware, C38
checks to see whether the number of dimen-
sions varied was equal to one or not. If it
was greater than one, no information has been
gained; the subject consciously varied more
than one dimension and received a #o so he
does not know which of the two dimensions
is the relevant one, In this situation, C38 will
pop the memory entry point back to the working
hypothesis so that Phase 2 can be executed
again. If the subject was aware and only one
dimension was varied, or if the subjcct was
unaware, the program retums to the creation
of Z4. Again, difficultics have been circumvented
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by merely inserting routines that we know are
necessary to accomplish the reaction to object
designation. A routine called P502 is ir ‘erted
which will recall the object designation. It
is followed by C41 which pops up the memory
entry point from the object found to the work-
ing hypothesis. Popping the memory entry
point {s necessary because Z4 must have both
the object designation and the working hypoth-
esis to react to the object designation. The
next routine inserted is P96 which uses the
information about the working hypothesis and
object designation to {lag the dimension values
involved as relevant or irrelevant, depending
upon the designation. Following P96 is P91
which looks at all possible values of a dimen-
sion and checks whether they are marked rele-
vant or irrelevant., If all values are marked,
the dimension itsclf is then marked as reie=
vant or irrelevant. However, if any dimension
value is still untested, P91 will not attempt
to mark the total dimension. We have found
that many subjects will not consider a dimen-
sion to be relevant or irrelevant until they
have checked all » dimension values. If the
subject is unaware of the number of dimen-
sions actually varied, no further processes
are required {n Z4. However, if the subject
is aware, he then also normally realizes that
any dimension flagged irrelevant is s longer
of concerm in selecting objects and a routine
called P100, which removes an irrelevant
dimension from the working hypothesis, is
inserted after P91. The net cffect of P100 is
to ¢nable the subject to choose objects in
Phasc 2 which vary in two, three, or four
dimensions from the focus object even though
he is varying only onc relevant dimension;
the remainder no longer enter into any of his
decisions. One can obtain what looks like
rather peculiar object choice sequences;
however, the subject is truly varying only
onc dimension, If routine P100 has been in-
serted, it will be followed by a memory process,
P64, which remembers the description of dimen-
sions removed {rom the working hypothesis so
that at somc later point a routine can put these
dimensions back in again if necessary. The
final operation performed by C38 is to put a
terminal symbol on routine Z4 so that it can
be properly terminated by the interpreter at
execution time. At this point a rather tricky
operation takes place. C38 creates the next
routine to be executed and places its symbol
on the strategy list; when C38 terminates, the
interpreter executes this routine from the strat-
cgy list.

Phase 3 is terminated by procedure D1
which determines whether enough information
is available to present a concept. DI consists

of a single decision process routine, Q101,
which uses the memory entry point to obtain

the name of the working hypothesis. Each
dimension of the working hypothesis is checked
to determine whether it has been flagged rele~-
vant or irrelevant. If all dimensions have been
flagged, sufficient information is available to
prescent a concept. Such a test is rather strin-
gent as it requires the subject to vary all dimen=-
sions of the working hypothesis prior to forming
a concept. Experienced human subjects using
the conservative focusing strategy do vary all
dimensions, as they know the concept must
congist of the relevant dimensions. The re-
sult of D1 is an indication to the interpreter

to either continue to Phase 4 or to return to
Phase 2 and vary additional dimensions. Note
again that a phase terminates in a decision
routine,

There is actually little variation in the
routine Z4 created by the contexter C38 during
the first pass through the program. However,
once Phase 4 has placed previously unused
dimensions on the working hypothesis, the 24
routine can vary slightly depending upon the
decision net through which it passes. C38
could be made much more extensive in the
future; however, the rather rudimentary con-
texting operation used reflects current lack of
understanding of mechanisms in reaction to an
object designation. The only other contexter
of any consequence in the program is C22 which
creates process Zé6, the reaction to a concept
designation. C22 operates in much the same
fashion as does C38, using factors such as
the number of dimensions varied, the number
of untested dimensions, and whether or not the
subject is aware to create Z6.

Procedure Z6 is the subject's reaction to
8 concept which has been designated by the
experimenter as incorrect. The procedure con-
sists of P level routines Q41, Pi1sl, and C31.
The contexter routine C22 has retumed the
memory cntry point to the focus object so that
Q41 may inspect it. Q41 uses the dimension
values of the focus object to ascertain which
dimensions have not been varied and creates
a dummy description list containing their names.
The number of untested dimensions to be used
is controlled by the parameter K97, which
specifies how many of the available dimensions
to use. P18l uses the dummy description list
created by Q41 to restore K97 dimension values
to the working hypothesis, It partially undoes
the work done by P191 in procedure 27. If all
dimensions have been varied and the concept
was incorrect, Q41 assumes a dimension has
been misflayged and P1s1 makes a copy of the
focus object for the next working hypothesis.
C31 places the name of the new working
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hypothesis in the memory entry point. P64 re-
members how the new working hypothesis was
created. The strategy now returns to the be-
ginning of Phase 2 and is reexecuted. It should
be noted that the high level contexting per-
formed by Cél is no longer nceded as a com-
plete strategy list is available for execution.
C61 mercly presents this strategy list to the
interpreter for execution.

The paragraphs above presented the major
features of the computer model. To describe
the lower level programs which the computer
program actually executes would require &
sophisticated knowledge of IPL-V and is be-
yond the scope of the present report.

SUMMARY OF THE CHAPTER

The computer model of concept attainment
embodied in Mark IV, Mod 2 consists of two
parallel fractionizations of the behaviors in-
volved in a learning strategy and a memory
mechanism which facilitates those two as-
pects of the model, The parallel breakdown
consists of the contexter routines and opera-
tional routines. The former represent the higher
level cognitive processes associated with
developing strategies, maintaining goal-
directedness, and improvement of learning.
The latter represent those aspects of the
model which actually perform the tasks in-
volved in attaining the concepts. Routines
which perform tasks required by the informa-
tion-processing language rather than behavior
required to attain a concept have been hidden
at a lewer level within the program. One of
the difficult tasks in the present project was
to recognize that operational information
processing had to be separated from those
higher level cognitive behaviors associated
with attaining the goal. The latter have been
embodied in the computer model as a hierarchy
of contexting routines. The high level con-
texters have been designed to translate the
experimenter's verbal instructions into a
skeleton strategy for behavior. The second
level contexters create routines associated
with initializing a problem and analyzing the
behaviors in a completed problem, and the
third level contexters create situationally
dependent procedures in an attempt to adapt
behavior to the situation. Although the hier-
archy of contexting routines is rather rudi-
mentary at the current time, the distinction
between operational aspects of learning and
the contexting aspects of learning is a crucial
one not previously made.
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Because information, both acquired and
internally created, plays such a crucial role
in the concept-attainment process, it was
necessary to create a model of memory which
would enable the computer program to both re-
member and recall this information. The mem-
ory model created consisted of three levels:

a working memory, which is an internal buffer-
type memory; a short-term memory in which
all of the information relative to attaining a
given concept has been stored; and a long-term
memory in which learning strategy and certain
crucial pieces of information relating to them
are stored for use in solving subsequent prob-
lems of . ¢ same or similar types. In the
present model, the working memory serves
primarily as a holding or communication device
for information which is to be passed from one
behavior to another within a section of the
computer model. The short-term memory has

a circular structure so that any given point

in the memory structure looks as if it were

the beginning of an information storage tree.
Several generalized memory processes have
also been programmed to permit the model to
remember and recall information within this
circular memory structure. Although the model
has not solved the problem of how a human
enters memory under a given set of circum-
stances, it does include a memory entry point
scheme for keeping track of the subject's lo-
cation within memory, once memory has been
entered. The majority of work on the model
has been devoted to the working memory and
short-term memory; the long-term memory has
not been modeled. The memory model developed,
although somewhat rudimentary at the current
time, has been designed with considerable ex-
pansion capabilities which provide internail
flexibility without sacrificing much of the
capability already acquired.

The Mark IV, Mod 2 version of the concept-
attainment model can reproduce a wide range
of the behavior observed {n the think~aloud
protocols collected from human subjects. The
range of behavior is accomplished with a rela-
tively small number of computer routines, some
of whick, such as the memory processes, are
completely general; others, such as the con-
texters, are very specific. Unfortunatel:r much
of the variability is controlled by the three in-
put constants 8.ad the awareness flag; howsever,
even this is encouraging in that so much varia-
bility can be controlled by so few parameters.
The long-term goal is to eliminate such para-
moters and utilize only generalized routines
to accomplish what Newell [1962] has called
a "solution by understanding.”



POST MARK iV, MOD 2

The completion of the Mark IV, Mod 2 ver-
sion of the computer model was accompanied
by a sense of frustration. The structure of the
contexters was not consistent with the basic
format followed in the rest of the program,
hence the computer program needed a consid-
erable amount of work. In addition, numerous
ways of cleaning up the operational programs
were apparent. A period of time was devoted
to studying the program and sketching how
adjustments could be made, but the changes
were never programmed as they were not
deemed worth the effort. It was felt that any
major programming effort should be made only
to implement a better conceptualization, not
to improve the mechanics of an old one. Prior
to Mark IV, Mod 2 the importance of the higher
level cognitive processes within the computer
model was not understood, but the development
of the contexters emphasized iLiow crucial these
processes are tO a computer model. The im-
portance of these processes and their imple~
mentation in the contexters meant that further
exploration was needed in areas such as how
persons select behaviors from their repertoire
of behaviors, how they maintain goal-directed-
ness during a problem, and how they structure
their attempts at problem solving. Classical
psychology does not appear to be interested
in these problems at a level which would con -
tribute to a computer model of concept attain-
ment. Thus, we had reached “state of the art"
limitations with regard to psychology. The
final frustration was that the computer pro-
grammer who had written all of the IPL-V zode
and made major contributions to the total
project completed his degree program and
departed. It would take at least 18 months
to bring another programmer up to his level of
sophistication with regard to the problem and
its programming techniques. The net result
of these frustrations was a considerable let-
down in enthusiasm for the project. Qur data
were about exhausted: the programming capa-
bility was diminished; and the “state of the
art" in psychology seemed to have been

reached. After some thought it was decided

that the last area seemed more worthwhile to
attack. Perhaps some psychological experi-
ments could be devised that would yield data
upon which a better conceptualization of the
contexters could be based. Therefore, atten-
tion was directed toward preparing some ex-
periments involving human subjects. The initial
experiment was called the planning experiment.

PLANNING EXPERIMENT

One issue raised by the development of
a computer model of the concept-attainment
task was that of the processes used by a sub-
ject to create plans or strategies, and the role
of instructions in forming such plans. What
was needed was some way of externalizing
the development of a plan, and the processes
involved therein, as the subject proceeded to
solve the task presented him. One way of ac-
complishing this was thought to be to vary the
instructions given to the subject, specifically
with regard to the formation of plans, and to
note the resulting effects on the subject's
performance. It was hoped that by providing
subjects with differential amounts of clues as
to the formation of a plan, some light might
be shed on the processes involved. It was
hypothesized that the more complete the in~
structions concerning the formation of a plan,
the better the performance of the subject.

Methodology

Subjects. The subjects were 20 female
University students whose names were ob~
tained from the Student Employment Service.

Materials. The subjecis were presented
with a board on which were mounted 36 photo-
graphs of cartoon animals which were basically

- similar but varied along four dimensions,

These dimensions and their values were body
color (yellow, blue, or brown), neck length
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{short or long), ear length (short or long), and
type of tail (straight, bent, or curly). The 36
animals were randomly arranged on the board
in rows of six,

Design. A completely randomized design
employing four treatment levels was employed.
The treatments consisted of four levels of in-
struction ranging from the introductory overall
instructions all subjects were given to a brief
outline of the conservative focusing strategy.
The treatments were defined as follows:

INTRODUCTORY INSTRUCTIONS, ALL SUBJECTS

What you will be doing {n this experiment
is trying to find out what animals go to-
gether to form a category that I consider
correct, in other words, to find out what
the rule is that describes the category of
objects that I have in mind. The rule is
based on some systematic characterislics
of the animal itself.

To start off, I will point out one object
that does belong to the category I have

in mind. From then on you will attempt

to discover the rule by choosing one ani-
mal at a time, and I will tell you whether
it belongs to the category or not. When-
ever you think you know what the correct
rule is, tell me and I will tell you whether
you are correct or not.

It is important that you think out loud
during this experiment so I have a way
of knowing what you are trying to do.

TREAT MENTS ADMINISTERED AFTER FIRST
PROBLEM

Treatment I: No further instruction (control
group).

Treatment II: "Before you begin the next prob-
lem, it might be of help to you if you take a
minute to think about how you will go about
solving the next problem.”

Treatment III: The instructions of Treatment 11
plus: “...so0 that you will get the most infor-
mation from each choice that you make."

Treatment IV: The instructions of Treatment III
plus: “"One efficient way of doing this is to
vary only one characteristic of the animal at

a time from the one that I {irst give you.,"

Treatments II-IV: "Let me Know when you are
ready to begin again.”
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Procedure. All subjects were run individually.
The subject was seated before the board and
given the introductory instructions, followed by
the first problem:. In brief, the experimenter
designated one card that did belong to the
concept and from then on the subject indi-
cated which of the cards he wanted membership
information about. Although only the data of
those subjects who did not appear to be plan-
ning in the first problem (according to criteria
that will be detailed below) was to be analyzed,
all subjects completed the experiment. After
finishing the first problem, subjects were given
additional instructions depending on the group
they had been assigned to (or in the case of
the control group—no further instructions), and
continued to solve five more problems. All
subjects received the problems in the same
order. See Table 4 for the list of concepts and
the focus card given in each problem. A tape
recording was made of all the experimental
sessions, and the experimenter kept a written
record of the number of choices the subject
made as well as the objects chosen.

A four-item rating scale was devised to
assess the extent of planning displayed in
each problem solution. Each item was rated
on a five-point scale with a rating of 1" re~
flecting the least planning and a score of "5,"
the most. All subjects who received an average
score of moderate planning (3.0 or above) on
the four items were considered as having
planned on the first problem and were dropped
from further analysis. See Table 5 for the rating
scale for extent of planning and Table 6 for
the scores obtained on the first problem. Of
the 20 subjects tested, five were considered
to have planned, four from the Treatment I
{control) and one from Treatment I1.

Those 15 subjects who received an average
planning score below "moderate” for the first
problem had their remaining five problems rated
on the same planning scale by the experimenter.
in addition, each of the 15 subjects was rated
on the development of planning across all six
problems by way of a four-part scale (Table 7).
The ratings were made by the experimenter
from typed scripts of the tape recordings of
the experimental sessions.

Resuits

The dependent variable was the subjects'
scores on the instruments dealing with extent
of planning. To test for differences between
experimental groups, each individual's plan-
ning score was found for each problem separately
by summing his score on each of the four scales,
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Table 4. Definitions of Concepts Used in Experiment

= —_— ———— ———————— e
Froblem Concept Focus Card
I Short neck, bent tail Blue, short neck, short cars, bont tail
11 Yellow, long neck, curly tail Yellow, iong neck, short cars, curly tail
III Brown, short cars Brown, lung nock, short cars, bent tail
v Brown, short neck, straight tail Brown, short neck, short cars, straight tail
Vv 3hort ears Blue, short ne - wars, curly tail
VI Curly tail Brown, short snort cars, curly tail

Table 5. Rating Scale Used to Measure Extent of Planning

1. Exteat and consistency of planning

i a 3 4 5
Little planning, Moderate planning, Much planning .
low corsistency moderate consistency high consistency

2. Exientl and consistency of ""Z's"

1 2 3 -4 5
Few 2's used, inconsistent Moderate usc of Z's, Many Z's correctly used,
and/or incomrect moderately consistent consistent

3. Sujyiciency-loops, repetitions, and attenlior to irrelevant charvacterislics

1 2 3 4 3
Highly inefficient Moderately efficient Highly efficient

4. Number of object choices

1 2 3 ‘ 4 5
Many more than necessary About average About as few as
{over 18) {10-13) possible (1-6)

Table 6. Avcrage Extent.of Planning Scores on
Przblem I Using 5-Point Scale with
3 Being "Moderate Planning "

Number of Ss Average Planning

Score
Excluded {1 5
from i 2 4
analysis 2 3
6 2

3 1.5
6 1

N=20
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Table 7. Rating Scale to Assess Development of Planning Over Problems

H

1. Development of planning over time

1 2 3 4 5
Little improvement, Moderate improvement, Great improvement or
slow to improve moderate speed planned from the beginning

2. Development of use of Z's over time

i 2 3 4 5
Little improvement, Moderate improvement, Great improvement or
slow to improve moderate speed used Z2's from the beginning

3, Elimination of inefficiency over lime

1 2 3 4 5
Little improvement, Moderate improvement, Great improvement or
slow to improve moderate speed efficient from the beginning

4. Reduction in the number of object choices over lime

1 2 3 4 5
Little reduction in Some reduction, Much reduction or as few
number, or slow moderate speed as possible from the
beginning

Table 8. Comparison of the Average Summed Planning Scores
by Treatment for Each Problem Separately
ﬁﬁ

Treatment 1 2 3 4 5 6

II 6.5 9.0 14.5 15.0 18.5 16.5
I 6.4 11.6 13.8 15.6 14.8 17.2
v 6 9 13.2 14.4 15.6 16.8

Table 9. Comparison of the Average Extent and Development of Planning for Each Scale Separately

Extent , Development
1 2 3 4 1 2 3 4
Treatment Planning No. of Efficiency No. of Planning No.of Efficiency No.of
Z's Used Cholces?® Z's Used Choices
I1 4 3.25 3 3.25 3.25 3.25 3.5 4
111 3.8 34 3.2 3.4 3.2 3.4 3.6 3.8
v 3.2 3.2 3 3.6 3 2.6 3 4

aRenh.zction in the number of choices.
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and the group mean computed from summed
individual scores for each problem. Table 8
compares the average summed extent of plan-
ning score for each problem for the three groups.
No data are presented for the control group
since only one subject did not demonstrate
planning according to our criterion. As can
be seen, the major trend is one of solving the
problems with progressively more planning,
but there are no systematic differences be-
tween experimental treatments. Upon inspec-
tion of the data, a statistical test did not
appear warranted.

It was also possible to compare the ratings
of extent and development of planning across
the six problems. In Table 9 the average group
rating on each of the scales separately is pre~
sented for the three treatment groups (Treat-
ment I is again omitted). Once again np con-
sistent differences between groups in planning
over the six problems were found and noc statis—
tical test conducted.

Discussion

From inspection of the data, it seemed
apparent that the major effect obtained was
onc of learning to solve the problem more ef-
fectively with time, and that treatment differ—
ences did not play any systematic part. While
a more methodologically tight study would re-
quire a larger sample size, and some check
on the reliability of the ratings made, the re-
sults of this pilot study did not indicate that
further effort in this direction would be profit-
able.

The lack of results from this experiment
which was highly structured toward obtaining
treatment differences caused some concern
about the earlier decision to pursue this route.
It appeared that commitment to a long-term
series of such experiments would result in a
very low ratio of information yield to man-
hours invested. Some additional minor in-
quiries were conducted informally with results
similar to those just observed. It was also
realized that a long-term commitment to such
experiments would require a complete profes-
sional reorientation of the principal investigator
from computers to learning theory. Thus, itwas
concluded that the focus of the project should
return to the computer model.

A LINGUISTIC APPROACH TO A COMPUTER
MODEL OF CONCEPT ATTAINMENT

In one of the carlier progress reports
written about this project {Baker, 1965] it was

stated "It is interesting to note that the names
of the subroutinas almost form a verbal descrip-
tion of the concept attainment strategy, a pos-
sibility which offers some interesting possi-
bilities for a string language notation." The
idee was premature in our thinking and was not
developed at that time, but the flow chart books
containad numerous marginal notes relating to
a varbal representation of the concept attain-
ment process. The viability of this idea was
further enhanced by the development of the Cl1
ceoatuxter routine within Mark IV, Mod 2. The
function of this routine was t receive coded
representations of the experimenter's verbal
instructions and to translate them into a skele-
ton strategy or plan for attaining the concept.
The nature of this subroutine and the realiza-
tion that the contexter routines represented
higher level cognitive processes led to the
notion of taking a linguistic approach to the
computer model,

Not having a concise idea of what such an
approach would entail, we decided to reanalyze
the protocols and the computer program from a
linguistic frame of reference. The study of the
protocols revealed that the subjects used a
very limited vocabulary to describe their own
information processing, The flow charts of
Mark IV, Mod 2 also indicated a similar limited
vocabulary. The presence of a limited vocabu~-
lary and an intuitive feeling that humans repre-
sent information internally as verbal symbols
suggested that the scope of the problem was
within reason.

The Mark IV, Mod 2 version of the computer
model was coded in IPL-V and nearly each line
of the program was annotated to explain what
the instructions or series of instructions was
trying to accomplish. Thus, a verbal descrip-~
tion of the total program, line by line, existed.
The annotations made by a programmer tend to
be more concerned with the mechanics than
with the conceptial hasis of the program.
Therefore, a narrative which would verbally
describe the existing computer model was
written from the program and the flow charts.
The narrative is included as Appendix C. In-
spection of the narrative revealed that the
descriptions of the processes are mainly in
first person and the sentences are imperative
in form. A close look at sentences —"Remember
the focus object," "Find an object on the board
with a long neck"—showed that they involve
a single verb accompanied by its object and
various modifiers. Basically, the verb repre~
sents an operation to be executed and the rest
of the sentence represents the context within
which the operation is to be performed. Such
a division of functions already existed in our
computer model and it also seemed to be the
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natural one for a linguistic approach; t.e., the
operational level represents a verb and the
contexter program provides the objects and
modifiers of the verb. Such a linguistic ap-
proach would be extremely powerful in that
one nced only implement a.set of verbs to
perform certain kinds of operations associated
with the leaming task. The remainder of the
model would perform a syntactic analysis of
verbal descriptions of the behavior desired.

An examination of this approach at the
lowest level within the computer program will
show how feasible it seems. For example,
P131 can be described by the sentence “"Select
dimension of the working hypothesis.”" Here
the verb is select, the object is a dimension
which is a property of the working hypothesis.
Thus, one would write a subroutine for the
verb select and the contexter would provide
it with the inputs of what is to be selected
and where it can be found. The mechanics of
Mark IV, Maod 2 would be of help here in that
the memory entry print { MEP) would contain
the name of the working hypothesis and the
contexter could specify thatit was a dimen-
sion of the working hypothesis which is to be
selected. In this example the sentence would
be received from a higher level routine by the
low level contexter. This contexter then would
find the verb, acquire the corresponding sub-
routine, and use she rest of the sentence to
establish the entering arguments for the verd
as symbols on the input list of the subroutine.
Once the process had been completed, the verb
rout'ne would be executed and the output
placed in working memory.

The key elements of such a scheme al-
ready exist in Mk IV Mod 2. The interpretive
scheme described by Baker and Martin {1965}
enables one to implement the verbs as sub-~
routines with their inputs and outputs being
situationally depandent. In additlon, due to
the design ¢f the me ..oty structure, the internal
communicati-os w. in the system is by and
large automatic regardless of the sequencing
of the subroutines, The general form of a verb
under this scheme could be as follows:

R211 9~1 Pseudocode
R210 O verb
9 =0 0
Al verb modifiers
Vi
A2 object
va
A3 object modiiiers
V3 1§

From the above it would appear that the
lingulstic approach is feasible at the exe-~
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cutable program level at least. For such a
scheme to be practical from an implementation
point of view, the vocabulary would have to be
quite limited and the meanings of the verbs,
objects, modifiers be very specific; hence, the
next step was to attempt to write the narrative
descriptions of the program in a restricted
vocabulary, yet retain the essentials ot the
system. Only the operational portion of the
program was rewritten in this fashion due to
our greater familiarity with this aspect of the
program. The condensed form of narvative is
presented below.

P190 Create working hypothesis ftom copy
of focus object

Enter memory [{ MEP)~M1,N = CFO}
Use CFrO as WH

P190 Retain K99 dimension value of WH

C190 {

P131 Select dimension to vary

‘Enter memory [( MEP)~M1,N = WH]
Ci131 -‘Create description
Hold descriptdon

Collect IV of WH not having "rele=
vancy" attribute

Retain K98 DV of collection

Make DV list the value of "from"
attribute of description

Collect value of "dimension” at-
tribute of elements of DV list

Make dimension list the value of
ndimension" attritube of descrip~
tion

P131

P141 Find new dimension value

s‘Ent:er memory [(MEP)~M1,N = WH]
C1l41 )Obtam value of "dimension" at-
tribute of WH

Save value
Choose TV
Is DV an element of WH ?
Yes—choose again
No—add "from" value to "from"
list; add "to" value to "10
list)
Repeat ( )
Make "from* list the value of the
vfrom* attribute of the description
Make "to" lLat the value of the “to"
attribute of the description

P141

. P151 Replace "from" DV on WH by *to" IV

-Obtain value list of  from" at-—

S tribute of description

'Obtain value list of "to" attribute
of description

Clsl
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P151 (cont.)

P50

Q50

P70

P9¢

‘(Save "from" DV and save "to"
Dv
Pi51 - Replace "from" DV on WH by "to"
Dv)
Repeat{ )

Search board
C50 Enter memory {(MEP)-+M1,N = WH]

‘Search board for object matching
WH
J Hold name of object
Obtain value of “"how varied"
attribute of WH
Hold value as description

P50

Verify object chosen

Enter memory {{ MEP)-~MI1,N =
object]

Obtain value of "to" attribute of
cbhject

Enter memory [{MEP)~+M1,N =
Focus Object)

Collect not common element of
FO and object

Hold name of collection

Collect not common elements of
previous collection and "to" list

Hold collection

C51

(Is relevancy an attribute of DV,
alt: Is DV marked?
Yes—O.K,
No—Set H5 negative)
Repeat ( )

Q50

Present object to experimenter

[Enter memory {{ MEP)+M1,N =
70 { object)

P70 Transmit name of object to ex-
{ perimenter

Mark LV

Obtain value of "designation®
attribute of object
4 Obtain value of "from" attribute
of object
Retain K96 DV of "from" list

C96

{Save value of "from" list

Use experimenter's designation
of object to determine the "rele-
vancy” attribute of DV)

Repeat{ )

P9é

P91

P10l

P171

Qlo1

-

Make conclusions on dimensions

Enter memory [(MEP) -M1,N =
object]

Obtain value of "designation”
attribute of object

Obtain value of “dimension
attribute of object

C91

Save dimension
Are all but one DV marked?
Yes—Set value of the dimension's
relevancy attribute and concept
name
No—Exit)

Repeat{ )

P91

Remove irrelevant DV from WH

Enter memory {( MEP)+M1,N = WH]

Obtain value of "how varied" at-
‘tribute of WH

Obtain value of “dimension” at-
tribute of description

Obtain value of "from" attribute
of description

Create description

Hold description

Save DV and save dimension
Is irrelevant the value of the rele-
vancy attribute of the dimension?
Alt: Is dimension marked irrele-
vant?
Yes~—remove DV from WH
No——go to repeat
Mark DV the value of the "deleted"
attribute of the description)
Repeat{ )

Clo1 «

P101

Replace "to" value of WH by "from" value

-Enter memory {{MEP)-+M1,N = WH]
Create description of hold ?
Obtain value of "to" attribute of

WH
Obtain value of "from" attribute
of WH

(Replace "to" value of WH by
“from” value

Make "toc" the value of the "from"
attribute of description

(Make "from" the value of the "to"

Cl71

P171

attribute of description)
Repeat { )

Can concept be presented?
C101 Entery memory {{ MEP)~M1i,N = WH]

2
Q 9



Q101 (cont.)

tribute of DV
Was valuc obtained ?)
No-—Exit, set H5 negative
Yos—Repeat { )

\(Obtain value of "rclevancy” at-

Q101

P121 Form concept

Enter memory [{ MEP)=~MI1,N = WH]
Create descriotion and concept
name
Hold description
Make WH the value of the "how
. formed" attribute of the dascription

clzal

‘Collect elements of WH having
P12t relevancy attribute to {om
} concept

C:l Find untested dimensions

cal Entry memory {( MEP)-M1,N = Copy
{ of Focus Object]

Collect dimension values of CFO
not having relevancy attribute
Retain K97 elements of collection

Create description

Make collection the value of the
"to" attribute of the description

Collect the values of the next
upper attribute of elements of
collection

Make collection the value of the
“dimension” attribute of descrip-
tion

Q41

Find dimensions marked irmrelevant

Q43

Same as Z41 above except that
it collects elements having
irrelevant as the value of rele-
vancy attribute

Add dimension to WH

Enter memory [(MEP)~M1,N = CFO|
Obtain value of hypothesis at-

P18l

C181 tribute of CFO
Obtain value of "to" attribute of
description
P181 ;.(Add element of "to" list to WH)

\Repeat { )

The {nitial impression of this condensed
narrative is that it is primarily concerned with
{nternal data processing. A large proportion
of the statements deal with the mechanics of
organizing information from memory, holding
the information for subsequent use, and making
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decisions based upon characteristics of this
information. Again, this is in keeping with the
earlier observation that most of thc information
processed is created internally durirg the prob-
lem solutions. Partof thc problcom rests with
the design of the P and Q level routines which,
in general, encompass too large a segment of
behavior. The result is that the execution of
behavior requires too many interrelated steps.
The condensed narrative does provide a reason-
able fractionation of these behaviors into smaller
units. In many cases these smaller units are
actually subroutines in the present program,
although they were not structured with a lin~
guistic approach in mind. From this condensed
version, it was possible to compile a Ust of
the verbs employed and their objects, modifiers,
ctc. As initially compiled, the list of verbs
contained considerable redundancy and overlap
of function, but after some effort the following
verbs were defined:
Verb Definition Equivalent
IPL-V
Primitive
Remember M1,N or Ml,D becomes value Ji1
of attribute _ of the contents
of the Memory Entry Point
(MEP)

The value of attribute__ of J10
the contents of the MEP is
placed in working memory

Recall

The contents of the memory
entry point is placed in work-
ing memory

An undescribed copy of a list  J73
is created and given a name
which is left in working mem-~

ory

(a) Elements of listX having
{not having) Y as value of at-
tribute 2 are placed on a list
whose name is left in work-
ing memory

(b) Elements not common to
lists A and B are placed on
a list whose name is leftin
working memory

(¢) The values of attribute
of the symbols on list __ are
placed on a list whose name
is left in working memory

Enter

Use

Collect

Removu Delete symbol _ from list ]69

Make a symbol for a name 90
or a dummy description list

Create



Verb Definition Equivalent
IPL-V
Primitive
Describe Make Y the value of at- 2
tribute Z2 of X
Retain Keep ondy the first K cle~ j75
ments of list X
Obtain Get the value of attribute
Z of list X
Sclect Randomly pick a dimension j1é
or dimension value
Adc Insert symbol __on list J65
Repeat A scction of the program is
feexecuted
Replace Element __ is removed and J67
clement __ is put in its
place
Secarch The external environment is
inspected for an object match-
ing the search criterion. Name
of the object found is left in
MI1,N
Transmit Move symbol A to location B
Property Decision Routine Equivalent
PL-V
Belong Is __ an elcment of list j62
)
Equal Is symbol ___ the same sym- J2
bolas __?
Found Was ___ obtained
Charac~
teristic Is value of attribute __

of list _ equalto _ ?

The utter dependence of the computer model
upon the underlying structure of the language
in which it has been programmed is quite clear
in the list of verbs. It should be noted that
the working memory is our analogue to the HO
communication cell of IPL-V, but IPL-V has no
analogue to the memory entry point. Nearly
all verbs have corresponding IPL-V primitives
which perform nearly the same function. This
illustrates the fact that when programming in
IPL-V one has difficuliy developing higher
level programs which do not reflect its char-
acteristics. The natural question is why not
write directly in IPL-V and forget Z's, P's,
Q's, and the contexters. There are three major
reasons why one should not do so. First, there
is considerable hope of establishing a circular

memory structure in which information can be
stored and retrieved by the computer model
rather than by the computur programmer. Sove-
ond, the interpretive scheme, in conjunction
with the contexters, allows the computer model
lo create program sequences and modify them,
Third, most if not all of the moessy housekeuvping
details of the IPL-V language are buried deep
within the subroutines and are aever a consid -
eration within the computer model. If such
details are not hidden, the major portion of the
model becomes enmeshed with mechanics of
housekeeping. Thus, what has been developed
in Mark IV, Mod 2 is cssentially a higher level
sct of IPL-V primitives which permits symbol
manipulation without concern for the mechanics
of memory management or housekeeping details
inherent in the language. If one does not get
the model above theso details, it becomes im-
Possible to develop contexters and other rou-
tines which can create program sequences
which are arbitrarily ordered. Without such
a higher level symbol manipulating capability,
the linguistic approach would be exceedingly
difficult to implement. In addition, it would
seem, to this author at least, that the current
approach could lead to a computer modeling
language in which a verbal description is given
of what is to be done and the underlying IPL-V
is compiled. The existence of many verbs in
subroutine form in Mark IV, Mod 2 and the Balzer-
Martin interpretative scheme suggest that this
aspect of a linguistic approach 1s possible.
Although the operational verbs can be im-
plemented, they are only a small portion of the
linguistic approach. The major portion of such
a model must deal not with the translation of
the experimenter's verbal instructions, but with
their elaboration into numerous subbehaviors.
This elaboration procedure is performed covertly
by the subject and is exceedingly difficult to
study. To illustrate the nature of those elabora-
tions, let us cxamine the following scntence in
the experimenter's instructions: "You are to
choose an object from the board.” The sentence
tells the subject what to do but does not specify
how. The subject must elaborate this sentence
into a complex sequence of behaviors. The
sequence is roughly as follows: A basis for
choosing an object must be established; a pro-
cedure for comparing this basis with the object
must be developed; and certain of the resu!ting
information must be remembered. These sen~
tences must be elaborated even further, For
example, the basis of the object choice in-
volves combinations of dimensions and their
dimension values, the number of dimensions
to vary at once, and rules for deciding whether
the object agrees with the criteron. All of
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these internally created considerations must
be organized into purposcful behavior and re-
taincd for execution. The nature of this elab-
oraticn process is not entirely clear and how
one would develop the mechanics for its im-
plcmientation is obscure.

The General Problem Solver {Newell, Shaw,
& 3imon, 1958] has solved the elaboration
problem within a special framework, and per-
haps the approach could be adapted to the
present problem. The GPS program determines
the discrepancy between the present state and
the deosired state. It then attempts to reduce
this discrepancy into smaller units, each of
which are handled in the same way. Eventually
resolution of a small discrepancy permits higher
level discrepancies to be handled. In the pres-
ent situation the experimenter's instructions
could be the present state and the verb, with
its requirements, be the desired state. The
elaburations could consist of trying to meet
the verb's requirements. Let us use the verb
choose to illustrate how this might be done.
A prototype of the verb choosc could be stored
in long-term memory and its description would
contain a specification of the kinds of informa-
tion necessary to execute the verb-~—the object
of choose, the basis for the choice, the en-
vironment from which the choice is to be made,
and that the chosen object is to be remembered.
The contexter would then use the experimenter's
message to meet as many of the verb's require-
ments as possible. It could specify what is to
be chosen and the environment it is chosen
from. The riles of the programming system
dictate that the object chosen be given an in-
ternal name which is left in M1, N of the work-
ing memory. Thus, the only discrepancy at
this point is the basis for choosing the object.
Several possibilities exist. First, one could
look for the word basis in long-term memory
and attempt to fulfill its requirements in a
similar fashion. Second, one could invoke
the conservative focusing strategy which
formulates that object to be chosen by varying
one dimension per object choice. The latter
is easier to implement, but the former is prob-
ably the proper approach although basis would
need to be properly defined as it could have
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several different meanings depending upon the
context. If such an elaboration process were
successful, the end product would be the sym-~
bol for the verb choose With its description
list containing the symbols necessary {0 exc-
cute the verb in its present context. Thus, at
the IPL-V code level choose would mean to
compare symbols on one list with symbols on
another list. If they match, the objectis
chosen; if not, a new list is obtained and the
process repeated.

Another problem intrinsic to a linguistic
approach is that of automating when information
is to be remembered and when it is to be re-
called. At the present time simulation programs
remember everything or the computer programmer
has built in his intelligence to define when
memory processes are to be performed. The
heuristics underlying automatic nemory proc-
esses are completely beyond the author of the
present report and perhaps beyond the state of
knowledge at the present time.

Because of the difficulties assoclated with
claboration and self-initiating memory processes,
it does not appear feasible at the present time
to attempt to develop a full-blown linguistic
model. A much more feasible approach would
seem to be one in which the condensed narra-
tive presented above is structured in linguistic
form so that every statement involves a verb.
The complete concept-attainment task could
then be written out as in the condensed narra-
tive. Low level contexters could be written
which analyze these short sentences and estab-
lish the requirements of each verb. Then each
verb would be executed. The higher level con-
texters would be used to effect the elaboration
from the experimenter's instruction to the krows
lower level verbal statements contained in the
condensed narrative. Such an approach could
enable one to develop low level contexters to
handle the verbs and high level contexters
which would provide some insight into the
elaboration process. Attacking the lingulstic
model from this angle would seem to offer the
greatest possibility for a better understancing
of the concept-attainment process. But be-
cause this is a final report for this project,
others will have to implement these ideas.
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SUMMARY AND CONCLUSIONS

The modcl has becn developed to its cur-
rent state through a combination of protocol
analysis, computer program analysis, and hours
of spirited debate. A comparison of the first
concept-attainment program with the cumrent
version reveals many differences-—some ob-
vious, some subtle, but, hopefully, all in the
direction of increased understanding of the
concoept-attainment pi1icess. As was indicated
in the introduction, the concept-attainment
task was chosen because it appeared to be a
simple task and casy to program. There was
little realization that it would lead to a hier-
archy of contexting routines, a model of mem-
ory, pscudocede schemes, and many other
facets of the present model. Each problem
encountered and the solution devised for it
merely served to expose previously hidden
considerations which were more difficult and
more important than the problems yreviously
encountered. Thus, the deeper the project has
delved into concept attainment, the more com-
plex the psychological processes have become.
The original estimation of the simplicity of the
task has chenged to respectful awe at the po-
tential complexity of even the most rudimentary
cognitive behavior. Such a new frame of refer~
ence has strongly reinforced the author's con-~
viction that computer modeling provides a power-
ful tool for investigating cognitive behavior.

In the preliminary report of this project
[Baker 1965b] each of the various versions of
the program was explained in scme detail. In
this chapter the important features of the sev-
eral programs are summarized. The rest of the
chapter has been devoted to discussing the
salient aspects of what the principal investi-
gator feels was learned from his experiences
in computer modeling of the concept-attain~
ment process.

A SUMMARY OF THE CHARACTERISTICS OF

THE VARIOUS VERSIONS OF THE MODEL

During the course of development of the
various concept-attainment programs, a num-

ber of major themes developed, some of which
occurred rather carly in the project, others only
after the investigator had considerable experi-
ence in attempting to model the concept-attain-
ment process. The original computer program,
Mark I, was based upon a rather intuitive idea
as to how the author would solve the concept-
attainment problem. In attempting to write an
IPL-V program for the concept-attainment task,
it was necessary to introduce things such as
random number gencrators to create hypotheses
and record keeping systems for determining
which possible combinations of dimension
values had been used. The program reflected
ncither a clear~cut underlying strategy nor any
clear-cut understanding of the underlying
mechanisms, Mark I was just an attempt to
see whether a program could be written to at-
tain @ concept. In addition, an attempt was
made to provide the program with a certain
amount of variability in its object choice be~
havior through the usc of various constants,
length of lists, and mechanisms of this general
type. At the time the first program was written,
such was the basic approach underly ing many
of the published programs for various cognitive
behaviors,

A number of lessons were learned from pro-
gramming Mark I version of the program and
most of these were associated with program-~
ming in the IPL-V language. Although extensive
subroutining is standard practice in scicentific
programming, it is somewhat easier to accom-
plish in that setting because programmers have
experience with fractionating problems ard
recognizing reasonable subroutines, Such was
not the case for the author in IPL-V as the
procedures and processes involved were rela-
ti. iy new and how to fractionate the problem
was not readily apparent. The original program
tended to be one straight-line program with
little subroutining. However, from the program
it was obvious that greater care is needed in
subroutining in simulation programs than in
scientific programs and much of the later ef-
fort of the project was devoted to a continual
fractionization process in order to break down
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the cognitive behavior into smaller modules.
Although Mark I was not very sophisticated,
it clearly demonstrated the feasibility of this
type of programming to the present author and
suggested that a longer term project would b
feasible.

The lcarning strategies suggested by
Bruner et al. [1956] have served as a focal
idea within the concept-attainmen: project,
and the concept of a strategy list appeared
very early in the development of the system,
Although such a strategy list was not vsed in
the original version, the strategy list and a
symbolic representation of procedures, proc-
esses, and information processing modules
were developed in the flow charting books
worked out during the summer of 1964. The
only features of the strategy list idea that
have changed very much over a period of time
are some of the mechanical aspects, such as
how many links follow a decision point. A
number of different schemes were proposed to
implement the actual execution of the strategy
lists, and eventually an interpreter program
was developed by Mr. Martin. The interpreter
is an cxtremely sophisticated IPL-V program.
The interpreter developed in late 1964 to exe-
cute the strategy list remained unchanged
through Mark IV, Mod 0. When the high level
contexting operations were introduced in
Mark IV, Mod 1, it became necessary to make
minor modifications in the interpreter to iden-
tify when a contexting routine had been entered.

One can observe in the descriptions of
the various Marks and Mods of the program a
rather subtle change in the nature of the rou-
tines at the Z and P level. In the early days
the 2's and P's comresponded to rather large
segments of the concept—-attainment process,
and it was necessary to continually redefine
each of these symbols. Although the symbols
71, 22, 23, etc. have been used since the
earliest days, the routines these symbols
represent have changed very radically. There
have been essentially three major restructur-
ings of the strategy lists and hence of the
program itself. The first of these occurred at
Mark III, Mod 1 [Baker, 1965c] after it was
discoversd that the several memory process
routines were nearly identical except for the
inputs. A major effort was then made to find
communalities throughout the program and
utilize the same processes in several differ-
ent situations. The second major restructur-
ing of the program occurred with Mark IV,
Mod 0 when the circular memory structure
was introduced. All of the memory processing
routines, and a number of other routines, were
redesigned to take into account the incorpora-
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tion of the circular memory structure and the
memory entry point in the program. The third
maojor restructuring of the program occurred in
Mark IV, Mod 2 where the contexting routines
were introduced at three lovels. The first
level contexting routines, C10 ard €61, cre~
ated the strategy. Both the secciud level con-
texter, C22, and the third level contexters,
G337 and C338, created 2 level routines which
were situationally dependent.

The fractionization process is by no means
complete. It can be seen quite readily in Mark
IV, Mod 2 that the working-memory processes
need to be restructured again and some sub-
routines developed which will handle the trans-
fer of information to and from working memory.
Such routines have been designed but have not
been programmed. The P's and Q's In the cur-
rent version are still too large, and the amount
of information processing they do is too exten-
sive. A further fractionization of these routines
depends upon more information about human
cognitive behavior than is currently either
available in the psychological literature or
observable in the protocols.

One of the basic tenets of the program de-
velopment was that of the “"hackwards" approach,
starting from a program for a very experienced
subject and working backwards to a subject
who is less experienced in solving concept-
attainment problems. Through Mark III, Mod 1
the computer model was strictly that of an
experienced subject. In Mark III, Mod 2 it
was discovered that with relatively little ef-
fort it was possible to create nearly all the
basic types of variability required by the sev-
eral types of Bruner strategles and observed
within the protocols by assembling the various
P's and Q's into new types of Z's. Variations
within the conservative-focusing strategy have
been introduced principally through the means
of the constants K96, K97, and K98, although
in the Mark III, Mod 2 version they were handled
somewhat clumsily. In the Mark IV, Mod 2
version the three constants will elicit all of
the variability, other than the wholist strategy,
previously observed in Mark III, Mod 2. In
Mark IV, Mod 1, the awareness factorwas also
introduced; which was related to the psycho-
logical dependence of the dimensions in
Bruner-type materials. A considerable amount
of variability can be constructed through the
use of the awareness factor. Its psychological
origins are considerably deeper, but the para-
meter is a reminder to look at this type of
behavior. At the cument time, the within-
problem variability exhibited by the computer
program is quite satisfac.ory, but it is un-
fortunate that such variability results from



the "screwdriver” parameters-—K96, K97, K98,
and the awareness factor. The ultimate goal
is to have the within-problem variability re-
sult from the "subject's" own mechanisms.
Eventually, the within-problem variability will
nccur at the contexting level where, through
misanalysis or other mechanisms, the program
will create its own variability. Such a capa-
bility is presently provided by having those
of us on the outside of the program code it in
through the screwdriver parameters. Internal
creation of variability in behavior is not a
trivial problem and has been investigated by
many other people. To solve it would mean
accomplishing Newell's [1962] "solution by
understanding”; this does not appear to be

on the immediate horizon.

In retrospect, it appears that the major
pertion of our programming effort was devot‘ed
to memory structure. It was realized in the
summer of 1964 that much of the success of
the concept-attainment model woulcd depend
upon how adequately memory structures were
modeled. In the original version of the pro-
gram no attempt was made to model memory.
Information was merely stored in IPL-V lists
and data terms, and the computer programs
were written to extract information from stor-
agce when necessary. The first version of the
program in which any serious attempt was
made at building a memory model was Mark III,
Mcod 0 in which the three-level breakdown of
working memory, short-term memory and long-
term memory was utilized. The two cell idea
of the name and description within working
memory was also invented. The mechanics
were quite rudimentary and the idea of a
dummy description list. although mentioned,
was not fully developed. The Mark III version
of the program also introduced the modular
memory structure. The problem arose of deter-
mining when the program had reached a level
at which information was available, and the
nonbodied lists containing specific attributes
were invoked in order to terminate the search~
ing procedures. The Mark III version had a
confused scheme for extracting information;
some P's would use a memory process to ac~
quire information whereas other P's would
directly use the name of a list and obtain the
information. The confusion reflects our un-
certainty about the structure of memory.

In the Mark III version of the program, it
became quite clear that most of the informa-
tion dealt with by the program was descri -tdons
of other information. The modular memory
structure was designed to implement storage
of descriptions rather than storage of specific
items on lists. Although a rather highly inter-

linked memory net was inadvertently developed,
it was not until a series of discussions were
held with Dr. Ross Quillian at Systems Develop-
ment Corporation that the possibility of com-~
pletely interlinking the memory net was recalized.
With this concept in mind, the memory structure
of the program was completely redesigned in

the Mark IV, Mod 0 version where the circular
memory structure and the memoly entry point
were introduced. Although the circular memory
structure was new, the modular stiucture utilized
in Mark III was retained as the mechanisms

were well understood and seemed to be func-
tioning fairly well. The problem of how the
computer program could store and recall infoma-
tion under its own control is still unsolved and
is one of the major unsolved problems of model-
ing cognitive behavior.

The subject's control of his own behavior,
f.e., contexters, had its origins in the very
early days of the project, all of the flow chart-
ing books carry marginal notes which record
various ideas about contexting. The ariginal
contexters were conceived of as low-level
programs which would establish the input list
under Al and output list under A2 for each of
the P routines, but the low~level contexters
were never programmed due to structural dif-
ficulties in Mark III. After development of the
circular memory structure in Mark IV, Mod 0,
it became obvious that representation of the
total concept-attainment process was neces-~
sary, and a rudimentary model of the total
contexting Process from the experimenter's
instructions to the actual execution of the pro-
gram was made. Again the low-level contexters
escaped our attention, and computer programs
to set up the inputs to the various P's have not
been written in that an adequate description
of behavior is not available. The attribute sys—
tem used i{n the experimenter messages to
describe gross behavior and also to describe
the procedures on the strategy listis a tem-
porary device to be used until a better insight
is gained. Newell's article [1962] on the inter-
nal organization of computer programs provides
several examples of his attempts to resolve
this problem within the General Problem Solving
program. A system for describing behavior
which a computer model can handle alone is
an extremely difficult task and so far has
eluded investigators involved in computer
modeling of cognitive behavior. The final out-
come from the study of the contexter was the
idea for a linguistic model of the concept-
attainment process. It appears to be reason=-
able to employ the mechanics of Mark IV,

Mod 2 in conjunction with a rudimentary syn-
tactical analysis capability to construct a
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contexter hierarchy which deals solely with
an English language representation of be-
havior.

MODELING CONSIDERATIONS
internal vs. External Information

In the carly days of the project, the con-
cept~attainment process was thought to be
primarily one of processing information re-
celved from the external world. However,
after the computer program had heen developed
to the current point, it became apparent that
the majority of the information processed does
not come from the external world but is cre~
ated internally by the subject. Thus, although
concept attainment is an information-process-
ing problem, the amount of external irformation
processed minimal and consists only of the
objects, the experimenter's instructions, and
his designation of object choices or of con-
cepts. It should be noted that perception
problems assoclated with observing dimen-
sions and their values were intentionally
omitted, but this is typical of most existing
computer models. As the majority of informa-
tior. is created internally, it is the task of
psychologists to determine what internal in~
formation is created and how it is processed.
For example, from a protocol it is quite easy
to determine that when an object is designated
as a yes or a no the subject creates informa-
tion about the relevancy or irrelevancy of a
particular dimension or dimension value, but
on what basis he does is not clear. If one is
to develop an adequate computer model, one
must know what information is created, on
what basis a subject created the information,
what he did with it, and how much of it was
retained for longer temm use. Without sub-
stantial knowledge of this type it becomes
difficult to develop sophisticated computer
models. Unfortunately the current techniques
of psychological experimentation do not seem
capable of providing the requisite insight.

The Memory Model

Analysis of the concept-attainment task
indicated that any significant modeling of the
concept-attainment process was impossible
without some model of the structure of memory
and of the cognitive processes associated
with remembering and recalling. The three-
level structural model of memo:y deve:loped
for the present simulatiorn Program appears to
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be a reasonable model. The idea of the work-~
ing memory functioning as a temporary holding-
type memory has proved to be an exceptionally
useful concept as it enables information to be
commuricated from routine to routine without
going through the rather complex mechanisms
associated with short-term memory.
Conversations with Dr. Ross Quillian
elicited the observation that the memory struc-
tures in the earlier editions of .the concept-
attainment program were very rearly memory
nets. Later, the memory strucwmre was rede-
signed to th.e present circular memory structure.
The use of a list structure format for memory
has seemed excessively artificial to the pres-
ant author and the circular memory structure
appears to previde a reasonable alternative.
The significant feature of the circular memory
structure is that, although the memory proc-
esses in the model can store and recall infor-
mation, the memory does nof consistof a series
of predefine d bins into which i{nformation is
automatically placed. The memoty structure
is dynamic in that storage is created in the
proper structure as the information is created,
rather than knewing ahead of time that certain
pieces of information are to be stored in given
registers. The dynamic nature of the circular
memory structure also gave rise to the prob-
lems of entering the memory structure and
keeping track of where one is in memoty. Be-
cause the order in which memosy is created
1s situationally dependent, the memory entry
point (MEP) has proven to be quite successful
in performing the bookkeeping associated with
the circular memory structure. The problem
which is as yet unresolved is a mechanism for
entering an existing memory structure, such
as would be required when a second or subse~
quent concept-attainment problem was begun.
The memory model employed is somewhat
clumsy mechanically; however, its structure
does provide for the eventual inclusion of both
interference and decay-type forgetting. The
inclusion of forgetting in the computer model
would again raise many more problems than
it would solve but should prove to be of in-
terest.

Attribute Structure

The Mark IV, Mod 2 computer model in~
volves approximately 25 attributes under which
various types of information can be stored.
These attributes were divided into class at-
tributes and specific attributes, and.certain
mechanics were invented in order for' the com-
puter program to ascertain what information
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was available under these attributes. For ex-
amjle, under a class attribute chunks of in-
formation are available; under a specific
attribute, unique items of information exist
which can be extracted. The attributes em-
ployed were a function of the particular ex-
perimental situation modeled and represent
an initial approach to the exceedingly difficult
task of describing behavior. The next logical
step appears to involve creating both class
and specific attributes from a minimal set of
basic descriptive attributes, but the logical
basis for defining such a basic set of attri~
butes is not presently obvious to the author.
Given such a basic situation, it does appear
to be quite possible for the computer program
to create both class and specific attributes
when required by the situation, Thus, the
computer model could handle the descriptive
processes using its own capabilities. The
attributes cumrently used were devised by the
computer programmer and as such merely iden-
tify or label ditferent units of information
which he believed necessary. However, to
shift this responsibility from the programmer
to the computer program is a major step which
clearly needs to be taken.

Use of Protocols

The think-aloud protocols, especially
those with experimenter interrogation of the
subject, have been an excellent device for
eliciting the grosser behaviors exhibited by
subjects within a concept-attainment task.
The think-aloud protocols have been extremely
disappointing in providing answers to the
more fundamental questions which now need
to be answered. It seems that the "state of
the art" limitation i{n protocol analysis was
reached, and it is difficult to elicit much more
information from the protocols than has been
extr-cted. The failure of the protocols to
provide answers to questons about the in-
ternal mechanisms of human subjects, such
as contexting and memory, suggests that new
techniques of psychological iaquiry are des-
perately needed in order to study covert be-
havior.

Contexters

During the early phases of the present
modeling project, the computer model con-
sisted essentially of the sttategy list with
its Z routines, P routnes, and Q routines.
Upon more detailed fractionization of the

)

computer program itself, it became increasingly
apparent that the central executive functioa
had to be separated from the operational func-
tion. There are actually two parallel processes
which occur as a human being solves a problem,
One was designated the contexting process
which is the monitoring, supervising, goal-
directing aspects of human behavior, i.e., the
higher level, cegnitive processes. The second
is the operational aspects involving what one
might call the subject's abilities, habits, or
mechanisms. Once the difference between the
contexting program and the operational program
was conceptualized, a major restructuring of
the computer program was possible and made
for significant differences in the model of cog-
nitive behavior.

A contexter can be viewed as creating a
plan or strategy tor behavior. At high levels
in the model it creates plans for overall be-
havior and at low levels it creates plans for
very specific actions. Such planning hierarchy
was first envisioned by Miller, Galanter, and
Pribram {1960] when they suggested the exist-
ence of plans which create plans. Their scheme
and the present hierarchy of contexters have
two implications for the internal organization
of a computer model. First, the program must
be organized so that it can treat itself as data;
second, a contexter must be able to create pro-
grams from the "abilites," i.e. subroutines,
possessed by the “subject.” In the first case,
the contexter routines must be able to analyze,
modify, and otherwise manipulate the computer
program itself. Without such abilities, the
contexters cannot improve the subject's per~
formance as a function of experience. The
mechanics of treating the total program, in-
cluding the contexters, as data can be accom-~
plished through interpreter schemes such as
that programmed by Baker and Martin [1965]
in which the strategy or plan is a list of sym-
bols represeating behaviors. However, the
symbols are executed by means of an inter-
preter rather than directly in the underlying
language. Because these symbols are placed
on lists, they can be treated, through the list
processing language, as if they were data and
can be manipulated by the contexter routines.
Such & requirement rules out compiler~type
list processing languages which are not cap—-
able of modifying the source language at
execution time of the object program, Thus,
it would appear that more sophisticated inter-
preter-type languages such as IPL-V will need
to be developed. It should be pointed out that
the Baker-Martin scheme divorces the con-
texting operations from the interpreter as the
contexters are also executed by the interpreter,
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The lack of differentiation between data
and program mcans that both must share a
common internal representation and that the
intcrnal organization of the computer program
must facilitate both the storage and retrieval
of information in some uniform fashion. In
most existing computer models, the memory
processes have been avoided by having the
computer programmer remembor where he
stored the information and recall it for the
program via the code he writes. Under an
adequate computer model, the program should
decide what should be stored ancd store it so
that the program can retricve it through its
own recall mechanisms when the information
is required. Uniformity of storage and retrieval
in the present model has been implemented
through the use of a modular memory structure
accompanied by basic remembering and re-
calling routines which are a function of the
structure of the memory rather than the list
processing language employed. However, the
programmer still decides what to remember
and when to recall the information.

In addition to devising a system through
which the program can b~ manipulated, it is
necessetv to provide contexters with the capa-
bility of creating new programs based upon
new generalizations inductively acquired; i.e.,
the contexters should be programs which can
create programs. Because the lowest level of
detail in a computer model consists of basic
processes which can be executed, i.e., the
vsbilities" possessed by the subject, all
other levels of a computer model can be com-
posed of the symbols which represent these
basic processes. Hence, the procedure for
creating new processes, plans, and contexters
consists of restructuring these basic proc-
esses in an appropriate order. However, if
the context routines are to have the capability
of crcating plans, they must “know" or be able
to ascertain the capabilities of the basic
processes and of the higher level routines
which derive from them. There is a crucial
and as yet unresolved requiremgnt for being
able .o describe the characteristics and capa-
bilities of a behavior regardless of the level
at which it appears in the computer model.
Oae rudimentary way is to consider a process
as a transformation and use its inputs and
outputs to describe the nature of the trans-
formation. However, Newell [ 1962} indicates
that this is not an adequate description. It
would appear that the most feasible method
would be to design computer models which
manipulate verbal material as in the linguistic
approach described in Chapter IIL. Regardless
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of how the description problem is solved, it
is quite clear that unless it is solved, pro-
gress in computer models will be very slow.
It would appear that Newell's " solution by
understanding” requires a prior "solution by
description. "

Programming Techniques

A number of computer programming tech-
niques were developed by the project staff. The
foremost of these techniques was the pseudo-
code interpreter system which enables repre—
sentation and execution of the model as a list
of symbols. The pseudocode scheme also pro-
vides the mechanical basis for the capability
of the contexters to create programs from exist-
ing programs; a major unsolved task is the
conceptual basis for such a capability.

The circular memory structure and its gen-
eralized remembering and recalling routines
hopefully provide the basis for future computer
proarams which can perform these processes
w.thout human supervision. Again the mechanics
have been provided but the requisite knowledge
upon which to base the proces ses is not avail~-
able.

The development of computer programs in
which the program can be treated as data and
new behavior sequences canbe created requires
that the computer model be independent of the
mechanics of the language in which itis coded.
In any procramming language there are a large
number of necessary housekeeping tasks which
are unrelated to a computer model of cognitive
behavior. For example,. in IPL-V one must erase
unneeded lists, push &.«d pop the HO communi-
cation cell, and make copies of lists. If the
computer program is to truly be a model, it
should not be cluttered by additional features
which take account of the housekeeping details
associated with the underlying programming
language. freedom from such mecchanical de-
tails can be accomplished through the use of
an interpretive system, such as the pseudo-
code in the Baker-Martin {1965a] scheme.
Alternately, if a "solution by description" were
achieved, it could serve as the basis for the
development of a compiler-level modeling lan-
guage. One could then model the cognitive
behavior in this language and be freed from the
underlying list processing or other such lan-
guage. Regardless of the method, the computer
model needs to be freed from the housekeeping
mechanics of the underlying programming lan-
guage.



RESEARCH IDEAS GENERATED
BY THE COMPUTER MODEL

1. In that the total computer model was
developed around the idea of a strategy or
plan, there exists a need for more information
on what processes a subject uscs to create
plans and on the role of instruction in forming
such plans, As was observed above, the pres-
ent computer program assumes that the ex-
perimenter's instructions have a crucial role
in the cstablishment of at least a gross plan
of behavior. Unfortunately the planning ex-
periment did not indicate that various levels
of completeness of experimenter's instructions
had any effect. Nonetheless the basic validity,
or lack of validity, of the Miller, Galanter, and
Pribram [ 1960} plans has not been demonstrated.

2. When one considers the vast realm of
behavior which huinan beings are capable of
exhibiting, it is remarkable that in a given
situation they normally produce behavior rele-
vant to the problem at hand. It may not be
zffective in a given situation, but usually it
has some possibility of being useful. One of
the outstanding features of the protocols was
that almost all of the subjects very quickly
produced a plan for solving concept-attainment
problems. If subjects had not been able to
select behaviors rapidly and appropriately, it
would have taken a much greater period of
time for them to solve these types of problems.
Therefore, an important area of research is
how humans select a specific hehavio: from
their repertoire of possible behaviors.

3. In that the communication between the
experimenter and the subject is minimal in the
concept-attainment experiments, it is unusual
that subjects can maintain a sense of goal-~
directedness during the entire experiment in
the absence of many external clues. The re-
lationship between what the subject sees as
the task to be accomplished and the kinds of
information he utilizes to ascertain whether
he is making progress toward that goal needs
to be investigated quite carefully. Analysis
of the protocols showed that most subjects
had some understanding of whether or not
they were going in the correct direction de-
spite the lack of axternal clues. It would be
very interesting to ascertain what types of
internal information they were utilizing to
maintain this goal~-directedness.

4. The memory entry point which was
created to maintain some sense of order in
the circular memory structure raises many
questions about how people store information
and, more importantly, how they get it back
once it has been stored. The nature or struc-
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ture of information stored in the human brain
is not intuitively obvious. Subjects are adept
at getting the information at the proper time
without any great amount of visible effort.
Logical analysis of the concept~attainment
problem suggested that people followed some
type of memory entry point sequence in that
they tend to remember information about what
they are currently working with without much
concern for the details of the previous opoera-
tion. However, many alternative models are
equally reasonable.

5. Much effort was devoted to trying to
introduce within-problem variability into the
computer model. It was severely hampered by
a lack of understanding as to how people make
errors. Stimulus-responss psvchology has
traditionally blamed errors upon the stimulus
materials; however, our model tends to indi-
cate that these errors are more likely due to
errors in the contexting operations and errors
in internal description rather than in the stim-
ulus materials themselves. It would be most
helpful for someone to conduct experiments
which try to obtain some understanding of how
humans make errors in the internal processing
of data.

6. One of the large what one might call
fudge factors in the current program was the
awareness flag developed after the protocols
showed that many subjects inadvertently
worked with less than the full set of dimen-
sions. In some cases it was clearly a per-
ceptual problem; in other cases, it was possibly
an oversight. If a subjectwas asked to name
the dimensions, he would menti 2 all five, yet
in working on a given problem, he might deal
with fewer. The behavior raises a question of
how people decide upon using less than the
full information. There are two sides to this
coin, one of which is when the subjects know
they are using less than the full amount of in-
formation and the other is when they do not.
The interesting facet in the latter case is why
don't they know ?

7. Analysis of the protocols indicated
very clearly that people do not remember the
sequence of object choices; rather they remem-
ber strategies and reconstruct rather than re-
call the sequences. Such an observation
raises many questions about the concepts cur-
rently in vogue about memory and what is
stored. The protocols led to the distinct im-
Pression that people remc nber extremely little
detailed information but do remember with
great fidelity the strategies, procedures, and
processes necessary to reconstruct the se-
quence of events. It appears that people keep
detail around just long enough for it to be of
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some use. However, any information stored
for a longer period of time is usually stored

in the form of a procedure, i.e., a stralegy
accompanied by enough basic information to
rcpeat the process itself. Such a conceptuali-
zation of memory cnhances the idea of the
working memory and short-term memory, where
working memory keeps the details just long
enough for them to be used and short-term
memory kceps enough of the salient informa-
tion so that the process canbe repeated. It
would appear that the long-term memory is
devoid of a great amount of detail but contains
strategy lists and the necessary and sufficient
amounts of crucial information to execute the
strategy. However, the mechanisms by which
people reconstruct rather than recall are not
obvious and seem to be a good topic for future
research.

8. During the development of the short-
term memory, it was observed that the informa-
tion was stored in a highly interlinked fashion,
no matter what structure of memory was used.
The existence of such extensive interlinkage
seemed to suggest that interference in memory
could be caused by access to inappropriate
information resulting from the excessive link-
ages of the stored data. It would be very in-
teresting to perform some experiments in which
one deliberately caused subjects to remember
certain types of linkages and then try to ob-
serve the amount and nature of interference
that occurs due to the preconstructed linkages.

The types of information that are required
for further development of the present com-
puter model along the lines indicated suggest
a rather different realm of psychological re-
search than is usually repor:ed in the litera-
ture. The concern is with wnat the subject
does rather than what the experimenter does.
In most current psychological literature, the
experimenter is actually varying the material,
etc., and little other than relatively gross
outputs is ever attributed to the subject.

The protocol analyses have shown that these
gross outputs are not really informative about
the processes, procedures, and so on utilized
by the subject. In essence what is needed is
some research in depth as to what subjects
do in experimental situations rather than
what they produce.

THE STATE OF OUR ART
The listing of Mark IV, Mod ¢ is provided
as Appendix C and includes a symbol cross

refcrence. The program was included to en-
able those familiar with IPL~V to match what

40

was said about the program with what the pro~
gram actually does. Adequate documentations
of large, complex computer models is a diffi-
cult task and many discrepancies will probably
be noted.

One of the unfortunate realities of com-
puter modeling research is that it is a very
lonely endeavor. The total number of such
rescarchers is very .small, their distribution
sparse, and their interests very specialized.

It was difficult to conduct a meaningful dia-
logue even with others interested in simulation
of concept attainment, as each researcher has
his own frame of reference and, once beyond
generalities, such a dialoguc requires intimate
knowledge of the details of the models dis-
cussed. Inadequate documentation of published
computer models is partially at fault here, but
in many cases adequately documented programs
are complex and deviously interdependent so
that what is said and what happens is dis-
crepant. During the course of the present
project Professors L. Uhr, L. W. Gregg, R. C.
Calfee, R. L. Venezky, and the author heid a
series of informal faculty seminars in which

it was possible to reach the level of detail
necessary for meaiungful discussion of various
computer models. These seminars were ex-
tremely fruitful and are needed on a much
broader scale if the field is to progress.

Looking back to the beginning of the
project, it can be seen that considerable pro-
gress has ieen made. With each new version
of the compuisr nrogram, the problems attacked
were more sophisticated and the unsolved prob-
lems exposed more irretractable. What was
once conceived of as a simple problem in com-
puter application has become an extremely
complex problem requiring answers to ques-
tions which are far beyond existing know ledge.
At present a complete restructuring of the con-
ceptual basis of the program from plans and
strategies to language processing appears to
be required. The linguistic approach coupled
with many of the techniques derived within
the present project would initiate & new ap-
proach to the modeling of human behavior.
Such an approach might prove to be the step-
ping stone to the desperately needed new tech-
niques for studying covert human behavior.

The concept-attainment program currently
available, namely Mark IV, Mod 2, is a very
rudimentary model of the concept-attainment
process and of itself does not exhibit a great
deal of what a specialist 1n simulation would
call "interesting behavior." However, the
author has not been overly concerned about
this aspect as the computer program essen~
tially represents a repository for ideas about



the concept-attainment process acquired to
date. From this point of view, the prégram
can be considered quite successful in that a
reasonable understanding of at least the
grosser mechanics of the concewni-:itainment
process was obtained. In the mudoeling of the
concept-attainment prcecess, maiy problems
have not been solved, but the modeling procoss
has provided a good idea of what problems
nued to be solved in order for further progress
to be madeo.

The sequence of events occurring within
the present rescarch project has followed a
pattern typical of most computer modeling
research, namely rapid carly progress which
suddenly reaches an asymptote of no progress.
That this pattern exists was forcefully pre-
sented by H. L. Dreyfus {1965] in the RAND
report entitled "Alchemy and Artificial Intelli-
gence" where he drew the analogy between
the alchemist's carly success in extracting
quicksilver from what appeared to be dirt,
which resulted in a fruitless attempt to turn
lead into gold, and the early success in the
simulation field. An ea.ly succe ss-long term
failure vattern has been observed in nearly
all aspects of computer modeling—problem
solving, learning, chess playing, theorem
droving and so forth, Dreyfus felt that simu-~
lation of cognitive processes reached their
developmental asymptote very quickly and
“hat future progress was limited by the in-
ability of present computers and computer

models to handle what he called "fringe con-
sciousness.” By this tem he means the wide
array of subtle information which a human
unconsciously draws upon when porforming
any cognitive task. Fringe consciocusness
would include infomation such as problonms
done in the past, psychological qualities of
the experimenter's voice, remote prior ox-~
perience in other arcas which can be trans-
ferred to the present problem, and so forth,
Dreyfus states that the range of such informa-
tion is so great that, cven if it could be
cnumerated, digital computers could not
scarch it in reasonable time. The present
computer model encountered the fringe con-
sciousness problem and many of the "fudge"
factors were simply attempts to avoid the
problem. It appears that the fringe conscious-
ness problem is unsumountable if attacked
head on., The only reasonable solution would
secem to be to develop some creative high
level theoretical abstractions that cnable one
to circumvent the necessity of including a
human's complete range of experience within
a computer model.

On the basis of the author's expericnce
with the present research and what Dreyfus
has described as the typical pattern in most
modeling of cognitive behavior, it is evident
that future progress is going to be slow and
require the expenditure of considerable in-
tellectual effort.
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APPENDIX A

THINK-ALOUD PROTOCOL

Problem | (Concept is short neck, bent tail)

E:

L

e

2

I <A 11 6n 11 G g

This card belongs to the concept. {Focus
card is blue, s. neck, s. ears, b. tail)
Ah, lets see it is blue and has a short
neck, and has a straight tail. Ah

This card.

This ?

Yea

Short neck, straight tail

No that tail is bent.

Oh wait!

See this has a straight tail. You can com-
pare them.

Oh, that's bent and that's straight. Alright,
I was looking at this, so I the _ht that
this was the real bent one.

Oh, I'm sorry.

In other words these are the same cate-
gories,

Well I call them curly.

So there is another category.

There are three kinds of tails yea.

Let me see.

Straight, bent, and curly.

O.X., Ah

Or you can call them what ever you want
to.

It has a bent tail, it's blue, short neck,
short ears. Um. Let me see, uh

What are you looking for?

I'm looking for the same thing in another
color to see if color is one of the cate-
gories, one of the characteristics. Is this
the one? It's brown, has short neck, and
bent tail. (brown, s. neck, s. ears, b. tail,
varying only color)

Yes, that does belong.

So then it doesn't matter what color it is.
Um, I'll find one in yellows to see if...
I can see this one in yellow, Does that
belong {yellow, s. neck, s. ears, b. tail,
varying only color again)

Yes that belongs.

Well, three of them are the same exactly
except they're in different colors, there—-

)
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fore, the one I'm looking for... it doesn't
matter what color the one I'm looking for

is. So the characteristics are, let me see, .

um...I'm goinj to find out if the tail has
to be bent or not, so I'll take one that has
a straight tail and no cars.

What are you looking for ?

I'm looking for, oh, here’s one with a
straight tail, and big ears. Oh walit, a
straight tail and small ears. Does that
fitin? (brown, s. neck, s. ears, str. tatl,
varying color and tail)

No, that does not belong.

So obviously the tail is the one, the char-
acteristic that uh, rules that one out.
Does this belong? It has a long neck and
a curly tail. (brown, l. neck, s. ears,
curly tail, varying color, neck, and tail.
But § should have learned that tail is
relevant)

No that does not belong. So now what are
you thinking?

I'ni thinking that, well, something with a
curly tail does not belong in the category.
Is it possible that the card I'm looking for
must have any color, must have a bent
tail, and no neck, and short ears, or short
neck and short ears.

Are you gu :ssing at it now?

Well Uh-hum actually I am.

Would you mind repeating it.

Bent tail, short neck, no ears, uh, short
ears, and it doesn’'t matter what color it
is.

No it is not correct.

Well Iwill try and rule out some other
category. Does uh, Does this belong?
Has all the characteristics that the first
part had, but it has big ears. Does this
belong? (blue, s. neck, 1. ears, b. tail,
varying just ears)

Yes it does belong.

Oh, so big ears. are part of the category.
Uh. Does this belong ? (blue, s. neck,

1. ears, curly tail, varying cais and tail.

S doesn't seem too sure of tail)
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Why are you asking?

Because it has big ears, and a curly tail.
No that does not belong.

Then the curly tail must be a characteristic
that docsn't belong. Does this belong ?
Has a straight tail and big ears. (blue,

1. neck, 1. ears, str. tail, varying neck,
ears, and tail)

No that does not belong.

Then a straight tail does not belong. Well,
then after searching out all the character-
istics, I feel that the card I'm looking for
must have any color, but it must have a
bent tail, and a short neck, but it can have
any kind of ears.

That is correct. Uh-hum, O.K.

Problem 2 {Concept is yellow, long neck, curly
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tail)

This card belongs to the concept. (Focus
card is yellow, 1. neck, s. ears, C. tail)
Yes, it has a long neck, and it's yellow,
and it has a curled tail, but has no ears.
Now I'm going to test for, color I think
first. Uh. Here is the same thing in blue,
long neck and curled tail, and small ears.
Does that fit? {(blue, 1. neck, s. ears,

c. tail, varying just color)

No that does not belong.

So obviously it has the same characteris~
tics, but a different color, then the color
rules it out. Does this belong? Oh, wait
now I'm sorry.

What are you looking for?

A browh animal with long neck, small ears,
and a curled tail. But I don't seem to
find one. Here's one. Does that fit into
the category? (brown, 1. neck, s. ears,
c. tail, varying color again. In all these
problems, § always varied color first and
checked it twice.)

No this does not.

Well I tested for the two other colors
shown on the chart therefore, I feel that
color is a characteristic that rules an
animal out, so the color of an animal
must be yellow. Now I will check for the
size of the neck. Uh. Here is the same
card, but only that it has a small neck,
same arimal. Does that fit in? (yellow,
s. neck, s. ears, ¢. tail, varying only
neck)

No that does not belong.

Well then the size of the neck is another
characteristic that I'm looking for. It
must have a long neck. Uh. The same
card with a long neck, and big ears. Wait

prami

now I'm sorry. Here, does that card be-
long ? (yellow, L. neck, l. ears, c. tail,
varying only ears)

Yes, it does belong.

So it doesn't matter what size the ears
are? Here is an animal. I'm looking for
an animal with a short neck to sec if itis
the size of the neck. {ButS just checked
the neck) Oh here, well it has a curled
tail. Oh does this animal fitin it has a
bent tail? (yellow, s. neck, s. ears, bent
tail, varying neck and tail. S is either
not paying attention or he has a very short
memory.)

No this does not beiong.

Does the

What did that tell you?

Well it told me that, oh wait, I haven't
tested really for a bent neck. Does this
card with the short neck and curled tail
fit in? Yes it does. (yellow, s. neck,

s. ears, ¢. tail, varying neck. Same as
3rd choice. It seems that S forgot the
designation rather than forgot he chose it.)
No it doesn't.

Oh, it doesn't!

Did you forget this?

Yes I forgot that. So the size of the neck
does matter. Uh. I'm looking for, oh here's
one. An animal with no ears, a long neck,
and a bent tail. Does that belong? {yellow,
1. neck, s. ears, b. tail, varying just tail)
No it doesn't belong.

Well that tells me that the bent tail is out.
Now I'm looking for an animal who has a
long neck, and a curled tail, and no ears.
It there one? Oh, it's the only one there.
I think that I have found it. The animal
must be yellow, must have the curled tail,
must have a long neck, and must have no
ears, or small ears.

Short ears?

Short ears.

No that's not correct.

Oh wait, I think that I tested for the ears.
Then it must have all the characteristics,
but it doesn’'t matter what ears.

0.K. (Laughed) That's better.

Problen 3 (Concept is brown, short ears)

E:

S:

This card belongs to the concept. (Focus
card is brown, 1. neck, s. ears, b. tail)

It is a brown animal, it has a long neck,
it has short ears, and a bent tail. Uh, I
would like to test for color first, so I
will find the same animal in a different
color, and, see, long neck, bent tail, and
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no ears, um. Does this animal fit in?
(blue, 1. neck, s. ears, b. tail, varying
color)

Uh. No this does not belong.

Well obviously the blue animal with the
same characteristics doesn't fit in, so I
will look for a brown animal, and see if
that fits in. The same characteristics.
Oh I mean a yellow animal. Does this
animal fit in? (yeliow, .. neck, s. ears,
b. tail, varying color again)

No it does not belong.

Well that tells me that color is a charac-
teristic that rules an animal out. Now I
will look for the same animal with a
straight tail. Does this animal {it in, the
same color, but a straight tail? (brown,
1. neck, s. ears, str. tail, varying only
tail)

Which one? Yes that does belong.

So it does not matter if the tail is bent or
straight. I will find one with a short neck.
Does this animal fit in? (brown, s. neck,
s. ears, str, tail, varying neck and tail)
Yes that does belong.

It doesn't matter if the neck is sbnrt or
tall, but this animal does have short ears.
I will find one with big ears. Does this
animal fit in? (brown, 1. neck, 1. ears,
str. tail, varying ears and tail)

No it does not.

Well I feel that the animal must be brown,
and must have long or short neck, and
must...Oh, I haven't tested for a curled
tail yet. Does this animal fit in? (brown,
s. neck, s. ears, curly tail, varying neck
and tail again)

Yes it does belong.

Well then the animal must be brown, must
have a long or short neck. Must have,
well it doesn't matter what size neck, or
what kind of tail it has, but it must have
small ears.

O.K., that is comrect. Um-hum. (S fol-
lows a conservative strategy and varies
all the values of a 3-valued dimension)

Problem 4 (Concept is brown, short neck,

straight tail)

This card belongs to the concept. What
is the first thing you think of when I
point a card out to you? {(Focus card is

brown, s. neck, s. ears, str. tail)

What do you mean the characteristics, or
just the first...

Well the first thing you think of.

I .hink of a dachshund. It looks like a
dachshund.

®
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(Laughed) NO, I mean, you know,

Brown is the first thing, and the fact that
it has a short neck, and no ears, so I think
that is ptetly important, and a straight tail
and no other characteristics. Uh.

Then what do you think? Continue

I'm trying to decide, I'm looking for a card
that's the exact same thing but a different
color, and here is one in blue. (blue, s.
neck, s. ears, str. tail)

No this does not belong.

Well I will find one in yellow and see if
yallow belongs.

You usually test color first?

Yes [ do. I think that is a good way to
start anyway. I guess it really doesn't
matter, it is the sasiest, I feel, if you
differentiate in color because then you
can look for other characteristics. Does
this animal, yellow one {it in? (y~llow,
s. nack, s. ears, str, tail)

No it does not belong.

That tells me that the animal that I'm look-
ing for must be brown, so it narrows down
the field, it is very easy to find animals
by color rather than other characteristics,
which aren't as visible. Uh. I'm checking
the tail. Does this animal fit in? Oh
wait, I'm sorry. I'm looking for a short
neck. Does this animal fitin? (brown,
8. neck, s. ears, b, tail, varying just tail)
No it does not belong.

Tells me that the tail must be straight.
Does this animal fit in ? The straight tail
and long neck. (brown, .. neck, s. ears,
str, tail, varying just neck)

What do you want to find out?

The neck.

No that does not belong.

It tells me that the neck must be short.
Does this animal fit in? It has big ears.
(brown, s. neck, l. ears, str. tail, varying
just ears)

Yes it does belong,

Well that tells me that the animal must

be brown, must have a straight tail, must
have a short neck, and big ears. (S ;:?k
Just described the last card e has gfosen.)
And big ears?

No, small ears. Oh wait it doeffi't matter
what ears. T

O.K. That is correct.

Problem 5 (Concept is short ears)

E:

S:

t s

This card belongs to the concept. (Focus
card is blue, s. neck, s. ears, curly tail.
It is a blue animal with a curled tail, short
neck, no ears. I'm going to check the
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color first so it is the same animal but a
different color. {brown, s. neck, s. ears,
c. tail, varying color)

Uh-hum. Yes it does belong.

Brown belongs, I'l]l see i yellow belongs
too. (yellow, s. neck, s. ears, C. tail)
ves that does belong.

Then that tells me that it doesn't matter
what coloer it is. I will check for the tail
first. Does this animal fit in? (yellow,
s. neck, s. ears, b. tail, varying color
and tail)

Yes that belongs toc.

Well then that tells me that it doesn’t
matter if the il is bent. Does this ani-
mal fit in? Let me see I'm looking for a
curled tail. Oh walit thatis a curlgd tail,
I'm sorry, I'm looking for a small animal
with a straight tail, Here it is. Does
this animal fit in? (blue, s. neck, s. ears,
str. tail, varying tail. Usually after check-
ing both other values of color, § checks
both other values of tail.)

Yes it does belong.

So that tells me that it doesn't matter
what color it is or what kind of tail it
has. Now I'm checking for a long neck.
Does this animal fit in? Has a long neck.
{yellow, 1. neck, s. ears, C. tail)

Yes it does belong.

Then that tells me that it doesn't matter
what neck it has. Does this animal fit
in? {yellow, s. neck, l. ears, str. tail)
Why are you asking that?

It has the characteristics that are accept-
able. But it has big ears, and I haven't
checked for that yet.

No that does not belong.

That tells me that the animal may be any
color, and that it may have any size neck,
may have any kind of tail, but it must
have small ears.

That is correct.

Problem & {Concept is curly tail)
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That card belongs to the concept. {(Focus
card is brown, short neck, s. ears, C. tail)
That one.

Yea.

Uh. It has a short neck, small ears, and
a curled tail, and it's brown. I will find
the same thing in a different color. Lets
see. Wait. Does this fitin? (blue, s.
neck, s. ears, c. tail)

Yes it does belong.

Does this fit? {yellow, s. neck, s. ears,
c. tail)

€1
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Yes it does.

That tells me that it doesn't matter what
color is it. I'm looking for the size of the
neck now. Does this fitin? (yellow,

1. neck, s. ears, c. tail, vawying color and
neck)

Yes it does belong.

That tells me that it doesn't matter what
size the neck is. Does this fitin? (yel-
low, s. neck, l. ears, str. tail, varying
color, ears, and tail)

No that does not belong.

Ah wait that doesn't tell me anything be-
cause there are two different character-
ictics, I should have pointed to something
else. Does this fit in? Oh walt, yea,
Does this fit in? (blue, s. neck, l. ears,
c. tail, varying color and ears)

What are you trying to find out?

What size the ears are.

Yea that belongs.

That tells me that it doesn't matter what
size the ears are. Does this fit in? {blue,
1. neck, 1. ears, c. tail, varying everything
except tail)

Yes that belongs.

well thats for the long neck. Now have I
tested for ever-thing else ? Does this fit
in? (blue, 1. :k, 1. ears, b. tail, varying
everything. S should have known the con-
cept 2 choices ago.)

Which one, the blue one?

Yea,

No that does not belong.

Does this fit in, with the straight tail?
{blue, s. neck, s. ears, str. tail, varying
color and tail)

No that does not belong.

That tells me that I'm looking for an ani-
mal that can be of any color, can have any
size neck or any size ears, but must have
a curled tail.

That is correct. O.K. Tell me what your
impression of this board is and the pro-
cedure and everything. Any thing you
would like to comment about.

Uh-hum. I think itis a good way to test,
well first of all the colors are good be-
cause I think you can differentiate between
them pretty easily, and so that is the im-
mediate stimulus Iguess. The immediate
thing that I see is a difference in color
the first thing, and then if yc1 distinguish
between the colors first then you can find
the different characteristics. It can be
sort of confusing, forgetting if it has &
bent tail, straight. I really don't see the
purpose of it all. Unless it is an 1.Q. or
something.
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Well this is just to see the little detailed
thought processes that is behind solving
problems like this.

Uh-hum.

That is all that you have to say on the
subject?

Yea I think so.

What is your general strategy of solving
the problem ?

Well first I try to solve the problem with
color. I think that it is easiest to differ-
entiate, between colors, and then I usually
look for neck first, and then, because that
is another easy to differentiate because

1t 1s outstanding, and then for the tail,
and the vars, it aoesn't really matter
which way you go about 1t because thwy
are both equally as easy to sce.

Uh-hum. O.K. That will be all for today.
{ S always picked color first. Then he
would pick tail, not neck, in 2/3 of the
problems. After that, nock, then cars.
This § had becn run initially on the old
board of circles and riangles on colored
paper. That is where he developed his
conscrvative strategy. I ended this ses-
sion carly because § was gotting very
bored by that time.)
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APPENDIX B
LISTING OF CASE MARK iV, MOD 2

~ IPL LIST e e
9 1
T T T T T - - Z A TR0 T F
2 C 33 3
— 2 0 300 3
2 E 300 5
- T T 2 F T T T3)Y K T
2 6 300 7
T/ I 2 S 300 8
2L 300 9
B = Z 0 300 10
2 N 300 1i
- i } - 2 0 300 T 17
2 P 600 i3
L ——3 0 - e300 14
2R 300 15
— 29 30U I8
2 Y 300 17
. - B S - e e S
2V 3 19
- - TR T T T TR0 TR T T
2 2 300 21
5 22 T
MARK 4 MOD 2 CONTEXYER ) 23
T U PROGRAFN INTERPRETER I L
EXECUTE RECURSION ul 9-}1 25
UNRECURSE FISRT RECURSION 309-7 T 7" 26
OUTPUT FINAL HS 0199 0 27
9=1 RECURSION ROUTINE 1 28
PUSH DONN RECURSE LIST LIKE HI g-1 409-7 29
T TTTTSAVE ARG IN READ 209-7 30
BEGIN OR CONTINUE SCAN 9=-5 9-3 31
T T POPUPF ALEVEL TFEND LIST 700 T 32
TEST FOR LOCAL SYNS 9-14 129-7 33
IF YES YREN RS CECISTUORN JUNF J132 34 T
GOT0 9-4 IF CECISION JuMp 79 Qb 35
- - ChECK FOR OESCRIBED ROUTINE 1297 38 T
I.E« HAS A LCCAL HEAD -~ 5210 37
T T TTYESY T JI32 38
IF NOT EXECUTE THE SYNB T09-6 39
1397 %0
J152 41
YES GET "ARGS FRUN D-LIST 129=7 TRy T T
COLLECT CUTPUT ARGS u3 43
T YESTGET ARGS FRCM D-LIST . 129-7 TR N
u2 45
R 1297 %5
CHECK FCR CONTEXT ROUTINE 10A6 47
= TTomTmrm o e - } — 7JID 48 T -
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vEs GO TO S15 70 915 49
- = ENTER PR 7 1297 50
L IPL LISY
RECURSE 9-1 51
——4=7 UNREUURSE L d 309=7 35 52
915 EXS...' - TONTEXTER VIA U4 915 3040 53
————"TUPY LTA T1>. TO97 — 5%
473 55
- U% 95 56
9-7 Ml TYPE LIST 9-7 d ] 57
- SAVS HS GVER INTERPRETER g-3 FIY 0 58
9-3 SCAN ROUTINE 1 59
STAN LTST NAREDU [N HEAD OF 5~/ =3 119-7 &0
DCHN 1 J6o 61
== ——"SAVE LOC AND EXI7 2097 0 82
94 ODECISICN BR. CHECK PREY H5 94 3199 63
————Y1F H5 = TAKE THIS LOCAL T09-12 5%
SCAN 9-3 65
T30 65
1F YES RESET 9-7 HEAD 9-12 129-7 67
— - - JTTHOUY RECURSIUN 2097 K} —68
96 XEQ UNDESCRIBED PR (SET SIGN) S¢ 0199 69
R OUTINE s EXECUTE CURRENTY UNE 0297 70
SAVE H® OVER INTERPRETER 11H5 71
THIS 2099 T
10US 73
s 1257 ¥ L3
417 75
- NC 1395 ¥ {3 -
PRINT NAME (CONTENTS M1.M10 10M1 77
TUJI50 78
Jld)d 79
10N10 80 -
N J152 81 L
L1IM1D 82
J81 83
7095 B4
J15J 95 85
05 YRACE LIST (U3 0 0 86
#t##tt'M###t#“##tt#‘.#t##t#t#*‘#‘1 088 SN Eh 87
0 L I 88 o
ARGUMENY 0O ATTRIBUTE uz2 10A1 89
GEYT V-LIST OF ATY, Al 310 50
NCNE EXIT 700 91
T "CCLLETY ARGS 10J0 J100 92 T
t- T3 3 3 3 4 ####Mt‘###t####*t##t#ﬁt#t#tl S9%ds RREEREER . 93
———03 COLLECT OUYPUY ARGS FROW U3 T0AZ 5% T
D-LIST 419 95
700 ]
1040 J100 97
"““““iiiiiiﬁi:iisiiii?3zi3iiiisiiiii?::?t—iirii—xiiziiii T
U4 CONTEXTER EXECUTER U4 J4h 99
- TAVE COPY OF CTA LISY SONG 100 -
L TPL LISTY R )
GET LOC CF CONTEXTER 52H0 101
— - GET CONTEXTER NANE 5 ZR0 —I02
SAVE IT 60N3 103
- S ~U3 13%
_LOAD INPUT NAME S 11w3 105
T e e T Uz - 06 T
ENTER C1a LIST NAME 11wék 127
"""""""" ENTER C"NARE— — 7T . TINW3 08 T
GET EXECUTABLE CORE J81 109
50
-0
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EXECUTE IT - J1 110

ERASE COPY CiA LIST 11ine 111
T T T T e o J71 J36 112 -
*aa¢n*¢4*o¢¢¢¢t¢*.*#t&*tttatttmcgtvx EPHAN CEAGRERR 113
T7777 82 CUNSERVATIVE FOCUS STRATEGY —~ ~°$2 90 D § £ J
PRCCESS FOUCUS INFORMATION F &Y 115
UREATE WURKIRG nYP N L7 T16
OOUBLE DUNHY 8R 91 117
D T 31 4] D § §: D
CREATE SEARCH CRIT g1 0 119
e 2T RAME OLTARAA 71 s yPy e
LCCATE CBJ FROM EXT ENVIRCNS 22 121
HAVE EXPERIN CESTG. Jde Z3 122
PRCCESS CBJ. DESIG. INFORMATION 4 123
TTUTTTTTTDETERNINE IFTONCEPY TAN BE GIVE 1) | N D V' J
NO 91 125
T UYES CONTINUDE T T 33 I 1}
FCRM CONCEPT 93 0 127
= YES T FURRA CUNTEPT 5 128
HAVE & CESIGNATE CONCEPT i8 129
T GETERMINE TF CTONCEPT CURKELY D2 130
NO 92 0 131
T T T CORRECTIVE ACTION T §¢ QT T T O Tt 182
26 133
LIVE UP 3 136
Ny 91 0 135
0 T o e e L] ) o ] T3¢
D NEREENBIEDRE S ICACKSREEOENRRXRXN] QS Q%k SRSGEEEPX 137
TTTTTSY CSTRAT CSETIPT T kI JO T Y’y T oot
10M13 139
RARE M1Z REFLECTIVE o R39 140
 MAKE A3 LISY SYMMETRIC (UPPER) 10A3 141
““““ o T Tt TTRIGT T UTTTCITUYR2 T T
91 4160 143
e e e . il OO _— —— g ———
11F5 145
o 100 140
J2 147
S e - — — yo T T 14
10810 149
e e _ 530 —— —mIBG
L e IPL LIST
o L0M}1 151
T 630 152
PUT 10M% 153
T ERPERINENTER WESSAGE TOU80 154
IN M} 465 155
T T U TEXECUTE CENERALCSTRATY 1053 156
Ul 157
T TTTTTPRINTCPRCE HIST T X209 I8
UNPARK CIMS AND VALS 10M13 159
— “LOAS 160
R38 i6d
- - J0 91 162
#*#$4¢tt*a$$‘4¥tt#tttt#&t##&*t*tt#tl EIPRR SRBEKKEES 163
X0 PRINY TPRUS. HISTORY X233 1IR% 16%
PRINT M5 4152 165
PRIRT CUNCEPPY 1081 166
48l 167
et ' 7091 168
—— 3181 169
- PRINY STRAT L o1 TOH3 170
J81 171
- “{OHO Y
4150 173
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PRINT Z+P LEXVELS 33150 U6 174

s 0 0 175
e AR T ISTT TN STV USFPOTHAVART] FORET SRR 1756
C12 POST MCRTEM ANALYSIS €12 4 177
FLAG TOLA] 178
Jsl 179
1JF2 187
10A65 181
J1l 182
40 J 183
18%
$3 HIGH LEVEL CUNTEXTING LIST $2 90 185
> YRASL EXPTR MESSAGES CIiT 186
EXPTR PRESENTS FOCUS EQS 187
- E€CUTE Col 188"
POST MCRTUM ANALYSIS cl2 0 189
9C 4] 0 150
O“O#Q'#####“######”#*#t##“t#tt#l S O0hR ShKGEfGl 191
TIT TRANSCATE EXP INSY INTO SSU Cll 90 192
cio0 0 193
9L 0 194
Al 195
91 h) 1938
91 0 197
) 198
M1 J 199
M‘WWWW =00
I 1.4 W51 £ I -
SAVE NEP clo 30HO0 201
- GEY NANE OF WMESSAGE - JB1 232
LIST FﬁON nl 10C13 J100 203
C13 CCNTRCL CONTEITER Cl3 J&3 235
== 0 Uy RESSAGE T 50W3 206
COPY MESSAGE JT4 207
T - T - S§0OHD 208
DELETE A&J AND VALUE 10A60 209
—FRCN TOPY JI® 210
SELECT PROPER CONSTRUCTOR 1097 211
Tt v 1A AB) VAL ON MESSAGE 1IW3 212
DESCRIPY 10A60 213
—_—— ISRy 510 1%
FRCM LIST 97 J190 215
EXTIT IF RONE TOI33 210
EXECUTE CONTEXTER 41 J33 217
—=--——g7 LTTST UF CONTEXTERS UNDER VALS U 57 98 J 218
OF As0 Gg 0 219
e PRUBLENM TETAILS Fol 220
CREATE PROB LIST ETC ) 221
~F8Z 222
CREATE SLELETAL PROCEDURE C51 223
R ATTRISUTE SPEC F&3 2%
PLACE ATT UN LIST,SAVE VALUES C52 225
T T T TERMINATION “F65 226 T T
NOFHAL EXIT J0 0 227
T I T YRR S U ST TN S TR UTURNRRN ¥ P OUW S ARPney 228
C50 CREATE PROS LIST AND ABSORS Ct0 347 229
-—-= -~ pREB-DETATLSTO) "NESS SYNB SONT 230
SAVE NAME OF 460 231
T T DL TWITHTTT T T T — 52RO 232
PROB DETAILS 60n4 233
SEVE —1JA5D 23%
VALUE OF G610 235
T ASO=MY3 T T - 20w 236
PRCB LIST (L1DD} J9) 237
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SAVE NANE — S0Wd 238
EXTERNAL ENY IRONMENT 490 239
— E9 SUNS 280
PUT E9 ON L1100 10A300 241
- - J1Z 287
PLT M13 CN £S5 115 243
- o TIWZ ° 245
10AS50 245
JIZ rLY )
PUT DOL 11i%6 247
T T TONPROB LISTY TLTIOO) 1TW4 248
10A80 249
- T JIZ 250
IPL LISTY
GET DOL 1lué 251
IS TRIS . 10A8S 252
PRCBLEM J10 253
NOT IN 7093 41
THE 10F1 255
TeE FIRST T 32 258
PUT SKELETON 92 11wé6 257
UNE ATJENPIED 7091 ~258
STRAT ON PROB LIST J99 259
L1000} L' rd HUNI 260
10A302 261
J12 262
PLACE PROBLEM 10M10 263
LISyt TIwG 28%
CN MEP 62 J37 265
— RUG,GET RSL FRON '3 ) TOM3 2006
M3 LISY 481 92 267
2 T YT ITT 2568
€51 CREATE OPERATION SYMB FOR SSL cs J41 269
(0= LXX J&0 270
GET 9-4 OFF LXX 52H0 271
20W0 212
GET NAME OF 10M10 273
T SKEL STRAY LIST J8I 274
UNDER A3C2 1JA3)2 275
GI0 275
CREATE SYMBOL FOR 2 LEVEL ROUTIN 490 2717
o0NT 278
PUT NAME OF Z ON SSL J65 279
o TINY 280
1140 281
— 10A3 282
J12 J31 283
F-F-3 3. LW N S35 VY e N T3 % T . N Y o > v ‘; N N c I z’g#
C52 CESIGNATION INFORMATION €s2 J&l 285 _
GET N C ROLD 1 286
GET NAME OF 95 52H0 287
GET AT J&U 288
SAVE NAME OF CELL MHOLDING A7 60W0 289
CEY VALUE NANE J60 290
52HO 291
- 2081 292
PUT 10A15 293
AT 1280 294
LN 80DY CF AlS 465 295
. TZW0 296
PUT 93) CN 11wl 297
— J73 298
POSSIBLE VALUES OF 10Al111 299
- - T Jii  J31 339 -

o
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IPL LIST

prppvvopeveppre T T TILL 2 Ll ol D Y anng SEReEROE £ 301
(99§} § CI0I ~Jdo0 — 302
OES OF (0) CLASS ATT A3 1091 303
GER-RSL CELLS (1) Ud — 30%
INVERT SIGN AND EXIT 45 430 305
SAVE SI 6037 308
CHECK 1F DESES MATCH 1180 307
OF (0Y=DES OF (0} T0A3 308
6210 309
~————pTCK UV TUC CF EQ P 1197 — 310
INVERT HS5 45 311
EXIT i 700 J8 — 312
S 25920 E VAKX SE R CRERAE R SR RS BRERAEE] S00 &% *EEPER LR 313
—— &1 CUNSTUCT NEW STRAT CEl 50 314
260 0 315
9T J 3186
Al 317 o
') § (4] 318
91 0 319
— N3 320
M10 0 321
CEO J&S 322
({1)RSLe CUM10)=L100ySAVE INPUTS 20W0 323
SOW] — 32%
GET RSL J81 325
2Z0Wb 328
GET SSL FRONM L100 11w0 27
JBI — 328
10A302 329
GIO 330
SAVE 1T 20W3 331
GET AG TIW0 — 332
J81 333
————DNKDER ABU AND AE&S TOABU 335
610 335
NOT IN 7091 338
10A65 337
JIO 338
NOT 1IN 7091 339
CFECK TOF1 380
42 341
T 70 — 91 342
NGT FIRST 11wl 343
————+~Xg0 RECENT (1 DOWNIN N3] —JBY 3%%
EXECUTE RSL Ul 345
PGY NSL IN LTH (N3] T8 TINT E2Y)
11m6 347
- _ T G4 J36 348
FISY PROB 91 490 349
~——————SAVE SRYRAT AS CURRENT PHASE S0N2 — 350
_ IPL LIST
MAKE,SAVE NSL 206 351
GE J90 352
J13é6 353
[ 3]7L) 358
SAVE AS YES LINK (187 TIME) 2085 355
T GENSSL ITw3 356
) 1392 357
JI00 358
ERASE UMUSED YES NODE 1145 359
R L) 95 380
LCCATE SSL SYMB DES 92 11ul 361
J8Y 362
CMN RSL 46 363
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T CI0l 364
NCNE ERRCR 7099 365
SAVE Z NARE S0W3 366
ENTER PEHASE LIST 11m2 367
INVERT (CT, (1) Jé 368
ACC 7O NSL J65 369
CFECK TF EXTERN INFO TIWS 370
CHECK FCR EXTERN INFO 10A31 371
ell Y §
NO 7394 3713
- UBJECT CUNTESTERS 5097 373
CHECK IF 0OBJ DESIG 11w3 375
TIA33 376
610 377
> NU- 93 10935 378
YES POP VAL 30HI 379
— ENTER CCNTEXT L 50912 380 “"
ENTER INFO TYPE ATY 93 1in3 381
GET TYPE 10A32 382 -
610 383
TO /) 384
POP CONTEXT LISY 30H0 94 388
GET PROPER CCONTEXTER SE 310 386 -
NCNE ,94 T094 337
DCUBLE NANE 40”0 388
ADO A6 AND STRAT NAME 1182 389
T10AS 390
) Gl1 391
ALT TInNZ 392
Jé 393
365 39%
EXECUTE PHASE 910 11w2 395
Ul 396
SAVE SIOGN 916 11H5 397
20917 398
SAVE NAME OF PHASE XEQESD 11m2 399
20915 %00
IPL LIST o
GET LAST SYMe 11w2 4)1
- J&T 802
52H0 403
— UFrECK IF DECISIUN TUR30 *0%
Glo0 405
T T NDLERIT T0J% 408 )
10F31 407
- e e — 208 - R
T044 409
YESe ADU " NU LIRR TIRZ %10
1iwé 411
— T T T J&s 812
ALC YES LINK 11m2 413
’ T T = T1d% 4§14
J&s 415
TS T SET YEN LINK AS CURRENT PHRASE 19% -8 ®10
2m2 417
TTTTCTTT GEN ONEW YES TINJK T e J90 418 — T
Ji13e6 419
- T T T - - 2ZJ%5 B -
CHECK SIGN (U1) 01917 421
<+ EXIT 70 T LYY
EXECUTE NO LINK IF - 11iN4 423
T T T 17) QU I 24 )
CHECK IF DECISION 94 11w3 425
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NT EXTITY TUJ% %28

DECISIOM VAL 10F31 429
CTT T - ' 32 %30
NO EXIY 7044 431
~- -+ - YES CHECK IF PHASE ALREADY XEQED TINZ 8§32
11915 433
J2 38
NG»910 70910 435
--- - yES EXECUTE TESY AS SINGLE TON TIW3 %38
Jo1 437
S 50915 %38
XEC TEAST ul 439
3 TIF15 330
ERASE HOLDING CELLS 471 916 441
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ERASE REMAINS 539_____U_d.“m 12#1_ L
- rmymm e mm e T R § U} Y 1248
CCLLECT CInsS RO*___*M‘“_“h~12§9_J“*_~_p
“MEKEDOL - T T ¢ “10AS 1250
IPL LISY
OF DIMS (TO VARY) u20 1251
SONZ 1252
ACC DI VALS LIST 11wl 1253
TU DOC TOARIJ 125%
Jil 1255
CLEAR W] SOR0 1256
630 1257
—  _ pPUT DDL IN NI FOR0 1258
11w2 1259
G2 1260
PUT S.C. IN M} 11463 1281
G2 J3% 1282
S0 0SS ERRER SR SRE SRR RENNBEEERRR] 20008 SEREERES 1263
A E DIREN PIRI =0 — “126%
P140 O 1265
~9=0 1) ) 41
A2 1267
— 9=2 1268
Al 1269
— 9= 3 1270
9-1 0 1271
)} 4] 1272
9=-2 J 1273
) % +) 1Z7¢
P140 GET {CHMANGE T0 DIM VALS) P 140 Ja&s 1275
(0T R, TIIN] F{ 13 1276
GET DOL 482 1277
SAVE RARE SONd 1278
GET (CHANGE FROM) DIM VALUES 10A9 1279
JI0 1280
70445 1281
GEY DINS VARIED IING 1282
10A10 12683
310 128%
GENERATE IN PARALLEL 1091 1285
3 1286
SAVE OIN AND DIN VALS 91 451 1287
DIN 11¥1 1288
GEY PREF ORDER LIST 10A8 1289
el0 1290
SAVE 601 1291
—_ SET PROB OF FOCUS DIN VAL - e ¢ 1292
69 1293
—_ CHOUSE UIN VAL 93 TINI TZ9%
. R52 1295
— _ NCNE exIT TUJ31 1298
SAVE VAL 60N2 1297
— CECK IF CislG IJAS 1298
Gl0 1299
NO 7092 1300
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L __1PL LIST

YES PICK ANOTHER
- "ALL”

30H0 93

AN VAL TO DOOL 11n2 1303
TOARII TI308
J12 1305
- - SEY SIGN h TINL 13086
{TO) VAL + 11m2 1307
- J1J 1308
J122 1309
~SURU 1310
SET SIGN (FROM) 11M} 1311
PRUB + TIWND 1312
J10 1313
JI22Z 13I8
3040 1315
% J31 I3I6
S0P SE AR SRR FECEEL FEREIRROFEAEERE] J00RE SR SRS 1317
vI5Y —g=0 1318
P150 O 1319
— 9=0 0 1320
A2 1321
—9=2 1322
Al 1323
9-1 4] 132%
9-1 (1] 132%
NI O 1326
9~2 0 1327
: NI ¢) 1328
P150 VARY SEARCH CRITERJION - P150 J42 1329
Z0WJ 1330
FRCN A10 VALLE TO All VALUE G1 1331
2062 1332
SAVE SeCe GEY DESCRIPY 11w0 1333
382 “133%
SAVE 60unl 1335
GET CHANGE 1TO0AID — 1338
FRCH LIST J10 1337
“ERROR T0I3Z 1338
GET (CHANGE TO) LIST 11wl 1339
TOAIT 1330
J10 1341
—— ——GENERATE BOTR IN PARALLEL™ 1091 1382
R100 1343
P L) 332 138%
CHANGE SEARCH CRITERION 91 J51 1345
TIWZ 1386
DIN VAL BY CHANGE 10 11w} 1347
TIND 1348
POP 431 1349
JET I* 1350
IPL LIST
S00S 0504808500888 $2SSCRESCEAISRSEES] SEEEE FRERSRES 1351
. - CRITERTA  PEI 9= 1352
PS0 O 1353
=0 [ —135%
. A2 1355
-2 1356
Al 1357
9~1 ] 1358
9~-1 o 1359
.} 1 — 1300
€0 0 1361



—

9=2 4] 1362
"1 0 1363
~ P50 SEARCH FOR UBJ MATCHING HYP P50 JS2 135§
GET CURRENT HNYP 11wl 1365
(~9 § 1388
SAVE NAME 2081 1367
TOTEQ. (I INIO, (2 TH] 9T TIND 1358
HYP 11l 1369
T SEARCH EUARD FOR UBJECY RZ ~ 1370
MATCHING CURRENT NYP 70432 1371
Z0W0 13718
CLEAR M1} 1192 1373
&30 137%
ENTER HYP NAME 11w} 1375
eCe TOAIZ 1378
FRCM TO ATTS. G619 1377
JT8 13718
4136 1379
T PLACE UBJECY - 11N 1380
DESCRIPT ION 46 1381
TN STN (IWZ]) G2 1382
PLACE DOBJECT 1162 1383
% o TZN0 138§
COPY 08J. RT3 1385
—— UN STR.EXIT ~ G2 332 1388
SEEREEI 2SI S SRS ENL FULSRE R LR L EEEEE] R EFES EE LSRR 1387
— P8Y ATTACUR CFU YU PROS LISY PEY 90 1388
P60 O 1389
9=0 L« B 1390
A2 1391
=2 1392
Al 1393
—9=1 O 139%
9-1 0 1395
) 1398
F3 0 1397
9=2 ) 1398
M10 1399
A2 O 100
IPL LIST
P62 ATTACH SET NEN-SHIP TO CFO pe2 90 1401
PSU U 1802
9=0 0 1403
.Y I80%
9=2 1405
AT 1505
9=1 0 1607
=1 0 1808
Ml 1409
—F% (1) 1510
9-2 0 1411}
— W10 IV
AlS 0 1413
P53 RENENBER WURKING HYP PE3 90 181%
P60 0 1415
=0 4] IRIS
A2 1417
- B LYY I
Al 1419
g=I" © 1820
9~1 0 1421
L} o B !
F3 0 1423
=2 © 182%
M10 1425
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RIS T IR

P64 REMEMBER HOW NH FORMEU PEs 40 1427
N X0 1Y%
§~0) 1) 1429
AZ 1430
L 1431
[ Y} 1832
9-1 0 1433
9~1  } 1835
Nl 1435
—T T Fé [+) -
Q-2 0 1437
NI 1438
. Al2 0 1439
—P&5 RENERTER UBJECY FUUND P& 90 1840
P&0 0 1441
=0 0 1842
A2 1643
9=2 1855
Al 14495
9=1 [+) B CI])
9-1 0 1447
. 1848
F3 0 1649
- §=2 9 1850
IPL LIST
M10 1451
Als O 1452
P66 REMEMBER HOW 08J FOUND peLs 90 1453
P&0 O 135%
9-0 i) 1455
AZ 1858
9-2 1657
Al 1358
9=] 0 1659
=1 O 1480
Ml 1461
T F& 0 1862
92 0 1463
— W10 1888
A26 0 1663
——P57 RERENOER CONCEPY —PET 90 I%58
P60 O 1467
§-0 y 1LY
A2 1469
-2 1370
Al 1671
=1 O 1872
9-1 0 1473
) — WL I§T%
F3 0 1475
9=2 4] I&78
M10 1477
A17T O 1378
P8 REMEMSER HON CONCEPT FORMED Pés 90 1479
- P60 O 1480
9~0 0 1481
AZ 1482
9=-2 1483
AL — 184
9-1 0 14685
J=1 [ 14836
K1 1487
~—F4 0 1488
9-2 o 1489
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NIO 1%90
Al9 o) 1491
T "PB9 REMCMBER DESIGNATION UF CONCEP P& 30 1492
$5¢ O 1493
—t = $-=0 0 1894
Az 1495
e 9=z 1398
_ Al 149/
- 9= O
91 0 1699
T 1900
1PL L15T L
Fé 0 1501
=2 4] 1502
N M10 1503
~Al> O 1504
POY ATTACH (ML.X) TU V=-LISY f60 452 1505
T T OF CUASS ATT TZ2Y OF (3F B 1) O 1508
(D) FXo UL)MICL2)AFY,{3)NLD 11} 1507
- - TING 1508
(t3 ¥ 1509
TINZ 510
J12 J3z2 1511
T PR AT ERN R VRN AR TN NRE R ARV ER IS TR | VRN SR RN RERT 1512
C31 PUT CUPY CF FOCUS AT TOP NE?P €31 90 1513
- DS 4 A §-2 &)
§-=J o 1515
v 15186
9~2 1517
AL — 1518
2 | 0 1519
- o - g=-1 (] 1520 -
N1 0 152}
I G=Z O 1522
M10 0 1523
ST SWES N SN PN UREE NI AR SRS ER ST ARERN ] TP IRES KRS ANAE I152%
PT1 NAME COF OBJECTY TO £1 P 90 1525
o= ) PTO D 1526
90 0 1527
AL
9=2 1529
- — Al 1530
9-1 0 1531
- I=1 O 1532
M10 0 1533
L 2 4 4] I53%
£l 0 1535
T PT1Z NARE CF TUNCEPT TU EXPERINRENTE VP72 90 1538
PTO0 O 1537
- g=0 0 1538
A2 1539
O=Z 1540
Al 1541
- - -1 (4] 1542
9~1 0 1543
T - - NI O 15%%
9=2 h 1565
- EY 4) 1548
PTOPUT FIRST SYMB FROM MEMURY P 481 1547
TTTTTLUIST DN A NENORY LIST (OR EDD TIWI T548
INPLITSe s (0O) MEN.LISTL(1) Ei 110 1569
T GI 1550
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IPL LISY

PUT OBJECT ON MEMORY LIST ¥4 Jal 1551
ttvtttI1t?t1ts3viI—iisit—!tiiiiti*———“-—“"1352'
P501 RECALL SET MEMBERSHLP PSOL 90 1553
—P500 J 1§ 32
-0 0 1555
BY3 — 1556
9-2 1557
1} A 558
9-1 0 1559 -
> L § 0 1580
M10 1561
AI5 O 1562
Q-2 0 1563
) U 1556% -
P502 RECALL CONCEPT DESIGNAYION pso2 90 1565
—P500 O 15568
9-0 0 1567
- Ad 1568
9-2 1569
Al 1570
9-1 0 1571
=1 4] 1572
K10 1573
- - AXZ 1) INT&
9-2 ] 1575
- — KL O —I57%
P50 (MLoN)I=MEP(N1,D)=POT SYMB £500 451 1877
= FOHD 1578
{0} CLASS ATT (0)y (JIMEP,(2)N) Cag 1579 __
40H0
L 11nl 1581
- 281 1582
110 1583
“GI0 I58%
70431 1585
G2 1586
. 1181 1587
J81 — 1588
62 J31 1589
"""5!!‘iFF!FtI!!i!FT1Ef!iFi1!3F!iiiftir"fiii"ii¥!!1ti** ~1I5%0
E93 DESIGNATE OBJECT ES3 9-0 1591 .
E3 o 1597
9=0 9 1593
AZ 1594
92 1595
X1 19906
9~-1 O 1587
=1 0 1598
g1 ) 1599
- - ] 0 1600
. IPL LIST o -
M1 0 1601
——F3 TESIGNATE UBJELY €3 51 180Z
CLEAR 11l 1603
1.} G30 —ToU®
(J) El, (1) Mi 1140 1605
~—— == GET OBJECT NANE FRON EI ) 1608 -
DCUBLE MNAMR IN MO . 40HO 1607
—+———"——ENYER CORREUCT CUNCEPT NANE ; TIFS 1508
TESY IF CONCEPT IN OBJECT R8 1609
T ERTER MY TINY - 1010
GETY RESULT OF TEST 68 1611
T4 PO 81 1080~
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'J‘

- = I | - P 1812
4136 1613
T 'CUNSTRUCT T IOURT 161§
STH DESCRIPYION, PLACE u2o 1615
T DESCTRIPTION UNTSTR 6L “IO10
PLACE CRBJECT ON STM 11wl 1617
36 1618
62 J3l 1619
T T VIR SN RNV N SRR RN ] TR SRR 1620
C4l PGP UP-MBEP } LEYEL C4} 90 1621
—PROU U 1522
9-0 0 1623
- “AY 162§
91 0 1625
T T T T T T s T=1 (4] 1828
M10 0 1627
T PROUTPUV LISV “PARUT  JIND J8 1828
SRBERSHUD S SBUR DR SRER LR RRBEEAEREER | EHSD A REBRRR 1629
TP WMARE CGNCLUSITNS ON DIN VALS PSS 0 1830
_ P9S O 1631
= §=0 0 e 1832 —
A2 1633
= —183%
Al 1635
— - - K S « 1638
§-1 U 1637
- - AT v 1838
M10 1639
AlZ 1830
) 1641
Kgs O 1642
-2 0 1643
RY Lo} 15%%
P95 NARK LIM VYALS REL OR IRREL 1 1645
(OTKIS YA TN TE TAT s L STREP,, 1%} T 108D
SAVE INPUTS PSS J54 1647
T WAKE 99s0 T S09Y Y548
J124 1649
30H0 1650
IPL LISY
GET OBJECT D 11w} 1651
JB2 1852
GET E O€SIG 1iln4 1653
GI0 165%
SAVE 2097 1658
" GEV WH 1IW3 1556
481 1657
SAVE 6098 1658
GET DIN VARIED O 11w2 1659
GI0 1880
SAVE 6098 1661
LIST TOAIV 1882
410 1663
T GENERATE BUTH 1091 1668
IN PARALLEL J102 J34 1665
’ | 8 1 1197 1858
10A5 1667
J12 1668
CrECK.-1F DONE 1099 1669
J125 1870
11wd 1671
1572
$7 0 0 1673
~ 98 o] b 187%
9¢ +01 1675

23
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a7 7 13 T J AT EIEIZE 22 1675
P91 MAKE CON3LUSICNS ON DIN VALS PS1 90 1677
P90 O 1878
9-0 0 1679
AZ 1580
9-2 1681
Al 1682
9-1 0 1683

9=1 0 158%
A7 1685
N10 1688
Al2 1687

Nl 1688
K96 0 1689
Q-2 v) 1890
Ml 0 1691
v EL 1692
IO)K96.(1!"19(2!A12.(3)H59.(§) M1 1693
~ J54 1694
MAKE 99=0 5099 1695
F VLY 1696
3040 1697
————"GET OBJECT D TIW] 1698
Je2 1699
GEV E DESIG TIW% 1700

L IPL LISY

G610 1701
- SAVE 2097 1702
GEY WH 11w 1703

J81 T70&%
SAVE 6096 1705
—————"GEYT OIM VARTED U TINZ 1706
610 1707

SAVE 5098 1708
GEY DIM LIST CHANGED 1JA9 1709
J1U0 I7I0
GENERATE BOTH 1091} 1711
JI0D 1712
CLEAR MU1 11wl 1713
T G30 I71%
PLY DIM VARIED OES 11kl 1715
TR NI TI9E I7TIS
G2 1717

T~ PUYT WH IN NI IIwY 1718
1196 1719
R 2 % ¢ G2 J3% 1720
91 SAVE DINM 91 604 1721
CFECK ALL VALS RARKED 1045 1742
Rel 1723
- &O0HO “172%&
CHECK IF ALL BUT 1 MARKED Jéd 17125
J78 17286
ERASE OULTPUY J71 1727
———NRU EXIV 795 s ) 1728
YES MARK DIM 1104 1729
1197 1730
10A5 1731

e T T T - J1d IS ¥ & ¥

CHECK IF DUNE 1099 1733
J1Z5 1I73%
1iw0 1735
- JIIZ 5 1736
$7 0 0 1737
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— - SE 0 0 1738
15 +01 0 1739
T RTINS SR U N U RN TN UV] S AN NSNS 1730
P1O1l REMOVE IRREL DY P10l 90 1741
— .. .. AJ1 REAU RE —PIO0 T ITRZ——— -
9C 0 1743
T R 1784
92 1745
— — AL 1755
931 ) 1747
T T T o1 0 IR
L) 0 1749
T T T T e 92 J 1757
L IPL LIST
Nl 0 1751
T " PlUO0U DELETE IRREL DV PI00 J&2z 1752
GEY uH J8l 1753
T ZONZ 175%
GET OODL 482 1755
SOWI 17586
GET CHANGE FROM LIST 10A10 1757
JI0 1758
70432 1759
11wl 17160
GEY TO L 10A1} 1761
JIO 1762
EXIT IF WRONG INFO 70432 1763
GEN T091 178%
R100 1765
—— EXCFANGE rROWN RTO TIWI 1766
40HO 1767
S0HO 1768
10A10 1769
JI0 1770
J74 1771
TIwl 1772
10A11l 1773
J10 1774
JT74 1775
TOAYID 1778
411 1777
TOAYT 1778
J1l1 332 1779
T _SAVE OV (70} 1 2060 1780
CHECK REL,CIRREL 10A5 1781
GI0 1782
7044 1783
“TRRELC = — TOFI 1764
J2 1785
“YES EXIT 70J4% 1786
IRREL+REMOVE FROM WH 1i1w2 1787
1160 1788
J69  Jé 1789
T SEUNISINR IR RN R RN R RN ARG R N] SV T e 1790
P171 REVERT MYP BACK TO ORIGINAL P171 9-0 1791
~PITO O 1792
9-0 0 1793
T A2 I79%
9=-2 i795
— AL 1798
Q-1 0 1797
=1 0 1798
Ml 0 1799
§-2 0 - 1800

7



IPL LISY

Ml 0 1801
———pITU REVERT S5.C. TU URIGINAL STATE PIi70 LY 1802
GETY J8l 1803
“Sete 2002 T80%
SAVE NANE M1 60M0 1805
THET S.Ce. FRUN DES J82 1808
GET LIST IOF CHANGED VALUES 6IM1 1807
I0AIL 1808
J10 1809
T0J32 1810
SAVE (TO) VAL LIST 6097 1811
THANGE FROW LIST TINY —1812
10A1D 1813
J10 “I8IH
SAVE (FRCM) VAL LIST 6098 1815
GENERATE BUTR TO9T 1016
IN PARALLEL R100 1817
IIWY 1818
CoPY DDL 474 1819
SUNI —1820
EXCHANGE (FRCM TO) VAL 1197 1821
CTOPY FRUT LIST RYLY 1822
10A1D 1823
JIT “T82%
11Nl 1825
1198 1826
CCPY (TO) LIST JT74 1827
TOATI 1828
Jil 1829
" CLEAR N1 TIWND 1830
630 1831
PUT DD IN W1 TIND 1832
11Nl 1833
Ge 1834
PUT S.Ce IN M1 11u0 1835
TIWNZ 1836
G2 332 1837
———SUB PROCESS’ 91 —J53 1838
REPLACE (YO VALUE) 1182 1839
— BY (FROR VALUE]} TINL 1840
ON SEARCH CRITERION 1180 1841
J87 1842
Je 431 1843
- SERETFTER TV ASTE IS R O SR TN SR ¥ ] SR aF IR eRsaed 18%%
Q101 CAN CCNCEPT BE GIVEN Q101 90 1845
Uity O 1828
9-0 0 1847
A2 1848
9-2 1849
Al I850
_ IPL LIST
9-1 3 1851
g-1 0 1852
M10 0 1853
9-2 h) 185%
NS 0 1855
1 — 1858
CHECK IF ALL DIM VALS MARKED 1091 1857
JIOD J8 1858
91 10AS 1859
G1I0 1880
700 48 1861
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I FTEERREIGRRIR IR IR RN CRTERRR R S S S Sua e s 1882
Pl21 FORM CONCEPTY Pl121 9=-0 1863
- B86%
9=~0 0 1865
~ AL 1868
9-2 1867
Al 18868
9=-1 0 1869
9= v 1870
Ni1O0 O 1871
g=2 L 1872
Nl 0 1873
PIZ0 COLLECTY CUNCEPT (OIREPLTITN] PIZ20 J&d 187%
GET S.C. 481 1875
“SAVE 20N8 1876
SAVE M} 20u5 18717
unuErt aAN JY0 1878
J136 1879
20W3 o 1880
OO0L NOOE J90 1881
JI36 1882
SAVE 20n2 1883
-3 oCo TING 188«
1091 1885
J1JJ 1888
COPY S.C. 1166 1887
XT3 1888
2246 1889
ATTACH COPY 1ing 1890
TG DDL UNDER BASIS ATT 1186 1891
1JA3] 1892
Jl2 1893
CLEAR NI — TINS 1894
630 1895
PUT Cti IN N1 TIwS 1696
11iw2 1897
(¥ 1898
PUT CONCEPTY IN M1 1165 1899
- = — TIn3 1900
IPL LISY
EXIT G2 J36 1901
SUB P SAVE UIN VALUE 1) § BUNE 1902
CHECK IF REL . IRREL 10A5 1903
- GIU 190%
NIETHER 4 EXIT 7044 1905
Z0W] 1908
PUT DIN VALUE 11w2 1907
TIN® 1908
REL OR IRREL ATT 118l 1909
= JIZ ISI0
CrECK IF DIM VAL REL 11m1 1911
—  URELY SY¥BJ TOF2Z 1912
42 1913
NGs EXIT TOJH IVl
YES ADD 10O 1143 1915
CCRGEPT LIST TIRS 1910
466 4 1917
T T ST FIERYERN NN SN RN IR NN RN ] w iR SNy —I9IF
£E94 CESIGNATE CONCEPT £S4 9=0 1919
— R 1) ) — 1920
§~0 ) 1921
[ ¥4 1922
9=-2 1923
3 —192%
9=-1 0 1925



- el B (4] — 1928 —
€1 J 1927
G=2 (1) 1928
M1l 0 1929
——E& EXPERINENTER TESIGNATE CONCEPT 1 1) “J5T 1937
CLEAR 11l 1931
- — NI G30 I T
1§ El, (1) N1 11wd 1933
GET S G1 1938
SAVE NAME 60M0 1935
—=—""PUYT CUNCEPT CESIGNATIUN UN IIFS 1938
M1 CUMPARE CONCEPT WITH RS 1937
T09-1 1938
CCMPARE CORRECT CONCEPT WITH 11FS 1939
SUBJETYS CONCEPY TIWO 1940
R8 1941
— " BUITLD DETACHED DES. ') U - 1982
J91 1943
- T JI36 T
SAVE W5 40HS 1945
CCNCEPT CESIGNATION ATT. TIAZT - T9%8
u20 1947
——— PUT DESCRIPTIUN IINT 988
ON STH Jé 1949
I - G2 1950
o IPL LIST
PUTY SUBJECTS 11wl 1951
— " TCNCEPT TN TIWD 1952
STH G2 1953
—30H5  J31 1954
‘##&Qt##t.t“t#tt#*ttt#tt‘#ttt“tttl 968 EEBRRRLER 1955
— -~ OT2 TETEKNINE IF CORCEPT CURRECY [} VI 30 1958
Q10 O 1957
$=-0 0 1958
A2 1959
=2 1980
Al 1961
=1 0 1962
9-1 0 1963
)y 196%
A7 1965
FI L1900
9-2 0 1967
HY J 19538
Q10 CHECK IF CONCEPT CORRECT Ql0 J51 1969
. ~J82 1970
ENTER ATT 11wl 1971
GI10 1972
CCNPARE 11%0 1973
EXIY JZ 197%
30HO Jal 1975
- 1978
P181 ADD CIMENSION TO SEARCH C. pisl 90 1977
PIBO U 1978
9~0 ) 1979
- A2 1980
92 1981
AY 1982
9=1 0 1983
9-1 o) 1989
Nl 0 1985
9-2 1) 1986
Ml ) 1987
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N PIB0 ADD UNTYESTED DV U WH P180 J&T — 1988
SAVE M1 20u7 1989
Jo1 1990
GET WH CFF DES 10A18 1991
3 €) 1992
SAVE NAME 606 1993
PUT dN IN NI,N [+ Y 1994
GET DOL 1187 1995
J82 1998
GET (T0) LIST 10Al1l 1997
J10 1998
GENERATE 1091 1999
4100 J37 2000
IPL LIST .
ABD (TO) LIST VALS TO WM 91 116 2001
J6 2002
Jé& Jeé 2003
R190 COPY FOCUS IN DAV ORDER R1%0 J&S 2005
SAVE 2080 2005
SEARCH CRITERION J90 2007
T SAVE NARE T LONT 2008
GET M13 PREF ORDER 10A8 2009
GIU 2010
20M1 2011
93~  1INZ 2012
(FOCUS) 11%0 2013
— (UINM LIST) IIWNI 201§
SELECY DIN R52 20158
TO9Z 2010
GET COMMON VALUE ON FOCUS R1 2017
AUL TU CUPY J&5 93 2018
PGP EXTRA SS 92 30H0 2019
" SEV PRUBS UF UINS ¢+ 12ZWN1 2020
94 J60 2021
00 2042
7095 2023
- TZRU 202%
J123 , 2025
- JB 9% 2026
S5 30HO 435 2027
S1 01 J 2028
SRS SR ARV RSREED KL KX R IRREREESEEE] CEHREE SRFREEER 2029
K52 SELECT PREFERRED DIN OF (D) R¥Z R Y] 2030
SAVE LIST 60N0 2031
SELECT UIN — JI8 2032
EXIY IF NONE 70432 2033
- SAVE DIN ~ZUNY 203%
SET PROB 11w0 2038
D . 11wl 2038
OR DIM. VALUE MINUS 69 2037
T REIURN WIVH SELEGTED DIN 1§ 1)) J32 2038
PR IEESL R SRR SRS SR RRRREEBESRE] R PEEE SR ERERES 2039
UA1 FIND UNYESIED DINTS) Ual 0 2080
Q40 0 2041
o . =0 0 . 2042
A2 2043
=2 F{el T
Al 2045
~9=1 O P{+2 Y3
9-1 0 2047
— NI0 2048
K97 4] 2049
9=-2 9 2050 =
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IPL LIST

nl 2051
HS O —2052
Q40 FIND UNTESTED DINS Q40 J46 2033
. Z0W1 —2U5%
(1INEP, (2)N] J8l 2055
~20W0
30HO 2057
— SAVE Rl (1L 3 — 4058
CLEAR M1 630 20%9
————XRU DIRS OF INX “TINS —2080
3 HAVING PROPERTY AS 10AS 2061
— R8O — 20028
SAVE ODL 6044 2063
TINI 2058
CuT LIST 4200 2065
630 —2060
GET LIST OF CVALS 1144 2067
TCLLECT UINS LU 2068
MAKE DOL WITH DIMNS 10A9 2069
Va0 — 2070
SAVE NANE 60M1 2071
TTHS — 201¢
ON DOL 10A11 2073
JIX 207%
11nS 2078
TINY — 2018
PUT ODL CN M1 62 2077
e ———PUY FOCUS COPY UN NI TINS
1186 2079
— G2 430 — 2080
e o e L L e adniiid T P 2 2081
042 90 2082
Q43 O 2083
—9=0 o —208%
A2 2085
=2 2088
Al 2087
9= 0 — 2088
9-1 0 2089
N0 2090
K97 O 2091
2 ﬂ—‘ T
Nl 2093
s 0 ~ 209%
043 FIND DIMS MARKED IRREL Q43 J&b 2095
. ZONL
(1IMEP,{2)NM) J81 2097
ZOWND 2098
3040 2099
—  SAVE NI SONS 2100
IPL LIST
CLEAR N1 630 2101
T TIWNS 2102
VALUE 10F2 2103
TOAS 210%
R&2 2108
—  SAVE DODL s0NS 2106
DATA 1ERM 11Nl 2107
TOT L ISY JZ00 2108
ERASE REMAINS 630 2109
TINS 2110
CCLLECY DInS . Ré 2111
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————WAKE DUL WIiN DIRS TOAY F3 3 ¥4
u2o 2113
— SAVE NARE SONIT o “Z11%
PUT DINS VALS 11446 2115
TN DIX TGRLL rq ¥ &
PUT DDL ON M} 1l 2117
TINS 2118
11w} 2119
= PUT DOLCN N1 6d 2120 Y
PUT FOCUS COPY ON N1 1165 2121
TINS r3t-¥4
62 J3é 2123
ST RSN IS VRS AN VR EN DN CUNEOS NN | S SRNE SRSRESEN r¥1
R81 FIND VAL OF ATT (0) OF LIST()) Rel J51 21258
ATIiUJ ASSURED ECir TIN] - 2126
GET VAL OR VAL LIST 91 11m0 2127
JIU 2128
EXIY IF FOUND 70 J31 2129
NU71 FOUND 1IND 2130
GET ATTY (0) CLASS ATTY 1L0Aé 2131
JI0 2132
70431 2133
J81 213%
GET SPECIFIC 11M1 21358
— DESCRIPTVTION R 73 2138
610 2137
T0J31 2138
60N1 91 2139
E— I N— .. a— 1Z0
R8I MAKE (1) A VAL OF ATT{O)} Rez2 452 2141
- CN LIST (2} TIND 2182 —
ATTIO) ASSUMED SPECIFIC 10Aé6 2143
T GET CLASS ATl 10 Z1%%
NCNEosCONNECT SPEC 7091 2145
—  SAVE CLASS 2097 2150
MAKE DDL 1182 2147
WITH CLASS ATY J90 2188
Jl13é6 2149
SUNZ 2150
_ IPL LIST
1197 2151
JIZ
NAKE SPECIFIC 91 1182 _gigg
UEILRIP TIWL “21%%
lllgz_ 2155
SRS S REER S ERLERE R SRS XRE AR RE S SEN] R 29%S nc:nu 213?
OF “RKa0 390 Z158
OF L(1)HAVING ATT.(0) Jl136 2159
A [V SR U A¥T. S T 391 =0
GENERATE L{1) 1091 Agi:f
J100 21062
EXIT WITH QUTPUY IN HO 1180 31 21:3
SUB P SA 91 8097 Z15%
ENTER ATT. 111 2165
(9§ 113 nite Jﬂ"U'E'S_U'F_S _“T il“
NO,CONT INU 7044 2167
Y DUTPUT L ~ SINO 2168
AND CONT INUE 1180 2169
1157  J&S 2170
$7 0 0 2171
F 3§ 1 SEREES 231e
R42 NAKE LIST OF ELEMENTS FROM L{2) R4&2 490 2173
HAVING A A AL (1) 52 217%
GENERATE (2) 1091 2175

83



JIOOD 2178
RETURN WITH OUTPUTS 1140 432 21717
—SAVE S g1 5097
CHECK FOR ATT (O) 1181 2179
2180
NO EXIT 7054 2181
YES +CHECK VAL TINZ 2182
J2 2183
" NC.EXITY — T0J% 2184
YES ADD S TO QUT L 1180 2185
11 — 2186
917 0 0 2187
- iiiiiiiiiiiiiiiiiiiiiiiiitiiiiiiiiil TI0ST SRS 2188
R4]1 MAKE L1SY OF ELEMENTS r41 490 2189
OF LT(ITs ROV HAVING ATT.TU} JI138 —2190
SAVE OUTPUT AND ATT. 451 2191
TENERATE LIST (1) 1091 219¢
4100 2193
IN RO IINO  J31 219%
SAVE S FROM L{1) 91 6097 2195
E 1 4¢] ] TIWL 2190
TEST IF ATT NOT ON DES OF § R81 2197
2198
NO,ADD § TO CUTPUT LIST 11M0 2199
ANTC CONTINUE 1197 — 2200
IPL LIST
J6% Jé 2201
57 4] 4] 2202
L2442 SERE R FRCERLE SERESRESRRANEEE RS ] S8R SR ESSREE 2203
—RKIOU  10WI Z20%
11) AND (2) IN PARALLEL FOR (O) 17 2205
TIe (2} JZ1 22086
DOWN 1 GAN (1) 9-1 11W0 2207
380 2208
2080 2209
TO0J19 2210
DCuN 1 ON LIST (2) 111 2211
J8U 2214
2041 2213
—EXTT IF ENU LIS 70J19 2Z21%
ENTER SYMB FRON (2) 95 12u} 2215
y I TZW0 rr49- 3
EXECUTE SUB PROCESS Ji8 2217
—F JETURNS TS 91 2218
U6 GEN PSEUDD PROGRAM ue 2099 2219
sfﬁUtTURE"SY!BS‘FUR’SUB‘P L §¢]) 91 22420
PGP INITIAL ENTRY 3097 2221
EFAST LIST UF SUB LISYS TO98 2222
(CANY BE USED 1IN RECURSIVE ROUTN) 475 J71 2223
PL,” TOT L 91 %097 222%
SAVE LOC 6097 2225
ADU SUB L NARE TO098 2440
) 46 2227
TG LIST J68 2228
SCAN SUB LIST 95 1197 2229
J60 2230
2097 2231}
IF ENU EXIT ¢ T0J% 2232
ENTER S TWICE 1297 2233
FUR0 Z23%
LOCAL 4132 2235
70 92 2238
SET SIGN + BEFORE XEQ SUB P 4 2237
NUT TOC PRESENT 5 TU SUB P o199 2238
CCNTINUE OR QUIT 700 95 2239

84

-t \2
L ¥



~SUB Ly SEEN BEFURE 52 1358 2280

Jé 2241

JT7 22482

IF SEEN GU TO 95 (CONTINUE) 17 95 2243

T RUY SEEN THEN GEN IT 1297 22%%
91 2245

= ERIt 1O PUINTY tTFUF LOCLY 3097 Z2%0
IF -~ EXIT AGAIN 700 95 2247

<7 4] 0 2248

LIST OF USED LOCALS S8 9 0 2249
9% 0 D 2250

IPL LISTY

Gl1l {(EQUIV TO J11 EXCEPT NO BRASE) 611 451 2251

52H0 2257

11w0 2253

J&2 225%

7091 2255

360 22568

20W0 2257

TINY 2258

2180 431 2259

91 *OHU 2260

1180 2261

J&5 2262

11wl 2263

' J6% J31 2204

SIS RELR S PSS BIE RER KA R RS REERBEERE] S OREE TREEOERR 2265

— RO CULLECT LISY UF {RERY UPPERST RE JOU 4400
OF LEST (0) . _ 4136 2267

T 380 22068

GENERATE LIST (0) 1091 2269

J100 2270

EXIT WITH NAME OF OUY 11u0 430 2271

SUSB P GET VAL UOF SYRRETRY AT T. '} 1U0AS 2212

IoEe NEXT UPPER 610 2273

v T0J& 221%

ADD IT 7O QUTPUT LIST 1180 2275

ANL TONY INUE J& Pryy 2278

SE20 P R0E LS CER AR R R XK R XL LR EERRESS] SOSEE SR ERKERR 2271

T RUF COFY (CJ WITRUCUT IYS DESCRIPY ni3 J73 2278
MAKE OUTPUT NAME (OCAL Ji3é 2279

SAVE NARE 6097 221

BLLT OUTY DES ON QUTPUT 100 2281

. 2197 0 2282

) 97 0 0 2283
T YT IR T VTR R NI S U RN RV | Y N RTEEY I78%
R39 MAKE STRUCTURE (0) SYMMETRIC R3S 4040 2285

H] Lid REeSAE BOTH 951 2288

DCWN 1 ON LIST (0) 91 1180 2287

J&0 2288

2080 2289

—  EXIT IF END 70431 2290
ENTER SYM 12w0 2291

NAKE LISY NAME A VAL ON DES 1IN] 2892

OF ITS SYNB 10A6 2293

UNDER ATY A8 J12 2294

ENTER SYMB IZHO 2295

iRVUE N:‘J _qi ££90
nnntuumcnmtncntnncnq SSREE R eREERR 2297

T R38 ERASE VAL LIST OF AYY.IOY ON ( RIB —J50 2298
1) +GENERATE (1) 1091 2299

WHEN JI00 J30 2300
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IPL LISTY

SUB P sDOUBLE LIST NAME 91 40HO 2301
ENTER ATT. TIND 2302
DELETE ATT AND VAL FROM LISY J1é 2303
— ENTER ATlTl. ' TIND 230%
RECURSE R38 0 2305
—M—mtmnmmWW 2308
6210 IS DES OF (1) IN {2) UNDER CL G£10 J4&4 2307
CLASS ATY 20N01 2300
SAVE (1) DES 20N4 2309
ZONT 2310
GEN SPEC AYTS OF CLASS ATY 11} 2311
1091 2312
J100 J34 2313
— " CCNRPARE UESES 91 <ONZ 23 1%
GET VAL GF SPEC ATY FROMR]L 11%4 2315
TINZ —<Z316
G10 2317
705 2318
GET VAL FROM ROUTINE 2 1183 2319
TIWZ 2320
CCMPARE THE THO G110 2321
T0J8 42 2322
SE4 4 S0 E SR RER IS SEX IS RS SRR SERSANE] S 28R4 DWW 2323
={0J~ 3 —~  Ri13 232%
DELETE SYMBS ON (D) FROM (1) 6097 2325
COPY {07 SAVE NARE 36 23286
GENERATE (1) 1091 J100 2327
DELETE 5 UN (17 FRON (U} vI TI97 2328
J6é 2329
389 J& 2330
s7 0 0 2331
"ITTTY T v T T TT T C 3 " o N Y - i & 4 zm
Ré MARK ELEMENTS OF L (2) R4 J51 2333
NITR ATT (OF AND VAL (1) TOST 233%
J100 J31 2335
——WARK GENERATED SYNBS WITH ATV Bk ) TIW] 2336
AND VAL 1140 J12 2337
§ 2338
RS COPY LIST (1) AND CUT OFF RS 450 2339
TUPY AFTER (CTTR SYRB,0UTPUT COP — RIS — 2340
SAVE COPY NAME IN NO 40H0 2341
LOCATE (OJTH 5§ TIWO 2382
CUT+ERASE RENAINS 4200 2343
13 ~Z 3%%
S ESSVRERE RERR SRR SCE SRS SRS ASEREAERE] S48 SESEERER 2345
0¥ Gl SORS TIN5
481 2347
—PCF HS EXIY JOR5 0 23388
SERAF LR S SEEERR LRSS S AL EREEERRE] BOR TS PP ] 2349
G& INSERY i —J51 2350
IPL LIST _
(0) IN FIRST LIST LOC 111 2351
OF T1IJ RO PUSH DDONN 37 J60 TTe352
IF ENPTY PUSH DOWN . Y0 91 2353
& 1”0 92 235%
9} 2081 235%
1160 2558
211 31 2357
SESETRNET] B IATF SHTEEIOT 7358
62 PUT €0) IN 1ST LISY POS. UF (1) 62 Jé 2359
2350 =
SAFE HS S0HS | 2361
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—  PUSH DOWN LISY ¥IND 2368 -
LOCATE 1ST POS 1180 2363
— Jou 235% -
20M0 2365
— SORY 2300
PUT S IN 2160 J30 2367
FET] PIDIN RRFERRF B 2508 ST
G8 PICK YES,NO SYMBS VIA HS Gé 1091 2369
—TeJ8Z T JBl 2370 -
91 0 2371
FI 2374
£2 0 2373
T IR SR IR SRV R A TR ET IR TR 0] HEEEE SRS 7378
Gl0 GET 1ST VAL OFF VAL LIST 510 k81 2375 .
OF T (1Y 700 4B 2370
SRR AL S PSR REE PRL L EL R AR S L ERRELEP] RERER SESERRRE 2377
GIZ GEVIAUSNY (NI CT FRON TI3 G1< I0F3 2378
DEPENDING ON {0) . 32 2379
T ] 8 2380
0SS SRS RS SRS NS L VAL R R SR RASERP A% S ] R EREE ARSIV & 2381
— 69 SET VALUE OF ATY,. (OF OF GY Ji0 <382
LISTV (1) MINUS 700 2383
J123 I8 2I8%
RS SBSEVR S REERERE SR REE R SR RS ERLAEER] S 2RSS SREREERS 2385
R2 LCCATE LIST (0 EQUIVALENT RZ J51 — 2388
ON LIST CF LISTS (1) 91 1ini 2387
J60 2388
NEXT ON (1) 20M1 2389
END o QUIY BRLTEL!
IS 1(1) EQUIV (0O) 12wl 2391
1IN0 ~ 2392 T
R8 2393
NO.CUNTINUE SCAN 7091 239%
YES RETURN LOC. 11u1 J31 2395
2396
R8 (0) .C. (1) RS 451 2397
ENTER LTIST (O) TiND 35
ENTER SUB P 109-1 2399
~ GENERATE AND TEST J100 J31 2800
IPL LIST _
SUB P TEST IF S ON (1) 9=-1 1iml 2601
J6 JTT 2802
SRS S S ER NS P RNR ARG AR R KX E RS EIRBEE RS S] SRR SR SRS 2603
"= RI RETURN SYRS IF UN LTSS (O1° 117 R1 J51 SROw
ENTER LIST1 11wl 2405
~ SUBPROCESS 109-1 2808~ -
GENERATE LIST (1) J100 2407
— _ INVERT HS5 AND EXIT J5 J31 2806 — ——
DCUBLE SYMB FROM LIST (1) S5-1 40HO 2609
ENVTER LIST 107 118U 28 X0
INVERT ARGS Jé 24611
SYNB (U ON LisT (1) — JT77 2812
REVERSE K5 45 2413
~  TF = FUOUND, P CUNTINUE TO00 J8 2818
SEES SRS S SRR AR SR SRR AR ESELEE RS S] 2088 SRS ERR 2415
UZU NAKE UV SFECIFIC U0 F 3-8 <eAD
ATT. DESCRIPTION LIST 490 <417
(07 ATT., (17 VALUE 3135 2418
DOQUBLE NANE 40HO 2419
NAN D PI TINI FLY4:) -
1180 2421
J11 J3L 2822 I
SHAE ISR S IRR A A S DRS SIS LS SR NGRS SN ]| S 0LEE CESSRERS 2423
B30 ERASE BODY OF LiST (O K3 [ B ¥ ¢ S ¥ § O ZR2H
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A4 CEEREINRR AL VRN DRERETECEASRALA] S8EED SEEERREE 2625

~——EXPERITNENTERS INST TU SUBJECT L& 0 2546
L4l 2427
Y] 2828
L43 2629
— — m— - RT3 2430
L4S 2431
——— - IR Y 2832
L4&7 2433
38 83N
L49 2435
— - ait —L50 24356
> LS5} 2437
- - 152 0 2838
SR EAE NS PRV EER AR SIS AL RBERAS SR SRS ] PYYT UM 2 02 L 2439
L&I S0 rL 114
9% (1} 2441
gC J 2882
NESSAGE TYPE A60 2443
— ‘ §20 2848
A6S 2445
9 4 2800
pDL GONTAINING MESSAGE 94 95 0 2447
g5 0 2848
FIRST PRLCB FLAG A6S 2649
—_ —FI 2550
IPL LISY
EXTERNAL ENVIRONMENT A6l 2651
921 — 2892
STRUCTRUE DF ENVIORNMENTY AS50 2653
922 285%
TYPE OF CON3SPY A63 2455
— ~923 28586
GCAL AbS 2457
————3IY CIN VALUE (708 All ) 4 2958
924 0 2459
g0 0 2400
PROBLENX DETAILS Fél 0 2461
gl 0 2862
€0 2463
g2 J — 2R0%
N1l3 0 2465
§e3 0 — 28008
£8J 0 26467
L ¥ 1) 0 2888
Fl 0 2469
" HRICDEN ASSUNPFTIONS 15 926 O 2870
926 0 2471
~KWARE A9T ¥ LY
91 2473
———"TTRENSIURS IN WH A93 Y LY LY
92 2475
e —-DTRERSITNS ACTUALLY VARIEDL AT 2876
93 0 2477
91 0 2878
ANARE F7 0 2479
92 0 2580
K99 0 2481
~ 53 i) 2482
K98 0 2483
STARY BY SHONING FOCUS CARD L42 90 24895
- 9% O 24806
OESCRIPTIDON OF PROCESS 90 0 2487
RESSAGE YYPE ASD 2488
88 4
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920 2 2489

DDU CONTAINING NcSSAGE 9% 95 4] 2490
S5 0 2491
TYPE OF PROCSSS A30 2892
96 2493
CORMUNITATION A3l FZY Y
97 2495
INFURNATIUN CREATED — R32 2498
98 2497
DESTIGNAT ION INFU A33 2898
99 o) 2499
‘VALUE DF A3C - 5¢ 0 ~ 2500
e IPL LIST
COING F30 0 2501
TTTTTTTUVALUE OF A3l ST v ) 2502
FROM EXTERNAL F41 ¢ ) 2503
VALUE OF A32 S8 4] 2o0%
FOCUS OBJECT F51 0 2505
- ' - LA (4] 4] —Z5086
920 0 2507
TTUTTTTTTTPROCESS SPEC — F6Z 4] 2508
RN P ARRKGRDALERAS SR PERERREBXERERIR] S OXOE KRG RKR 2509
STLECT AN UBJECT LA3 30 ~ 2510
9% 0 2511
T T T UESCRIPTION UF PRUCESS 9T (o) 2512
MESSAGE TYPE A60 2513
ottt T o T 920 0 —Z51%
DEL CONTAINING MESSAGE 94 95 0 2515
95 O 2516
TYPE OF PROCESS A30 2517
Coorrrr e/ 96 2518~
CCMMUNICA3ION A3l 2519
Tt mmmmmmTme s o 97 2820
INFORMATION CREATED A32 2521
vy 2522
DESIGNATION INFQO A33 2523
ST T T 99 D 252%
VALUE OF A30 9¢ 0 2525
Th T “COING 7 ° - ~F30 U 2526
$1? 0 0 2527
VALUE OF A3Z .18 4] 4Y4:
SEARCH CRITERIGN F52 0 2529
LT T . - UL 0 0 2530
920 4] 2531
TTTTTTTTTTT PROCESS T SPEC F&82 [4) 2532
LEREAFERER SIVERERPEXRRR AKX XX KRR EEE] KREEE g phER RS 2533
TRALN THE BUARD L&% 90 Z293%
94 0 2535
T ~ DESCRIPTION UF PROCESS 9T (4] 2538
MESSAGE TYPE A60 2537
Tt 920 0 2538
DCL CONTAINING MESSAGE 4 95 0 2539
~ 9% 0 2540
TYPE OF PROCSSS A30 2541
T T T 9% 2542
CCPMUNICATION A3l 2543
T T o I - g7 25%%
INFORNAT ION CREATED A32 2545
- g ri-11 3
DESIGNAT ION INFO A33 2547
- T =~ — 9% 0 2548
VALUE OF A30 9é& 0 2549
T TTTOING T T —F30 0 2550
pay




tPL LIST

VALUE OF A3l $7 0 2551
FRUN EXVERNAL —F&I 0 2552
VALUE OF A32 $8 0 2553
—UBJECT CRUICE 0 2554&
Ss ¢ 0 2555
LY i) 0 — 2558
PROCESS SPEC Fé62 0 2557
— 2558
WHMICH WILL BE DESIGNATED L&S 90 2559
1) 0 2560
DESCRIPTION OF PROCESS 9C 4] 2561
ASD 2562
920 0 2563
DUL CTUNTAINING MESSAGE L) 95 D 250%
9% J 2565
—YYPE UF PRULSSS A30 2558
96 2567
—— - CUONMUNICATION ~A31 2568
97 2569
~———-——YNFORWATION CREATED A32 2570
98 2571
DESIGRNATION INFU A33 2512
99 0 2573
— " "VALUE UF A30 58 0 4 XL
COING £30 0 2575
- E S1 0 2576
F42 0 2577
VATLUE OF A32 SE b} 2518
CBJECT CHOICE F53 0 2579
— " VALUE OF A33 L3 0 — 2580
OBJECY F71 J 2581
- 920 — 0 2582
PROCESS SPEC. F62 0 2583
8Y YES CR NO L&b 90 2585
9% 0 25856
sc ) 2587
NESSAGE TYPE A0 2580
920 2589
DCL CONTAINING MESSAGE 2] 95 ) 2390
55 0 2591
DESIGNATIDN ATT. AT 2592
931 4 ) 2993
920 [+] 2594&
ATT SPEC F63 0 2595
§31 0 25968
YES Fl 2597
NC Fe 0 2598
t‘ttt###tt#t##“#*#t‘#tt#t#t#####t*l S22 xE SR EEEEER 2599
NHEN YOU RAVE TRE CONCEPT 37 50 2800
R IPL LIST
94 0 2601
——-———DESCRIPTION GF PRUCESY 9T (4] 2602
MESSAGE TYPE A60 2633
920 U Z50%
ODL CUNTAINING MESSAGE L 95 ¢ 2605
R ' 5 J 2606
TYPE OF PROCSSS A30 2607
g6 2608
CCPMUNICATION A3l 2609
97 2610
INFGRNATION CREATED A32 2611
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98 ~ 2012
DESIGNATION INFO B A33 2613
L 2B U Z01&%
VALUE OF A30 Sé 0 2615
“CECIUING ¥31 U R {-} )
$? ] 0 2617
A 2 1] 0 2618
CCNCEPT F54 0 2619
— L'k 1) L 2 { Y { I
920 0 2621
"PRUCESS SPEC — F8Z U TBTZ
EEE O SRERL L SHRE LR R SRR RERECEERERRE AR E] VIRBE RS ESEH LR 623
FURN THE CUNCEPT | ) 90 262%
94 0 2625
— DESCKIPTION UF PRUCESS 9T 1] 2648
MESSAGE TYPE ASO 2627
92y J 2028
ODL. CONTAINING MESSAGE sS4 95 0 2629
-} 1 0 2630
YYPE OF PROCSSS A30 2631
96 2632
CONMUNICATION A3} 2633
' 97 ~ Z203%
INFORMATION CREATED A32 2635
98 2638
DESIGNATION INFO A33 2637
99" 0 2638
VALUE OF A30 S¢ 0 2639
CUIRNG F30 +) 2080
$7 J h] 2641
— _VALUE UF A32 S8 0 2882
CONCEPY F54 0 2643
9% J T 208%
920 4] 2645
“PRUCESS SPEC r8Z U r{-11
SRR R LRB SR EEE SRR PEERERRERER RS AL L] CREEE SV GRERAE 2647
WHICH WILL BE DESIGNAYTED L& 90 2048
94 0 2649
DESCRIPTIDN UF PRUCESS 9T 0 2650
IPL LIST
NMESSAGE TYPE A60 2651
o 920 O 2652
DDL CONTAINING MESSAGE S4 95 0 2653
B} ] +) ~ Z205%
TYPE OF PROCSSS A30 2655
. 98 2856
CCHNMUNICATION A3l 2657
- - ) A 2658
INFORMAT ION CREATED A32 2659
= v3 2000
DESIGNATION INFO A33 2661
- 99 0 2652
VALUE QF A30 S¢ 0 2663
TUING F30 0 2064
VALUE OF A3l $? 0 2665
BUTH - [ Y4 J 2000
VALUE OF A32 S8 0 2667
CCNCEPTY F5& O 2668
VALUE OF A33 9s 4] 2689
CCNCEPT F1e 0 2670
920 0 2671
*ROCESS SPEC Y [4) 26712
SHRE I RDR S PREL NS SEN SRR REREEREEREER] S SSEE KR EEB RS 2673
— _YES OR KO L0 50 2074
94 0 2675
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MESSAGE TYPE AG0 2677
920 O 26718
ODL CONTAINING MESSAGE 94 95 9 3679
L'} 0
EXP DESIGNATION OF CONCEPY A27 2681
941 I — 2682
941 0 2683
— YES - F1 r{1L)
NO F2 0 2685
$20 O 2088
ATY SPEC F63 0 2687
‘“"“iiiiiiiifiiiifiiiiiii?iiiiiiiiiiiii! Y TTI TSI ) 2688
B IF THE CCNCEPT IS CORRECTY LE1 90 2689
—9% O —2090
DESCRIPTION OF PROCESS 90 0 2691
ASD 2092
920 (4] 2693
DDL CONVAINING BESSAGE B L g5 0 {11}
95 0 2695
—YYPE UF FROUCDSS — A30 2630
96 2597
CCFRUNICATION A3l 2698
97 2699
——YNFORNATION CREATEV A3Z 27100
L IPL LISY
98 2701
CESIGNATION INFU —A33 2102
99 0 2703
—VALUE UOF A30 ~ S8 J Z10%
CECIDING F31 0 2705
57 0 0 2106
VALUE OF A32 S8 ] 2707
CONRTEPT F54 O 2708
VALUE OF A33 S 0 2709
TCNCEPT ~¥7Z2 U 2110
920 0 2711
- T FROCESS SPEC F6< O 2112
SRS HREHE S SEL SIS AXERRESRESE RS RRRA] RS0 SE 2% RSE RS 2713
T TRATS IV L= “90 ZT71%
94 0 2715
t 33 9T U r42 N
MESSAGE TYPE AS) 2717
920 U 21718
DCL CONTAINING MESSAGE 94 95 o 2719
- 35 o 2120
MESSAGE TERMINATION A81 2721
9& U 2122
S¢ J 2723
—F&% U 2T12%
920 0 2125
TERMINATION F6% O 2126
PP T T DRI T T 1 2 L L it S R SR RLE S 2727
T — RAY 4] 0 2748
A2 PROCESS OUTPUT A2 0 0 2729
A3 PROCESS DESCRIPY (LL7Y ATT. A3 0 2730
A30 2731
— Tt T T o — A31 2732
A32 2733
~A33 O ragll
A% HCW 08J FOUUND A4 0 o 2735
— A5 RELLIRRELC ~7~ AS ) 0 2736
A6 (MNEXT UPPER ) SYMMETRY At 0 ¢ 2737
—-— AT EXP DESIG OF CARD CHUILE AT 90 O 2738
9z s ] 2739
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r 13 2740
o o 91 0 2741
T T T 91 o} 2742 T
AlS5 4] 2743
T A9 DIN VARIED ATY., T AS 90 0 2784 T
9C e | 2T45
T AS raL )
91 0 2747
T T e T - 91 0 2748
Al2 0 2749
TSI TIN VALUE FRON - AX0 - 14] [+ — 2150 ;
_ IPL LISY
9C 0 27151
- . AS 2152
91 0 2753
91 ) 215%
Al2 0 2755
9C 0 27156
Ab 2757
— 1 J 2758
91 0 2759
ale 1+ 3 2160
Al2 CLASS ATT. S.C. FORMATICON Al2 J 2761
AY 2162
Al0 2763
ATT s) 27154
AlS SET MNMBERSHIP ATTY. (CLASS) AlS 1] 0 2765
AlD U (o} 27606
AlT CCNCEPT FOUND Al7 J 3 2767
§ §1 AlB 0 (4} 2768
Al9 CONCEPT (MCw FORMED) Al9 0 0 2769
T AZU UTO0 L VAL IS FOCUS COPY — AZ0 4] 0 2770
A27 EXP DESIG GF CONCEPT A27 90 2771}
St U FA R §
A6 2773
91 L] A KL
91 ] 2775
AIS O FAAL)
A26 KON OBJ FOUND A26 J D 2717
FOR . CEPTY ALY 4] [ 2178
A30 PRUCESS THYPE A30 0 0 27719
A31 PROCESS CONMUNICATION A2 o) B 278D
A32 INFORMATION CREATED A22 0 4] 2781
CE A INFUORNATION A2 o 0 21z
AS50 E9 ATT VAL 1S M13 AS) 9 0 2783
ASU EXP RESSAGE TYPE A0 1) 4] 2188
A6l EXTERNAL ENVIORNMENT A€} 0 0 2785
T At3 s ) 0 2188
A64 TFE GOAL At 0 0 2787
F » =F1) ALS B 0 2788
A66 HIDDN ASSUMPTN NUT KNO TO SUBJ Aéé 0 0 2789
Vv UEIA PELiF AtU [+] (4] 27190
ABl MESSAGE TERMINATION Agl 0 0 2791
AS1T ARARENESS ATYRIBUTE AT '3 ‘B 27192
A93 CIMENS IUNS IN WORK HYP AS3 e ) 2793
VARED ASS ‘B 0 Z279%
Alll POSSIBLE VALUES OF SPEC ATTY Alll 0 0 2795
AJ0J LI0U TYPE VAL IS E9 A30Y 3 0 21958
A302 L100 o VAL IS STRAT A202 0 0 2797
' ] ~F1 0 LB 2798
F2 NOe¢ IRRELAVANT F2 Jd J 2799
} 7341 ) F3 0 D 2800

andvl o
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IPL LIST

F4 FLAG (M1,N) Fé 0 0 2801
—— g5 CCNTATRNS CURCEPT FS J ES) 28732
F6 CONTAIAS NAME FOCUS CARD Fé 0 0 2803
—F7 AWNMKE ri 0 v “280%
F8 UNAWARE FE o) 0 2805
- --—-g30"COING - F30 0 ) —2806
F31 OECIDING F3l 0 0 2807
—~-——¥3Z CCNTEXTING ~~ F 32 4] ) 2808
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C50

APPENDIX C

NARRATIVE DESCRIPTION OF MARK 1V, MOD 2

Control Contexter Program is to de- Cs52
cide what type of a message is coming
in and assign it to the proper decoder.
Receive message from experimenter
{automatic copy of input) and save

the message. Determine the message
type and save its value. Use the
value of the message type to select

a proper contexter, Execute the se-
lected contexter.

Cé0

Include problem details in dummy
description list. (The message was
a problem-detsil type.) Save the mes-
sage {automatic extract name of
dummy description list from message
list body) intormation. 1 shall call
the problem . Ishall call the
external world . Describe the
problem by my name for the external
world. The structure of the relation-
ship hetween dimension values and
dimensions of the external world are
given by M13. Describe my name for
the external world by this structure.
Describe the problem by the problem
details which I had saved.

Is this the first problem solution
attempt? If yes, I shall call my
strategy . Describe the prob-
lem by the name of the strategy. If
no, recall the name of the most re-
cent strategy used (obtained from
long-term memory). Describe the
problem by the name of the strategy.
Use the name of the probl>m as a
memory tracer. '

The message is a doing type. Save
the message information (automatic
extraction of ddl from message body).
Get the description of the problem
which names my strategy. Create a
name for this behavior. Describe

the name by the message information.
Add the name of this behavior to the
strategy.

- ‘;:
e 4 U

The message is a designation type.
Save the message information
{automatic extraction of ddl from mes-
sage}. The possible values of the
experimenter's designation replies
will be yes or no. Add this informa-
tion to my general store of information,

Recall my most recent strategy and
recall the skeleton outline of the cur-
rent problem. Is this the first prob—~
lem?

No—execute the most recent

strategy, then remember it,

Yes—create a name for the new
strategy arnd save the name.

Create linkage to beginning of this
phase and save linkage. Now [ must
compare desired behavior with exist-
ing behavior and {ill in the strategy.
To do this I must (S«b Process).

Sub Process

Compare descriptions of behavior
on skeleton strategy with existing
behaviors. Can Ifind a match?

No—error.

Yes-—save name of behavior, add
name of this behavior to the
new strategy list.

Does this behaviocr receive informa-

tion from the external world?

No—(Go to 9-4).

Yes—Is external information a
designation?

Yes — Determine type of desig-

natton.

No—~Determine what type of
external information is
received.

Now that information type has been
determined, I must get contexter for
that type. Add name of contexter to
the phase {automatic next upper link-
age insertion). (Insertions pf con-
texter implies end of phase s© that
the behavior can be executed.) Now
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C20

108

execute the behavior phase just cre-
ated. Save results of decision (all
phases end with a decision output
of yes or no). Save name of phasc
just executed, Was the last behavior
on the pbhase list a decision—-type
behavior?

No—Exit sub-process.

Yes—Link the no response to the

first phase. Link the yes

response to the couimct phase.

Create new yes link.
Was result a previcus decision a
No—Execute phase linkecd to
the No.
Yes—Exit from sub-process.
is behavior-type a decision?
No—Exit sub-process
Yes—Has phase already been
executed ?

{Note either a contexter or a decision,
continue implies phase execution.]
No—{Go to phase execution).

Yes——Execute just the decision
behavior, erase temporary
storage.

Go to 9-16.

Create 27
Information has been received from
the external world. I must save where
1 am in the problem sequence so that
I can return to this point later. Is the
next behavior in the plan described
like a Z7 behavior?

Yes—FExit this contexter.

No—Create a name which is de-~

scribed the same as 27.

Place this name in the saved problem
sequence. Use name of the present
contexter to get name of phase, save
the name of the phase. Get name of
Z7 behavior. Add behavior which cre~-
ates a working hypothesis. Add be-
havior to remember the working hy-
pothesis (P191). Add behavior which
will trace working hypothesis {C31).
Add behavior to remember how the
working hypothesis was formed. Add
a decision behavior which decides if
I can proceed to the phase (D4). De-
scrbe the phase to show that Z7 has
been added to the phase. Describe
the phase to show that D4 has been
added to the phase.

Verify vuject choice.

Save where I am in the problem solu-
tion. Obtain next behavior in the
sequence. Is it described as a D~
type routine?

C38-9

9-4

Yes—Exit contexter.

No—Create a name for a behavior
which is described as a DO
routine. Add the DO behavior
to the phase list (automatic
next upper added to DO)., De-
scribe the phase list by the
addition of DO.

Create reaction to object designation.
Save where I am in the problem se-
guence. Save the current memoly entry
point. Use name of contexter to ob-~
tain name of phase. Save the phase
name. Create and save name for a
routine described the same as a 24
routine. Is the next behavior in the
solution sequence described the same
as 24?

Yes —Delete the matching name
from the problem sequence.

No—aAdd symbol for Z4 behavior
to the phase list.

Describe phase list by addition of
Z4 behavior.

Get experiment's designation of
the cbject choice. Was it designated
ayes?

Yes—Establish a routine to remove
irrelevant dimensions, as the
appropriate behavior, save
name, (Go to 9-4).

No—Establish a routine to revert

dimensions as the appropriate
behavior, save name.
Is the subject aware of cimension
varied ?

No—{Go to 9 -4).

Yes —Was one dimension varied?

Yes —{(Go to 9-4).

No—Add routine to retrace
memory one level to the
Z4 routine, Then exit
contexter.

Add to Z4 a behavior to retrace
memory one level. Add to Z4 a be-
havior to mark the dimension values.
Add to Z4 a behavior to mark the
dimensions. Add a routine to recall
the experimenter's designation of
the object. Add appropriate dimen-
sion handling routine to Z4. Exit
contexter. [Note: This routine is
not consistent with the other rou-
tines.]

[Note: The interpreter must check for con-
texter and if so will put CIA in (0}, along

with other inputs.]



P21

Sct up reaction to concept designation.

Save where I am in the problem se-
guenca, obtain the next behavior in
the problem sequence and determine
if its designation matches that of a
Z6 behavior.

Y«s—Declete behavior from problem

seguence.

No—Obtain cxperimenter's desig-

nation of the concept.
Ifitis a
Yes—Exit from contexter.
No—~Create a symbol described as
a Z6 behavior.

Add new Zé6 to the execution list.
Use name of contexter to get name of
phase.

Describe phase by addition of Z6
behavior. Get the focus object and
determine if any unmarked dimensions
exist.

Yes—Set to add routine to which

finds unmarked dimensions.

No—Set to add routine which finds

irrelevant dimensions.
Save name of appropriate routine.
Add routine to Z6 which retraces mem-
ory one level (C41). Add routines to
retrace memory one level. Add appro-
priate routine from above (Q41, Q42).
Adda routine to add dimension to work-
ing hypothesis. Add routine to Zé6
which remembers modified working
hypothesis. Is the subject aware?

Yes—Correct focus object dimen-

sionality.

No-—Set dimensionality to unity.
Set routines which add dimension to
above dimensionality. Exit contexter.

Problem specification
P21—Copy focus.

P61—Remember copy of focus object.
P3]1-—Put name of focus copy in MEP.

P62—Remember set membership of
focus copy.

Copy focus object.
Get the name of the focus object from
working memory, save the name.

Get a dimension value, use dimen-
sion value to get dimension. Use
dimension to get the list M13. Make
a copy of focus object in DAV order
{R190). Give this copy a name, place
name in M} ,N. Exit subroutine.

{Note 1. This should be mostly
within the subject. I think we should
change program so that E routine

P60 -1

C3l

P62

Z7

P191

P63
C31

P64

gives an undescriboed focus with
internal name so that subject doos
not have to copy it. |

[Note 2. This routine is really un-
necessary if we implement Note 1.]

Attach (M1 X) to value list of class
attribute (2) of list (3) (0) = I'lag.
Input M1 3
QOutput M J.A.:.:O.
Note that whatever is namcd in con~
tents of MEP gets described. Remem-
ber . The item of information in
working memory is stored as a value
if an attribute describing the symbol
contained in the memory entry point.

Trace

The name contained in working memory
is placed in the memory entry point

so that one can trace the problem path
in memory.

Remember . Remember that the
focus object is a member of the sect,
i.e. the ddl in working memory is
stored as the value of an attribute
describing the focus object.

Create a working hypothesis

P191—Create working hypothesis
from the copy of the focus
object (CFO).

P63 —Remember working hypothesis.

C31~-—Place WH in MEP.

P64 —Remember how working hy-

pothesis formed.

Make a working hypothesis having
K99 dimensions. If the subject is not
aware, this is a subject characteristic
routine whic creates the WH.

If the subject is aware, this routine
is a legal doing-—-type routine.

Get the focus object from MEP, cre-
ate a copy. Remove those dimensicon
values beyond the K99th. Find the
dimensions comresponding to these
dimension values. Create a descrip-
tion list containing these dimensions.
Save the ddl. Attach the dimension
values under a "from* attribute. Store
ddl in M1,D. Stare WH in M1,N.

Exit subroutine,

Remember working hypothesis.

Place name of working hypothesis in
memory entry point.

Remember how working hypothesis

.formed.

109



Z1

P131

P140

P151

110

Create search criterion.
P131—Select dimensions to vary.
P141—Sclect dimension values.
P151—Vary dimension values.

[Note: Contents of M1 before P151 were WH

and ddi, P151 manipulates the contents of WH
but does not replace the contents of M1, Per-
haps we should standardize the end of a rou-

P64 —Remember how working hy-

pothesis was varied. P64

Sclect dimensions to vary.

Get the name of the WH from work- 23
ing memory. Collect dimension -
values not designated and save this
list. I will vary only K98 of these so
discard the rest.

Make a list of the dimensions cor-
responding to the dimension values.

Create a ddl for the dimensions. Add

the list of dimension values to the

ddl under a "from® attribute. Put

name of WH in M1, N. Put name of P51
ddl in M1, D. Exit from routine.

find new dimension values.

Get the list in M1, D describing
what to vary, and save its name.
Obtain value of the "from" attribute.
Obtain the dimensions attribute.
Generate dimensions and their values
in parailel.

Sub Process. I know the dimen-
sion to vary and its original value.
Obtain list of dominance values for
the dimension. Set probability of
dimension value negative {ignore Do
dominant attribute value of this di-
mension value). Choose most dom-
inant dimension ~.ilue. If none, exit,
Save this dimension value. Check
to see if it has been designated.

Yes—Pick up another dimension
value.

No—Make this DV a value of the.
“to" attribute of the ddl saved
earlier. Restore DAV values
of the "from" and "to" dimen-
sion values (seems pecullar
should bein Z6 problem clean-
up). Exit sub process.

Q51

Vary the dimensions of the working
hypothesis. Save the name of the
working hypothesis. Get the ddl
containing the change information
and save its name. Get the list of
“from" dimension values. Get the
list of "to" dimension values. Gen-
erate the "from" and "to" dimension
values in parallel

Sub Process Get the name of WH,
then replace "from® DV to the "to" DV

«8

tine to fill M1,N, M1,D.

Remember how WH modified. Describe
working hypothesis by the "from-to" list.

Select an object.

P51—Find object matching search
criterion. {Note: the search
criterion is the working hy~
pothesis after a dimension
has been varied.}

P65—Remember the object.

C31—Place name of object in MEP.

P66~—Remember how object found.

Save the inputs. Get and save the
name of the search criteria. Search
the external environment for object
matching the search criterion (K2).
Save the name of the matching object.
Get value of change attitude (" from-~to"
1ist), Place name of change list in M1,D.
Place name of object found in M1,N.
[Note: We may want to systematize
this by always using same for those
symbols going into M1,N and descrip-
tions for those symbols going into
M1,D.}

Verify object choice
Q51

Check object choice.
Save inputs. Get name of object
chosen. Recall the focus object.
Make list of symbols. Determine
which dimension values of the object
are not on the focus object. Save
name of this list. Get "from~to” list
from the *how found” attribute. Get
the value of the "to” attribute. Find
which values the focus object and
“tp* list do not have in common,
Generate these values.

Sub Process Check to see if
dimension values are marked.

No-—Exit.

Yes—Pop HO.

Set output of Q routine ¥,
[Note: This program determines what
focus object and card cholice do not
have in common. Then it checks to
see that the non-common dimension
valtas are not already marked rele-
vant or irrelevant. If unmarked, this
object is O.K.]
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~93

Pe2

Z4

P96

P91

Experimenter designates object. pP502
P7l—present object choice.
L9 3——cxperimenter designation.
Po2—remember designation.

Put name of object in the output chan-
ncl. Save inputs {MEP,E1l). Get
name of object choice from MEP.
Place name on output list E2.

Experimenter checks to see if object
choice contalns concept, sets value
of designation attribute yes or no
and puts ddl in M1,D and name of
object in M1, N.

Remember experimenter's designation

of the ohject. P171

React to object designation.
P96—mark dimension values.
P91—mark dimension
C4l1-—pop to WH
P10l or P171~—delete or revert di-

mensions of the
working hypothesis.

Mark dimension values.

Save inputs, set number of values to
zero. Obtain experimenter's designa-
tion of the object and save it. Get
the working hypothesis and save it.
Get the value of the "from-to" at-
tribute and save the description list.
Get the "from" dimension list. Gen-
erate dimension value list.

Sub Process Make experimenter P10l
designation an attribute value of the
relevancy attribute. Save all {(K96)
dimension values required. Reverse
H5.

Mark dimensions relevant-irrelevant.
Save inputs. Get object description,
get experimenter designation of the
object choice and save it. Get the
search criterion and save it. Get the
"from~to" list of the search criterion.
Get the dimension changed list and
generate it.

Sub Process Save the dimension.
Check to see if all but one dimension
value marked.

No—Exit.

Yes—Mark the dimension with

experimenter designation.

Check if done K96 uimensions.

Yes—Terminate sub process.
No—Continue.
Place dimension varied description
in M1,D, place WH in MI1,N, exit Dl
routine. '

Recall set membership (should be 501).
Get value of set membership attribute
of symbol named in MEP. Save inputs,
get first symbol in MLEP. Get first
value off value list of { MEP) under set
membership attribute.

If none—exit.

Put value in M1,D.

Put symbol from MEP in M1,N.

[Note: The general routine underlying
this is P500 which enables one to find
the first value on he value list of at-
tribute of 1list . This is a
very powerful routine which isn't used
enough.}

Revert working hvpothesis back to
original.form. Get name in Ml1; get
description. Obtain the value of the
"to" attribute and save it, Obtain the
value of the “from" attribute and save
it. Generate ooth lists.

Suo Process Replace the "to"
value on the search criterion by the
“from*" wvalue.

Create a description; make old
“from" list the value of the “to” at-
tribute.

Make the old "to" list the value
of the "from" attribute.

Hold description in working mem-
ory.

Hold search criterion in WM,

Remove irrelevant dimension from WH.
Get WH from working memory; get its
description. Obtain the value of the
"from" attribute and save it. Obtain
the value of the "to" attribute, save
it. Obtain value of dimension attri~
bute and save it. Generate both lists.
Sub Process Save the dimension
value from the “to" list. Determine
if it is marked irrelevant.
No—Exit sub process.
Yes—Remove the corresponding
"from" value of the working
hypothesis.
Create a description, make old "to"
list the value of the "from" attribute.
Add old dimensioxn list as value of
dimension attribute.
Hold WH {n Mi1,N.
Hold ddl in M1,D.
[Note: Perhaps the class attribute
should be a varied attribute, "what,"
“from," "to" as the specific values.]

Can concept be presented?
Q101
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Z5

P12l

112

Get name of working hypothesis.
Generate body of WH.

Sub Process Get value of desig-
nation attribute of the dimension
value.

If unmarked —exit.

If marked—to next dimension

value.

1f all dimension values marked,
then concept can be presented.

Form a concept.
P121 —Form concept.
P67—Remember concepti.
C31—Transfer concept.
P68—Remember how formed.

Form concept.

Get the search criterion (WH) and
save it. Create name of concept.
Create descriptions of concept and
save it. Generate body of working
hypothesis. (Sub process)

Sub Process Save dimension
value, determine if dimension is un-
marked. If yes, exit. If no, save
value of relevancy attribute and save
dimension value. Was dimension
value relevant?

If yes~—add value to body of

concept.

If no—exit sub process.

Make working hypothesis the value
of the basis attribute of the ddl.
Place description in M1.,D, place
concept in M1,N.

Have concept designated.
P72 —Present concept to experi-
menter.
F94 —Experimenter action.
P69 —Remember designation.
[Note: P72 is definition of present
verb. |

Z6

Q41

Q42

P18l

Corrective action:

C41 —Pop SC to WH.

C41—Pop WH to Cro

Q41 —Tind untested dimensions
(or Q42)

P181—Add dimension.

C11 —Place working hypothesis
name in MEP.

P64 —Remember what added.

Tind untested dimensions.

Get and save copy of the focus ob-
ject (in MEP). Make list of all di-
mension values of CFO neot marked
DELE TE all but K97 of the symbols.
Find dimension corresponding to un-
marked dimension values. Create
description. Make list of dimensions
the value of the dimension attribute
{what). Add list of unmarked dimen-
sion values as value of the "to" at-
tribute of the ddl. Place name of
CFO in M1,N. Place description in
M1,D.

Same as Q41 except that R42 used
instead of R41. R42 checks for match
of both attribute and its value, hence
to list irrelevant dimension values
one needs attribute value.

Add dimensions to SC (WH in M1,N,
new DV list in M1,D). Get value of
hypotheses attributes of CFO and
save it (WH). Hold it in M1,N. Get
}he description, obtain the "to” list
from the description. Generate sym-
bols on "to" list.

Sub Process Add symbol on "to"
list to the working hypotheses.
Place working hypotheses in MI1,N.
Place description in M1,D.
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