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FOREWORD

This report contains the resulits of the second phase (July,
1s - June, 1970) of the File Organization Project, directed toward
the development of a facility in vhich the many issues relating to
the organizoticon and search of hibliographic records in on-line com-
puter environments could be studied. This work was supported by a
grant (OEG-1-T-07.783=5068) from the Bureau of Research of the
Office of Educaticn U.Z2. Department of Health, Educaticn, and Welfare
and aiso by the University of California. The prinecipal investigator
was M.E. Maron, Professor of Librarianship and Associate Director,
Inztitute of Library Research; the project director and project manager
were, respectively, Ralph M. Shoffaer and Allan J. Humphrey, Institute
of Library Research.

This report is being issued as seven separate volumes:

* Shoffner, Ralph M., Jay L. Cunningham, and Allan J. Humphrey.
The Organization and Search of Biblicgraphic Records in On-

Line Computer Systems: Project Summary.

Shorfner, kalph M. and Jay L. Cunningham, eds. The Organization
and Eearch of Bibliographic Records: Component Studies.

Aiyer, Arjun K. The CIMARON System: Modular Programs for the
Organization and Search of Large Files.

Silver, Steven 8. INTX: Interactive Assembler Language
Interpreter Users' Manual.

* S8ilver, Steven 5. FM3: Users' Guide to the Format Manipulation

System for Natural Language Documents.

* Silver, Steven S. and Joseph C. Meredith. DISCUS Interactive
Syster Users' Manuel.

System for Information Processing.

- Smith, Stephen F. and William Harrelson. TME: A Terminal Monitor

Because of the Jjoint support provided by the Information Processing
Laboratory Prcject (OEG-1-T7-0T71085-428%) for the development of DISCUS
and of TM3, the volumes concerned with these programs are included as
part of the final report for both projects. Also, the CIMARON system
(which was fully supported by the File Organization Project) has been
incorporated into the Laboratory operation and therefore, in oxrder
to provide a balanced view of the total facility obtained, the volume
is included as part of the Laboratory project report. (See Maron, M.E.
and Don Sherman, et al., An Information Processing Laboratory for
Education and Research in Library Science: Phase 2. Institute of
Library Research, 1971.)
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1. AN ANALYSIS OF THYE SEARCH PROBLEM IN FILES
O OBJECT DESCRIPTIONS
By Irene Travis

1.1 The Purpose and Scope of This Chapter

This chapter is intended as an initial exploration of '"the
search problem" for the File Organization Project of the Institute
of Library kesearch at the University of California at Berkeley.
To avoid any misapprehension of its scope and purpose, it sec =
appropriate to clarify immediately what is meant here by ''the
search problem." As a topic in the literature of information
retrieval, "the search problem'" refers, in fact, to a variety
of topics. Two of these will now be specifically excluded from
consideration. The first is the common definition of '"the
search problem" as minimizing the time required to find an item
in a machine store. The other toplc excluded is "the search
problem”" as that of finding "relevant" documents, the point of
view of the literature searcher. The focus will be instead, on
record retrieval, on the problem of retrieving records corres-
ponding to a searcher's query.

Bibliographic files will be used as examples, but the analysis
extends to a considerably larger class of systems, as will be
clear in the course of the discussicon. The aim of this chapter
is to obtain an overview of the problems of searching files
like bibliographic files without limiting ..ttention to any one
such set of records. In the course of this Aiscussion, the
construction of files, the problems of sesrciing them, and the
nature of the tools vhich a system might ncorporate to aid in
file search will be examined.

1.2 A General View of ObJject Description -
1.2.1 Data Structure and Data Processing

"he way in which man stores his knowledge of ch: world in
his brain and nervous system, processes it, and convzrts the
results to a form suitable for communication with ot.er men, is
little known at present. Since man learned %o recorid his
communications in more or less permanent media, however, certain
types of information which we use have come more and more to be
stored externally:; that is, stored in grepnic, written, sound-
recorded, or other forms. Indeed, the amount of information
about the world which is now accumulated is far too vast and
particular for more than a minute part of it to be held in
human memories at any one moment.

Information, whether in the brain or in some external form,
is used and modified in many ways for many purposes. The type
of processing possible is clearly related to the nature of the
information and the way in which it is structured, but our know-

- —1‘
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ledge of these matters is as yet quite limited. The most complex
forms of storage, and processing are still those confined to the
human brain, despite the fact that for certain classes of data

and processes, the electronic computer is a far faster and more
reliable tool. In other words, the brain is still the only means
we have for storing certain data in ways such thal certaln

classes of processes caxn be performed on them. The coalescing

and transformation of data involved in determining the meaning

of a sentence is an example of such a class of processes. Writings
in natlural language are processable only in very limited ways,
without transformation, either by machine or by the brain. Each
mast transform it to other data structures bhefore complex pro-
cessing can be done. In recent years as the amount of informa-
tion has increased, problems associated with organizing these
external stores in a fashion useful for machine processing, that is,
of discovering methods for the external processing of the external
stores, have received even more attention.l-2

If we loolk at the kinds of data whieh have been successfully
used by machines to this peint, we find that much of it can be
characterized as descriptions of objects or "entities'": persons,
buildings, organizations, filing cabinets, bocks, ete. A large
sub-class of such data are those which are observations of
entities involved in systems which =an be adequately represented
by some mathematical or statistical model, such as the struc-
tural aspect of a building. The rules for manipulating such
guantitative data are "formal': they are independent of the
particular detum. The machine can manipulate these data not
only as well as the human brain but with a speed and accuracy
many times greater than any person. Those descriptions, on
the other hand, which are not ocbservations from a system which
can be adequately represented formally are frequently a mix-
ture of strings of words and some measurements. The kinds of
data econtained in personnel records is a good example. It is
this latter type of data with which we will be concerned.

Apart from updating, matching, sorting, and counting of

records are the most usual types of processing carried out on

such descriptions., Its purpose is usually one or a combination
of the following:

a. Finding information about individual objects;

b. Allowing the generation of guantitative data about the
size of various classezs of objects as a means of char-
acterizing the file or the group of objects described;

c. Creaoting a directory to the objects described.

Few of such dats retrieval systems are used for any one of these
purposes exclusively.



The processes which support even these purposes in our present
systems, although very fundamental and very useful, are still
quite limited. 8Such determinations as, for example, f2et member-
ship using non-numeric data may be difficult. Membership fre-
quently cannot be decided by any of the order relations such
as "less than" or "greater than' which are verr powerful for
numeric data, nor, scmetimes., will the list of possible members
or non-rembers be enumersble and storable., An example of such
a difficult determination is the recognition of personal names;
another, the dztermination of the language of 3 string. This
tyr=2 of knowledge does not have to be explicitly stored for the
human user of the library catalog, for instance, who recognizes
such distinctions with little difficulty, but the machine al-
gorithms for recognizing these accurately are as yet rudimentary
and troublesome to develop. In truth, the manner in which
humans make these inferc .ces 1s not formally understood, and
the developm nt of data structures for machines to allow the
simulation of such capabilities is still in its infancy. Our
present programs can use only a limited but important class of
formal clues, such as the punctuation of the string or the
occurrence of certain symbols of words, although this approach is
sufficient for certain applications. It is the search problem
in files of observations of this class of largely noa-gquantified
object descriptions which we will now explore in this paper.

1.2.2 Object Descriptions - Entities, Attributes, and Values
1.2.2.1 The Domain of Discourse

The domain of discourse of a file is that set of objects

or entities which is described in that file. These descriptions
are the values ascertained for certaln properties or attributes
of these entities. For exampls, if the objects are people, we
might wish the values of attributes "height," "weight," "vision"
or similar characteristics: in other cases we might be more
concerned with attributes such as "highest academic degree'" or
"number of years experience as a supervisor." These attributes
would have values such as "150 1lbs." or "20-40," or "M.A."

Values, then, are the data in the file.

These values are each associated with an element of the
domain of discourse; however, given these data or, in other
words, simply looking at a previously prepared description, there
are sgseveral alternative ways of associating these values with
entities. In other words, there is usually more than one pos-—
sible kind of object in domain of diseourse of the file. The
reason these alternative analyses can exist is that frequently
the value of -ne attribute of an entity may itself refer to
another entity. For example, monographs have an attribute

"o

The person, however, is also au entity with an attribute "r- e
whose value is the same as that of "author." (See Fig. 1)

...”"13




The discussion of the domain of discourse presented in "Analy-
tic Information Retrieval" by L.E. Travis® bears on this point.
If a file is a set of descriptions of some homogeneous clasgs of

objects, as is a file used primarily as a dlrectery to that ﬂlaSé

of DbJeété L.E. TIaVla calls this class the "primary members of
the domalﬁ'oL discoursc." The other entities to which the data
also refer are termed the "s- condary members.'" The three types
of file use which might lead the system designer to consider
these secondary aembers and their relations to one another and
to the primary members are roughly parallel to the three general
uses described sbove. They are:

a. Retrieving data about the secondary entities themselves,

e.g., finding the death date of an author from the
catalog entry of one of his books.

b. Counting the number of members of various sub-groups in
order to characterize s set of secondary members of the
domain of discourse. E.g., how many different publisherc
are represented in the catalog of the University of
California library? Has the distribution of publishers
altered radically within the last ten years?

c, Utilizing information about the secondary entities to

dlscaver wh;ch pr;mary member in the directory mlght
be of use.

FIG. 1:
ONE VALUE ASSOCIATED WITH ELEMENIS FROM TWO

Objects: Monograph Person

Name

Values:  Smith
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In deciding the number and types of access points to a file, the

d651gner must therefore consider the 1mportance of each of the
sttributes of the secondary members gas search clues for the pri-
maryyﬁémbers as well as user interest in the_ seccndary members
themselves. The other criteria are, of course, the cost and
storage constralnts of the system. At one extreme there may
be only one type of access for the whole file, such as "member
number'; at the other, each attribute might be a possible ac-—

5
cess polint.

L.E. Travis speaks of the sets of primary and secondary
members as "'relatively homogeneous classes'" (Travis, p. 317). and
we will now examine the influence of this property on file strue-
ture. To explore the matter, let us first take a file consisting
of object descriptions corresponding to a single set of primary
members in the domain of disccurse. Tne secondary members, if
any., are by definition mentioned only as values of the attri-
butes of the primary members. Their selection is not direct
as a result, nor are the listed attributes selected for the
information they contribute about the secondary members. Their
menticn in the file is, in a certain sense, accidental. The
primary members, on the other hand, are selected according to
some classifying criteria. It is Wlth regard to these criteria
that the domain 1s homogeneous. For example, in a hospital
file the selecting characteristics might be that the entities
are (1) people who were (2) patients in the hospital (3) since
1967. An important thing to note, however, is that in such a
file, those gattributes which define the ec¢lass are usually not
recorded in the object description in the file since they carry
no information. They will, on the contrary. be assumed by the
searcher, and they do not distinguish the cbjects represented
in the file. The object description, then, which occurs in the
file is not the characterization of the class, but, rather,
given the characterization, the attributes used in the descrip-
tion constitute a framework for gathering and recording data.

l.2.2.2 The Attribute List

Since the concept of the class is prior to the s=lection
of the attributes for describing the objects, it, of course,
plays an important role in their selection. In the first
place, due to the great value of standardization to searching
any but very small files, we do not usually think of selecting
the attributes for each entity separately. Rather, we conceive
of a set of attributes which "holds" for the class where '"holds"
may be interpreted as follows:

Given any set of defining characteristics for

the class and any proposed attribute, that at-
tribute holds forAﬁhe class if the null value

of the attribute is informative; that i, 1f the
null value could be ascertained only by examining
the individual member and is not inferrable from

the eclass definition.




To rephrase this definition,

An attribute holds for a class, if, given the
class definition, the a priori probability thsat
it holds for each individual is greater than zero.

For example, one may include the class attribute "number of grades
completed" in a file of '"people'; although they may not all have

ledge of what it is to be a "perscit." The null value, then, or,
in other words, the failure of the attribute to hold for the
individual, is informative.

1.2.2.3 Attributes and Record Formats

To pursue the matter on a "ess abstract level, this list of
class attributes is ordinarily translated into the actual file
structure by the rules constituting the record format. With such
a list, iv is possible to put explicitly in the record only the
values of the attributes while the attributes themselves are
carried implicitly either by relative location in a fixed f¢-mat
record or by tags in a more flexible structurce. We shall call
the area of the record where the valv f an attribute is stored,
when it occurs, its atiribute field terms of file structure,
then, the degree of "homogeneity' of the domain of discourse is
the extent to which it is efficient to describe all objects in
the domain using one format.

To look now at a more complex situation, if one has more than
one file of object descriptions in the system, the dichotomy be-
tween the class concept and the description still exists, but
the class concept can no longer be assumed. It will be reflected
in the routine for selecting files and adopting the correct for-
mat in order to channel search requests to the proper file and
attribute field.

The nature of formats as a tool for structuring data is now
apparent. If our application is such that (1) our files are
object descriptions only and (2) that the a priori classification
of these objects is not objectiocnable, formats are a device for
compressing and standardizing files. It is a powerful tool pre-
cisely because there are a multitude of applications in which
that data meet these two requirements. The second on=, after
all, really only implies that we are interested in well-defined
internal distinctions and similarities within one particular set
of objects rathsr than in L.ae relations of these individuals to
entities outside the class. These internal distinetions and
similarities are determined by examination and manipulation of
the values associated with each attribute; therefore, the nature
of these "value sets" and their role in the file structure will
next be considered.



1.2.2.h Value Sets and Record Fields

The process of obtaining the values which appear as data in
the file has two stages: observation and recording. BEach has
rules and procedures governing its performance. Although these
rules may not slways be layed out consciocusly, in complex systems
such as library catalogs they are contained in extensive and
detailed codes. The reliability of the descriptions as guides
to the obJjects they represent is, of course, dependent upon the
quality of the rules and the coasistency with which they are
applied.  ir focus on file organizstion excludes the former
proble... but we shall be Interested in whether or not the rules
exist explicitly, what they are, and, of course, whether they
were consistently applied in constructing the file. All this
information has direct bearing on the problasms of record retrieval.

The devices used for the observation of the values, to consi-
der the first step, can rangz in complexity from a single glaace
to the use of sophisticated mechanical, electronic, or statistical
tools. The rule:z may range in exactness from the highly objec-
tive to the almost completely subjective (with resulting inconsis-
tencies).

When these ouservations are recorded, they frequently undergo
transformations. These changes are of two kinds: first, formal
structuring, such as punctuation or transliteration of foreign
alphabets; secondly, conversion to "legal" values; that is,
there may be a linited list of values of color, for example,
which may be used to describe the objects, and the describer must
"reduce" each cbservation to one of these values. In mathematical
terms, ths change (s a many-one mapping. A mapping takss one
set of values call=zd the "domain'" and supplies a rule or "function'
for transforming them to another set of values called the "range"
of the mapping. Ia all many-one mappings, the original = in this
case, the observed - values are not recoverable from the trans-
formed, or recorded, values. A simple example of a "recording
function" is the following rule:

1

"Round-off 'annual income' to the nearest $100."

This rule defines the +transformation. The range is given in-
direcetly; that is, a rule for calculating it is given. The

range consists of all integers whose last two digits are '00°'.

If, moreover, the data gatherer knows "annual income'" to the
penny, there will be 10,000 possible observed values for every
"legal'" one. Here Lhe rule is explicit, but the range must

be calculated. In 2ontrast, in library subjeect ecataloging the
range is explicit in the sibject heading iist, but, unfortunately,
the conversion and observation rules are totally unformalized.

The set of recorded values associated with a single class
attribute, as, for example, a list of all the authors which occur
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in the file, will be calied a value set. Associated with the set
of types (the value Sét) e a set of occurrences or tokens. Just
as the class attributes c@rrespand to attribute fields in the
file, this latter set may be regarded as being in one--to-one
correspondence with the actual data strings ip the fields of

the logical records. The mepping between these two sets defines
the final stage in the process goirng from the "true" wvalues to
their representation in the record: that is, from the "true'
values to the observed values: from the observed values to the
zet of occurrences or token; and finally from the set of tokens
to & specific location in the record itself. One goes in the
last step from, say, the fifth ocecurrence of the twentieth value
of +the tentcth attribute in the set of objeects being described

to a record location; for example, the second repeat of the fifth
attribute field of the L410th logical record,

We have now finished describing the creation of "obJject-
description files." We have apprcach:i it essentially as ;
cess of selecting and mapping data about the real world i
file and record structure, delineating the many decision lentE
involved. This analysis has prepared the way for a discussion
of the problems of searching such files. We will concentrate on
the problems raised by the use of such files as directories to
the objects described, since this case presents all tuhe problems
raised by other uses and more.

1.3 Searching Directories
1.3.1 The Query for a Directory BSearch

There are close parallels between the process of constructing
the file of object descriptions and the process of using the file
as a directory; indeed, our interest in the former in a paper on
file search stems from this similarity. The primary distinc-—
+tion is that the searcher is in a state of uncertainty about the
file and its contents, in addition to any uncertainty he may
have about what sort of objects might fulfill his need. Our
interest will begin at the point at which the user's request is
to be translated into a search of a particular directory. This
search may be hampered by either lack of knowledge about the rules
and content of the file or uncertainty about the class of ob-
jects which is beirg searched for. This latter difficulty may
stem either from lack of adeguate cbservation of the class of ob=
jects sought or because the class is only hypothetical, as in the
set of books about the psychological environment of public
libraries. In the first case the class is known to exist;
indeed, the searcher may even have observed its members. The
problem is to find the descriptions of the objects in this par-
ticular file in order to ascertain their imnelusion in it,
their location, availability, or suitability to the searcher's
need. If the eclass is hypothetical, on the other hand, the
sear~her must first ascertain the existence of such a class and




its membership, if any, or, worse problem, ascertain its non-

existence, In any case, however, the searchesr muzt selzct a

domain, a set of att*lbutes and the set of values he thinks might
mosc likely have been used to describe the set of cbjects he
seeks, He must further select taem in such a way that they
correspond to the file-constructor's practice at each of these
points if the searc 1s to be successful. The system, of course,
may provide some help by supplying him with the system construc-—
tien rules and certaii ror—correcting routines. Cleuriy,

the more explicit and better defined the rules, the more help they
will be to the user. The typea of aids which the system may
provide and their role will be considered next as we turn from
the uncertainties which csuse problems in file search to the
gources of information which can aid the searcher or the sysiem
in making cocrrect matches.

\ﬂu\
I~

etrieval Failures

=

1.3.2

Corresponding to the threze socurces of uncertainty mentioned
sbove, (1) lack of knowledge about the files rules, (2) lack of
knowledge about the object or class of objects the searcher is
describing, and (3) lack of knowledge about the actual contents
of the file, we can describe three classes of system or "re-
trieval" fajlures which we will call formal errors, varisuts,
and content errors. Let us first consider those retrieval
fallures caused by formal Grrors . They are th@se dlf*erences

to be matched wh;cg result fr@m one or both forms Déing in-—
correct with rfspect to the system's constructicn rules or
"common knowledge' or language such as is available in a dic-
tionary, itself a set of rules. The importance of this class

is that these errors can be identified and corrected without
kinowledge of the actual contents of the file or furtaer Dbserva—
tion of the objects. They are formal errors in the sense that
knowledge of the rules alone is sufficient to correct them.
These include, specifically, such mistakes as failure to put

the "main entry" in specified form in a library catalog, spelling
errors in common words, typograrhical errors which a user or
proofreader could reasonably correct from his own knowledge,
misplaced parentheses in Boclean search queries and other simi-

lar faults.

caused %y gantant errors and varlants, by c:::»n‘t:n:'as‘t;5 can Gnly be
detected through knowledge of the contents of the file itself or

by tracing back to cther accurate descriptions of the obJects,

if they are agvailable Descriptions by the system and by the
searghgl or any two describers which are cgmpletely correct,
but which because of ambiguities in the rules or inexactness

1; the methods of observation or differences 1n com@ieten&gs
of information fail to match are here called "veriants." An

exe -le of & variant is the use of a man's full middle name in a




query and his initial only in the file. These can be detected
only by examining the file itself, not by examining the objects
or the rules. Content errors are mistakes in the contents of
the guery (or the file) which result from faulty information
aboul the object. ocu the part of either the system or the user.
Content errors include such thlngs as a spelling of a name in

a query which is phonetically reasonable but not the actual
spelling: an inexact title {of a document); or an incorrect

date which is not obviously absurd. In theory, one could fre-
gquently trace this faulty informatiocn back to a correct source
other than the file, but in practice that procedure would often
be impussible, and, moreover, as the eriror would not be detected
in the search process unless the correct record were in fact
retrieved, ithe cause of the failure might not be recognized.

The significance of variants and content error is that, if they
are to be detected and corrected at all, the system must do it
internally as part of the matching process; unlike formal errors,
these mistakes cannot be corrected practically from any other

source.

From this analysis of the possible sources of retrieval
failures, it follows that the criteria for deciding whether or
not to supply search aids is different depending on whether the
failure is due to formal error, content error, or variant. In
the first case the criterion is the level of participation
which the system wishes to require of its users; the less the
demand, the more "formal error" detecting and correcting rou-
tines one needs o supply. In the case of content errors and
variants, it is rather the level and types of failure which the
system's designers and users are willing to accept. If the
system doesn't help, nothing can. In the following section we
will exsmine the nature of the possible retrieval aids.

1.2.3 Compensating for Formal Errors, Content Errors, and Variants

A common characteristic of formal errors, content errors,
and variants is that the values to be matched are "close" to
each other in some sense. The problem for the system in com-
pensating for them lies in the fact that not only will the
concept of closeness between values vary from field to field,
but also within a field it may be differently defined for
different types of mismatches. A query which has a formal
error in it may be ”close in differenc wgys fr@m one Which Eaa

CYIrors and varlants may not necessarlly bé ccmpensated far
éasily by the same device. Consider, for example, a name
string, "Smythe, John Dolan," and the following possible
query strings:

a. Smith, Jdohn D.
0. John Smthe

=10=




wvariant (D for Dolan) but is close to "Smythe, John Dolan'" in that
it is a reasonsble transceription of the same or phonetic string
in English. The variant use of only the middle initial is
acceptable under many descriptive rules. The second query con-—
tains a keying error and a violation of the order rules for
entering names, both formal errors under our definition. This
query is also "close" because, on the one hand, a letter was
"just" omitted and on the other, the inversion was not made. The
same algorithm which compensates for "Smythe" and "Smith" or
"Dolan" and the use of the initial might also by chance match
Smythe and Smthe, but the inversion would surely have to be
corrected either externally or, if internally, by a different
algorithm.

Formal errors., then., may be corrected inside or outside the
system with the help of the rules. On the other hand, content
errors often behave like variants, particularly for fields such
as title, but it is probably hard to generalize about them.

More research here would not be amiss. Variants may be corrected
only by providing a means of expanding the search to '"close"
values. Therefore, in solwving "the search problem," one im-
portant field cf interest mmust be definitions or rules for
similarity within value se's or similarity among wvalues of the
game value set. As we have indicated, these may vary wid=1ly

for different fields and may be complicated to construet. Most
bibliographic systems already have some at least rudimertary
tools of this type. Common examples are subject indexing the-
sauri, authority lists for names, and, in some experimental sy-tems,
their formally constructed semi-equivalents.

1.4 Similarity Between Value Sets

1.4.1 Definition

In section 1.2.2.4 we defined the value set of a file of
object descriptions as the set of value types associated with
each attribute of the class of objects in the file, such as the
set of all the different authors' nsmes in a file. Closeness be-
tween pairs of values within a single value set, such as index
tags in a file of bibliographic descriptions or similarity
within value sets, was seen to be an essential concept behind
different types of error compensating devices in file search.

between value sets.

In the discussion of value sets in section 1.2, it was
suggested that values within value sets might be close in a
number of different ways. Two written names, for instance, might
be similar either because they were ''correct" English trans-
criptions of the same spoken string or because there was "only"
one letter at variance because of a keying error. As the basis

. =11~
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for our extrespolation, although others may also be useful, we
will use only one sort of "closeness," statistical association.
The measures of this class, whick: are derived from data about
tlie co-cccurrence of pairs of values of an attribute in object
descriptions, are now used in experimental bibliographic

systems for such purposes as elaborating or expanding searches
by subject tag when the original search has failed to satisfy
the user. Many such measures have been investigated in a limi-
ted way (5,6,8,9) but at the present time much research remains
to be done on their properties and the conditions which may work
to the advantage of one rather than another. The entries in the
two-by-two contingency tables (see Fig. 2) which provide the
data for these measures contain for a pair of values the number
of records in which both values oeccur, each value occurs separ-—
ately, and neither occurs.

FIG. 2: TWO-BY-TWO CONTINEGENCY TABLE
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Vq vy and Vy | ¥y amd Mot vV,
v Not 3
Not V;_ﬁﬂ ﬁ?t,Yl‘?ndﬁfg L NQF Virapé #%FHYE

One possible interpretation of the intuitive idea behind such
measurements is that two values are similar if they are associ-
ated with, or isolate highly overlapping sets of records in a
file. An extension of such an idea to entire sets would suggest
the following rough definition:

Two value sets are similar if they are able, as
established by computation or operational dsta,
to isolate highly overlapping sets of records.

That is to ssay that if one thinks of each value set as the keys
of an index, and if one knows the proper key or combination of
keys, the two indexes are similar if one can isolate roughly
the same group of records through either index. Measures of
value set similarity are therefore potentially one component
of index similarity which could be considered in making de-—

sign decisions about system structure, as we shall see presently.




1.4.2 The Three Types of Similarity Between Value Sets

Having in mind this intuitive idea of similarity between
value sets, let us examine the concept in more detail. Specifi-
cally, we distinguish the following three types of such similar-
ity between value sets: (1) distributional similarity; (2) fune-
tional similarity:; and (3) elemental similarity.

1.4.2.1 Distributional Similarity

ar when they have

Two values sets are distyibutionally simils
similar siva*istical distributions in the file. For the present

we suggeszstl determining distributional resemblance by exam’ ning
the follow.ing parameters:

a. The number of records containing non—-null values of
each set; :
b. The number of occurrences of values of each set in the
fileg
c. The variance and expected value of the number of reccrds
per value (discrimination) (e.g., the average number of
documents by the same author); and

d. The expected value and vu.riance of the number of values
from the one value set per record, (e.g., the average
namber of index terms per document).

The expected value and variance of the number of values of an
attribute per record (d) is a figure frequently of interest Ffor
researcher, but probably of less direct interest to users. The
other three types of data, however, supply the necessary raw
statistics for determining the relative size of the ranges of
the two attributes and their discriminatory capsabilities. We
use such information intuitively in searching. TFor example,
suppose we know the titie of a book (when the title seems dis-—
tinective) and the subject heading assigned to it, and we want
to know the call number. We might seywrch by title rather than
subject heading expecting to retrieve many fewer unwanted records
by using the former.

1.4.2.2 Functional Similarity

Two value sets are functionally similar if, by virtue of the
distribution patterns of their tokens in the file, one could
isolate the same sets of records using either index. TFor example,
suppose that a system designer wished to know whether it was
worthwhile to provide an index by classification rumbers to a
set of document records in addition to an existing subject
heading index. If he finds that, for most seis of records
retrieved by sesrching through the subject index, the same
gset or a highly overlapping one could be isoclated by retrieving
the records associated with the union of the eclass numbers occur=




ring in the first set, he might consider the second index to a larg:
extent redundant. Let us label these sets as follows:

Set A = the records retrieved by a subject heading,
i.e., through a value in the first value
set or index.

iy
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the records retrieved by the records associ-
ated with the union of the class numbers
co-occurring with the subject heading:

i.e., the union of the values of the second
attribute co-occcurring with the value from
the first attribute.

If A and B tend to be the same through mary observations, then the
designer might consider providing only a "translator" from class
number to subject heading rather than a second index. The
translator from subject heading to c¢lsss number would presum-

ably be cheaper to maintain than a second index if the composition
of the two vaiue sets and the asscciations between them were fair-
ly stable. This stalility does not seem an unreasonable hypothesis
The translator might range in accuracy and complexity from an

index to all values co-occurring with the values of the first index
to Boolean functions of values of the second set for more exact
approximations. The cost of compiling and maintaining an elaborate
translator, however, might eat up anything saved by not maintaining
an index, but it seems worthy ol consideration for some uses.
Figures on +the comparative use of the two value sets as search

keys as well as the cost constraints of the system and the user
would be factors influencing his decision.

An additional reason to find measures of functional simi-
larity is to provide search aids. A searcher who has retrieved
a Set A in response to his original query might wish to Know
whether it is "worthvwhile" for him to expand his search by re-
trieving the records associated with the union of the class
numbers which he had found in ZSst A, that is, Set B. Consistently
large overlap between A and B would suggest that this extension
would not likely be very productive of new references. For
purposes of search expansion, 'worthwhileness'" would depend on
the user's beilng able to expect several additional references in B.
The most obvious statistic to aid him in his decision would be
the number of records in B but not in (A AND B); that is, the
size of the complement of the intersection of (A AND B) in B.
The distribution of this statistic might te a reasonable basis
for a measure of similarity.

Functional similarity is dependent on distributional sgimi-
larity in important ways. For instance, so long as the value set
of S8et B is distributed with only one value per record,
the union of those values is the only Boeclean function

=



which can be used to define Set B. Intersection and complementa-
tion of the values of that set cannot occur unless there is more
than one wvalue of that set per record. As soon as more than one
value per record ocecurs, however, intersection and complementa-
tlion of values of the second set can produce a closer match to A.
More generally, let us call the degree to which any set of
records may be specified by the value set of a field that field's
degree of flexibility. For example, the records for two books
with different authors cannot be specified as a set; that is,
those and only those records, using the values of the author
field alone unless i1t happens that each author only wrote one
Look. Tt is sufficient for a field to be fully flexible that
within the field each record contains a string which is unique
to that record. At worst, in this case, one can specify any
possible group of records in the file simply by listing these
unique strings. Record identification numbers are an example

of a completely flexible field, whereas in bibliographic records
the author field is not. Shallowly subject-indexed files, such
as those created by the Library of Congress, do not have com-
pletely flexible subject fields, but as more and more index
terms are added to a record., the number of records for which

the 1index terms as a set constitute a unique string will ap-
proach the whole file. How quickly the field becomes fully
flexible is, thus, a function of the distributional character-
istics of the value set; il.e., its size, the number of values
per record, and the number of revcrds per value. The allowable
indexing and .etrieval grammars also play a part. The addition
of full Boolean logic or liunks or roles, for example, should
increase the number of unique strings for the same size vocabu-
lary and the same indexing depth. The distributional character-—
istics of the field, then, have a great role in determining the
ability of one field to function, in our limited sense, like
another.

An additional facet of this ability must be high correlations
between values of the different value sets, ithe less flexivie
the field being compared, the more two-way correlstion is neces-
gsary for this fTield to duplicate the retrieval behavior of the
first one. It may in fact be that a good measure of the simi-
larity between values within a single value set. This process
would have three steps.

a. Calculate the association values using some
appropriate measure between all co-occurring
pairs of values vhere one value is from the
first set and the other from the one being
compared to it.

b. Average or otherwise summarize for each value
in the first set the association value it has
with each value in the set being compared to
it which co-occurs with it. In other words,
for every A, average its associations with
the elements of B.

- |



c. Average these averages for all values in the
first set; i.e.,

_ J,
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where ajj is the association value of the ith
value in +he first set with the jth co-occurring

term in the second.

Another possible measure is the mean of the distribution of
(B-(A AND B)), as suggested above. There are, then, at least
two alternative approaches to developing measures.

It seems doubtful if the measures as such will be very use-
ful as rearch expansion aids, as opposed to serving as criteria
for system design dscisions. It seems probable that too much
information is lost in the summarization process; therefore,
either the size of (B-(A AND 3)) for a particular A or the average
of the associations of the terms in B co-occurring with A, i.e.,

Jas
=1l

would be more informative indicators. We have used A here as a
single term, but the same techniques could be extended to A's
which were Boolean expressions.

The proposed types of measures make sesi3e only so long as
the set being compared is not completely flexible. In this
latter case, we know it is possible to duplicate exactly any
A using the second set; indeed, that is what the standard
gearch. ray-to-re-c d-rumber vy lrcation inde @ is. The guestion
now becomes, how difficult is it to do? Aithough developing
measures for this case seems an interesting problem, it has not
been pursued any further to this time.

1.4.2.3 Elemental Similarity

Elemental similarity can occur when two or more fields of
a record have value sets whose values have common '"'meaningful
elements." Examples of "meaningful elements" are such strings
as dates and keywords in subject heading and title fields.
Funetionally these are the elements which would serve as the
basis of a common index to the two (or more) fields. Since
there is no clear theory of what constitutes a meaningful ele-
ment, the clarification of this rather fuzzy definition will
not be attempted here. IJTn some cases, =ven characters might be
of interest to the user, but more casually one assumes =z larger
unit. We will call a set of such strings for one field its



Elemental Set (ES) and the intersection of two such sets for dif-
ferent value sets a Common Elemental Set (CES). In our present
situation let us assume that the user's information can be trans-
lated inte more than one value set, because the user can ex-
press his needs in terms of the CES. For example, the user may
know a group of keywords associaced with a topie of interest.

If these keywords are in the CES, they may be translated by

some matching algorithms into, for instance, either a set of
subject headings or a set of titles. Let us call these two

sets of documents. thus retrieved C and C'. F-re there are two
levels in the search and, thus, two aspects in determining the
similarity of the two value sets. The first is size of the CES
relative to the two elemental sets, and the overlap of each of
thegse individually with the user's set of elements. The second
is the similarity over many observations of ¢ .14 C'. Note that
C and C' are selected, not because of the co-occurrence of
values as is the case in A and B, but because of the oeccurrence
of elements. Thus search expansion using functional similarity
and search expansion using elemental similarity might frequently
yield quite different results. (See Fig. 3 and Fig. U4.) The
criteria for using one approach as opposed te another when both
are possible as . ~tween title and subject fields, is one of ths
facets of the problem which needs to be investigated.

The basic data needed to measure elemental similarity with
regard to the Elemental Sets is the same as that described in
observing functional similarity; that is, the size of each of the
elemental sets and the size of their intersection. The useful
data concerning C and C' should be the same as that needed
about A and B. The primary complicating factor in the use of
elemental similarity is, of course, that fields must be indexed
and that gqueries using the index must then be translated back
to the value sets. The nature of this matching function clearly
can inifluence the values selected and thus the record sets
C and C'.
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Research

The following areas sre suggested for research:

A.

Measures for distributional, functional, and elemental
similarit; -:

The relationship of distributional and funetional simi-
larity and the correlation between functional similarity
and elemental similarity:

The relationship between functional similarity and inter-
value set correlations between pairs or subsets of wvalues:-

The use of statistics on condition or set overlap as
search aids.
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2. THE ASSIGNMENT OF INDEX TERMS-
By Marcia Bates

2.1 Bummary of Study

A 60.000 document file consisting of the first cataloging done for
the library of the new University of California campus at Santa Cruz
was analyzed by computer to gather data about the basic characteristics
of the file, and to test two minor and one major hypothesis about the
behavior of subject headings in the file.

The first minor hypothesis was that during the depression period
catalogers gave more subkject headings per document but did not add more
thai: the usual number of new headings to the thesaurus. VWe found that
more new subject headings were added to the thesaurus relative to the
number of documents indexed during that period, but the conjectured causes
were equivocal.

The second minor hypothesis stated that the mean date of publication
to which a given subject heading is applied is indicative of the rela-
tive age of the subject field described by the heading (relative to
other subjc.t fields described by other headings). A random selection
of headings and thelr mean dates was produced and a visual inspection
gave cone little sense of the progress of time.

The major hypothesis stated that documents with s high number of
terms assigned represent new areas of activity where the vocabulary is
not yet well developed (hence confusion on the part of indexers and a
tendency to assigr. more headings). Two major tests were made on this
hypothesis. In the first test the mean date of publication over all the
aprlications of that term (or "heading'") was computed, and this mean
date was subtrzcted from the publication date of each individual applica-
tion of that hreading. This was done for all headings in the file. Then
the mean number of terms assigned along with a given term was computed
over all term applications (regardless of term) which had the same differ-
erce between mean date and date of publication of individual azpplication.
The second test did the same except the difference computed wasz that
between the eariiest date of application of a term and the date of indi-

vidual application rather than the mean.

The first test appeared to confirm the hypothesis. However, there
were several faults in the test and the second, less Taulty test was
then conducted. It produced negative results, i.e., yielded nothing to
confirm the hypothesis. Finally, it appears that the eritical test has
not yet Leen performed. Therefore, some improvements on the current
tests are discussed.

2.2 Description of Study
2.2.1 The Hypoctheses
One would expect that when confusion exists over the naming of a

subject field or sub-section of a subject field, this confusion would
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be reflected in the assigning of index terms to documents on that sub-
Jject. ©Cne might further expect that this confusion would be demonstrated
in that indexers would tend to give more +terms to documents on such a
subject. In other words, where there was no single generally agreed upon
term, indexers would use several terms to be sure they had covered a1l
the likely access terms to be used by index users.

While this problem might occur in any field or sub-section at any
time, we would expect it to be especially acute in newly developing
fields. BSco the hypothesis: Documents with a high number of terms as-
signed represent new areas of activity where the voecabulary is not yet
well developed.

The hypothessis and the expected results it posits are, of course,
independent of guesses made as to the cause of ths resalts. The reason
given above, that indexers feel they must assign several terms to cover
all the likely access terms to be used, may not be the cause, or it may
be one among several causes for the results. Here are two other possible
explanations:

1. When working with a limited vocabulary, i.e., out of a thessurus,
there may not have been any apt term incorporated intce the thessurus yet
to describe the new field. Among the terms in the thesaurus, thers may
be several each of which only partially describes the fieid. The indexer
then may feel it necessary to use most or all of these to adequately
dezscribe a document's subject.

2. The first explanation, proposed above in presenting the hypothe-
sis, presumed general terminology confusion in the field, with the con-
sequence that the i.dexer must provide for all the possible access terms.
However, even after opinion has largely consclidated around a particular
term or set of terms to describe a field asmong the practitioners in a
field, confusion may linger among non-specialist indexers. With some
thesauri, such as the Library of Congress List of Subject Headings...
there may be a relatively long lag before new terms are introduced to
the list. Such terms will likely be new to the indexsrs and they may
feel hegitant at first in dropping all at once the several terms for-
merly used in favor of the new term or set of terms, especially if they
feel uncertain about how the new terms should be used. Their solution
(consciocus or unconscious) may be to retain some of the older terms, along
with the new ones, in their indexing of the new field for a while.

John Tinker, writing in American Documentation, has some ideas
related to the above. Hig views will be discussed in the next section.

In the process of developing tests for the above hypothesis, several
other minor hypotheses were developed. There was time to carry out work
on two of the three principal ones and they will be describsd here. The
other will be discussed under future work in section 2.2.5.

1. A Ppasic analysis of the data base revealed that the average
number of subject headings assigned per document was significantly higher
between 1930 and 1945 than either before or after. A question which
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then arises is, 13 this solely because people had more time and fewer

~00ks then because of the depression, and so assigned more headings, or
did they =als~ add more than the usual number of new unique headings to
the thesaurus during this period? Rathier than speculating on the why'
of this phenomenon now, let us simply state an hypothesis and see if it
is confirmed: During the depression period catalogers gave more subject

headings to the thesaurus.

2. A new book can be writtem about an old subJect but an old took
cannot have been written about a new subject. So the hypothesis here
is that the mean date of publication of books indexed under a term is
indicative of the relative age of the subject field. Note that it is
relative age--becasuse old fields can have new books written about them.

2.2.2 Background

A guite thorough literature search produced only three articles
even reasonably relsted to the topic of this study. Two were purely
statistical studies to determine basic characteristins of large files.
and not made to test any hypotheses about the character of literature
or indexing. The data these studies produced will be discussed in
connection with -“he corresponding data from this study later on.

The third study, by John Tinker (L), relates to the hypothesis
of this paper. (This is the first of a two-part secries of articles.
However, the second (3) branche: into other areas and holds nothing of
j-terest to us here.) His chief concern is with indexer inconsistency.
Tc guote the abstract: '"Indexers, in choosing or assigning all words
strongly associated with concepts of & document, assert that the docu-
ment means the word; therefore, consistency of indexing measures the
precision with which meaning is understood by the indexers." (p. 96)

He defines highly precise use of a term as application of that
term to any one document by all the indexers in a study. (Such a term
may be applied @lseyhere,inéonsistently_) He found in a test using
9 indexers, 100 descriptors, and 50 abstracts to be indexed, that 19
descriptors were used highly precis=1y according to the above definition.
Analysis of these descriptors revezled this: "Of the 100 descriptors,
15 describe concepts that were unknown only a few years ago. Five of -
these new words, or 33% of them, were among the 19 most precise descrip-
tors, while only 16% of the older words were used precisely. It would
be interesting to know if new concepts sre understood more precisely
than older ones ag suggested by these data.”" (pp. 99-100) This is con-
trary to one of the possible causes offered above for confirming results
on the hypothesis of this paper (no. 2), namely, that meaning of new
terms 1s poorly understood at first by indexers. Whatever the cause of
results confirming the hypothesis, it seems unlikely (though, as ever,
not impossible) that these results would be due to =a more precise under-—
standing of the new terms (than of oid termc) onm the part of indexers.

Strangely, Tinker says elsewhere: "The differerce in usage of new
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words and the tendency to use new words less pre risely than ©ld words
fail to appear in Part ITZI..." (p. 100) (emphasis mine). This is a
direct contradiction of what he sgys earlier and in the abstract to
the paper. As the "more precisely" statement appears in two places,
it is oprobably the intended one,.

One more, philosophical, comment with regard to Tinker's study:
He states in various ways throughout his article views to the effect
that low precision in use of words is due to lack of full understanding
of the meaning of a term on the part of individual indexers (see par-
ticularly p. 101). It seems likely, however, that general confusion
or lack of agreement in a fi¢ d can exist, that no one can be said to
know the one correct definition of a term (because there is no single
agreed upon definition yet). For example, Tinker states, "If a given
term is applied to a specifiec abstract by a large number of indexers,
it is fair to say that those who do not apply the term do not fully
understand its meaning." (p. 101)

But it may be that those who did apply it were Just as unsure as
those who did not. And maybe, in the matter of new terms, out of their
insecurity, they applied more than the usual numbher of older terms along
with them (ef. the third cause again). Indeed, Tinker notes elsewhere:
"Twelve of the 100 descriptors on the list were used in 34% of the de-
scriptor—-abstract pairs. Of these often-used descriptors. only 1 was
new. The other 11 descriptors, or 13%*® of the total, were older words.
This suggests that descriptors for older concepts tend to be used more
freguently.”" {(p. 100). They would indeed if they were used along with
new terms to describe new subjects as well as old subJjects.

2.2.3 The Data Base

The data base used was the cataloging data for the basic collection
of the newly-founded Santa Cruz campus of the University of California.
This data had been converted to machine-resdable form and recorded on
magnetic tape. It was received by the Institute about a year before the
beginning of this study. The original base consisted of roughly 80,000
main entrie , composed of two large sub-files. The first, comprising
roughly 35,000 items, were entries for cataloging done under the New
Campuses Program. This program is described in detail in the article
by Voigt and Treyz (5). The purpose of this program was to select,
collect, and catalog basic undergraduate collections for the three new
campuses of the University, San Diego, Irvine, and Santa Cruz. ° The
remaining entries were for cataloging done -+ Santa Cruz on material
collected independently by that campus. The cutoff publication date
for the NCFP collection is 196L, whereas there are some Santa Cruz titles
for as recent as 1967.

¥These p’rceﬁfages do not appear to relate to anything in Tinker's paper.

~26-,

RIC

Aruitoxt provided by Eic:



E

For the purposes of this study, only the way the two projects handled
subject headings is of interest. Both used current subject headings from
the LC List of Subject Headings... If LC c#~?s were bought, they were
amended to current usage.* (5, p. 2207) Ovecy two-thirds of the NCP books
were in print and LC catalog cards were used for these. LC cataloging
was also used for out-of-print books wher available. Ir contrast, most
of the cataloging done at Santa Cruz was original.

The only other major difference between the two portions of the file
1g that Mr. Black says he encouraged his catalogers to add subject headings
of their own to the authority list, especially in science, where they felt
the LC headings were nc: adrjuate. There is no way of knowing how many of
the headings in the data base are of this sort.

The exact number of entries in these two portions (NCP and Santa Cruz)
is not known, nor is there a:ny easy way to tell which came from where.
However, it 1s neot necessary to know this anyway; the value of this infor—
mation on the two porticns is to give an 1dea of the general character of
the file.

When the file was first received by the Institute, there were a number
of probliems in reading and processing the file and about 5% of the original
entries were eliminated by formal methods on a computer (eliminating those
with improper field lengths, ete.). This left a fi'e of T4,732 entries.

Of these, 14,571 were documents to which no subject headings had been as-
signed. This left a2 basic file of 60,161 documents, each of which had at
least one subldect heading assigned teo it. Will Schieber, of the Institute,
had created a new file off this basic one, which was composed only of each
subject heading application, that is, each logical record in the file

gave & subject heading, the number of the document to which it was assigned
and some other data. A particular subject heading was repeated as many
times as there were documents to which it was assigned and a particular
document number appeared as many times as there were subject headings as-
signed to it. There were 103,038 such application records.

2.2.4 Tests on the Hypotheses
2.2.4.1 Basic Data on the File

Computer programs were run oun the file on the IBM 360/L0 and the CDC
6Lo0 computers at the Computer Center of the University of California at
Berkeley. Programming was done in the F@PRTRAN Laaguage.

The purpose of the first computer program was simply to gather some
basic data about the characteristics of the file, particularly with re-
gard to the distribution of the number of subject headings applied to
documents,

¥Tnformation on the Sants Cruz cataloging practices was obtained in a
telephone conversation with Mr. Donald Black, who was Head of Technical
Processes at the UCSC Library from October, 1964 to February, 1967.
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The total number of unigue headings (types, as opposed to applica-
tions--tokens) in the file is 39,537 and the total number of applications
is 102,614. This makes for a mean of 2.595 applications per term. (This
count was made after the date duds had been removed from the file and a
few other records had beer eliminated in the process of writing new tapes
off the original, so the total number of applications is smaller than
previously.) The significant porticn of the distribution of the number
of unigue headings applied X times and proportions of the totsl number
of headings are given in Figure 5. The highest number of times any cone
term was applied was 19L.

FIG. 5: DISTRIBUTION OF NUMBERS OF APPLICATTIONS (TOKENS)
OF UNIQUE HEADINGS (TYPES)

Number of Nuunber of Proportion of all
applications unigue neadings _unigue headings

i 26508 .6705

2 5336 .1350

3 22h7 . 0568

4 1277 .0322

5 8a7 .0209

6 588 .01k9

T 430 .0109

8 367 . 0093

9 252 . 0064
10 209 .0053
11 169 .00kL3
i2 139 . 0035
13 115 .0029
h 99 .0025
15 TO .0018
16 73 .0018
17 T8 . 0020
18 61 .0015
i9 : 61 .0015
20 55 .001k
21 L5 .0011

(A11 succeeding values are below .001.)
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In a similar study made at the Library of Congress (2) the mean
number of applications per unigque heading was found to be 1T7.5. The
highest number of times any one heading was applied was 1,20L (p. 102).
The study was made on a sample of Lz headings rather than on the whole
fil- as in this case. They found that 83.5 per cent of the headings had
fewer than 11 entries (or applications) (p. 101). The comparable figure
in this study is 96.2 per cent.

Frow their write-up it would appear that there is a seriocus weakness
in their sampling procedure. Dubester., the asuthor, says that the same
sampling procedure was used for subject headings as for authors. The
selection method for authors was as follows: "In every twenty-second
drawer of the catalog, the first author entry that was 2 inches from
the front of the card tray was selected for the sample.”" (p. 100) The
use of such a sampling prec-edure would have the result that those head-
ings which had many entries under them would have a higher probability
of being selected because they take up more space in the drawer. Yet
each heading should have an equal chance of being selected. The result
is that the sample is biased toward headings with more entries.

The same mistake was made on a similar catalog tray sample of
headings done "y the Institute a couple of years ago. When the mistake
was discovered and the sample retaken properly, the mean rate of entries
per heading went down markedly. If the sampling at LC wrs done in ex-
actly the manner described, then the sample is biased to neadlings with
many entries. Actually, the biasing may not be as bad in this case as
it was in curs, because the sampling was done in the main catalog.
There, all types of entries are mixed. If a non-subject added entry
was hit first and one then advanced to the first subject heading one
came upon, then this is ne longer a function of the bulk of cards taken
up by a heading. If a subject added entry is hit immediately, however.
the above biasing weskness applies. Thus, Dubester's sample is probably
biased toward large headings about half as badly as ours was. A change
to the proper sampling procedurs would bring the mean number of eniries
down and would raise the percent of headings with fewer than 11 entriez—-—
which in turn would bring the results closer in line with those gotten
on this study. Considering the great difference in size and character
of the two libraries, such closeness would actually be surprising.*

Means, mediana and standard deviations of date of publication,
number of pages, and number of subject headings assigned per docuemnt
were computed. (Detailed descripiions of how these were computed are
given in Section 2.3.1) In the original keypunching the data had not been
verified so a series of formal tests were made first on the date and
page Tigures for each document to eliminate duds. For example, pages
were flagged if alphabetic characters other than V (for Volume) appeared
in the page columns.

¥See Section 2.3.2 for mention of another cause of dif. erence between
Dubester's and this study.
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Incidentaily, as it would be difficult to make a guess at avrerage
number of pages per volume, documents whose pagination was in volumes
were flagged separately and not included in the caleculations. As it
happened, among the various tests for page duds, the test for the pre-
sence of a V came second, so there may be a few of the "regular'" duds
which are also items with pagination in volumes. The results were as
follows:

Date duds: 262
Page duds: 1127

Pagination in volumes: 2618 (out of 60,161 documents)

There were 33 overlaps, that is, 33 documents which had both date
and page duds. It is interesting to note that the expected number of
overlaps, if the two error funetionz were purely independent, would be
about 5.

The statistical calculations on pages and dates are based on that
section of the file which is error free for that aspect. In other
words, a document with a dud date and a valid page number is not in-
cluded in the date calculations but is included in the page calculations.
No tests were made on the number of subject headings because this was
computed simply by counting records for that document. (Remember, there
is a record for each subject heading spplication, not just for each
document.) However, as the mean subject headings were calculated in re-

identical to that for the date figures, i.e., it ineludes no dud dates.

First, figures for the whole file:

Mean Number of documents
Date: 1953.76 59895
No. of pages: 309.83 56412 T
No. of Subject Headings: 1.713 59895

Next, various calculations were made for dates and number of pages
for each subject heading level. A document at subject heading level 2
is one whick has had two subject headings assigned to it. Listed in
Figure 2 are *he number of documents at each subject heading level in
the file befcre duds were weeded, Along with it, for purpose of com-
parison, are e corresponding figures from a study made by Avram et
al. (1) at the Library of Congress on a sample of entries from cards
issued between 1950 and 1964. (Note that this is cards issued, the dates
~f publication are not restricted to this period, but probably do f£all
almost wholly in this range.) Their sample was restricted to the "re-
gular series." To quote the authors: '"This inecludes both monocgraph
and serial material but excludes special-format materiasls, materials
in oriental languages, and cards for words not cataloged by the Library."
(p. 181) This would make it fairly similar to the Santa Cruz file.
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FIG. 6I DISTRIBUTION OF DOCUMENTS BY NUMBER
OF SUBJECT HEADINGS ASSIGNED
No. per
Document 7 Santa Crusz File 1 Library of Congresg Sample
Freguency Per cent Frequency Per cent
0 1Lk,571 19.5 319 14,3
1 31,456 ho.1 1,162 53.6
2 18,371 2h.6 551 2L .8
3 7,353 9.8 127 5.7
L 2,160 2.9 29 1.3
5 791 1.1 € 0.3
6 26 0.03 0 0.0
T 2 0.0G3 0 0.0
8 2 0.003 0 0.0
9 9 0.0 20 _0.0
ete. Th,732 100.0 2,224 100.0

Figure 6 gives all the remaining tasic calculations made on the
file and requires explanation. Means, medians, and standard deviations
were computed at the first 6 subject heading levels. As 7 and 8 had
only two documents in each. they were not included. The number of sub-
Ject headings was computed for each of four date blocks, that is, the
number of subject headings applied to all documents whose date of publi-
cation fell within the date block's range became the basis of computation
for that block. This is the converse process from the computl ition for
mean date at each subject heading level.

Finally, normal distributicns were assumed for each of these three
sets of data and calculations were made to determine whether differences
between means were significant.® For examrle, mean dates at subject

¥Using this theorem: If ¥ and ¥ ave normally and independently distributed,

then X — ¥y is normally distributed with mean Moy = By = Hy and standa.?

I ) ¥y ,
deviation & = V82/n_ + 82/n . The null hypothesis was then tested
7 X-y X' K vy =
(p%—? = 0) using the standard conversion so that a standard normnal table
Qéulé be consulted: t =X = § = He = Values of t greater than the

6;’ﬁi i
=y

table values meant the null hypothesis was disproven, i.e. the difference
between means was significant.
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heafing Lovels 1 and 2, 2 and 3, 3 and b, ehe, are bosted, fs there i3
10 g upigrd reason o seswie thab the wean date 25 any particular sub-
jeet heading level will alvays tend in ome divection, (for examle, that
higher subject heading level will have earlier dates), 3 two-tailed test
13 used, This goss for “he mean muber of subject headings as well,
However, ve would expact that if mean mumbers of pages differ, they will
differ in that documents with more pagss will have more subject headings.
flence, a one-tailed test was used fere. Results a: fo significance are
Listed on the table for the .95 and .05 levels.

2,242 The Minor Fynoligses

4 very “mportant poiav should first be noted and kept in mind through-
studying the emtirs prol hing and libvery field, What we see here is
only & reflection of tha' vider field in a very small library collection
vith its o idiesynerabic nature. It is er undergraiuate collsction,
overvhelmingly compesed of receirt imorints, and is a "basie" collection
of importart books, rather than a vesearch collectio,

Hovever, these books were nob selected by the mumber of subject
headings they would raquire nor by the date. vhich are the two major
bases upon which these tests vere made, In other words, no conseious
hunan bias affects the variables used as the nasis for this study, Books
were of course selected for recency, out they were not selected by date
in the sense of $rying tc get a balance so that a1l the years are svenly
represented or any such thing, Instesd, selection vas done on the basis
of tontent; here is where the conscious human effort comes in,

low let us exanine the first minor hypothesis. The significant
difference in the mean mumber of subject headings assigned per document
betveen the various date blocks has been noted previously, The Issue to
be tested nere 18 whether nove than the usual number of new hesdings were
added to the thesaurus during the period of the high rate of subject
headings assigned per document,

Pigure 8 graphs (on & logaritimic seale) the nusber of documents
and mumver of nev subject headings for the period 1000-1967, "Tumber of
docwrents" is the number of documents whose date of publication is in the
ghven year. "New subject headings" is the mumber of subject headings
whose earliest date of application in the file is in the given year—in
obher vords, the earlisst dste of publication over a1l the appl*~ations
of a given heading, For purposes of the experiment these earl st dates
of applizatinn are being assumed o be the date of addition of the hesd
Lng ta the thesawrus, which of cowse, they are not. In many instances
the heading mey first sppesr in the fanta Cruz file long afber it has
been added to the LC List, But here too, as with books being written
about old and new subjects, o heading cannot be used before it is in-
vented, so the results should be st least a blurred replica of the true
profile,

It 15 to be expected that there will de relatively more new
healings earlier than later, because of the particulsr natwe of our
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"new" headings. As these are the earliest date -f application of a
heading in the file, chances are that more recent documents will have
subject headi...s whose earliest date of applicaticon is earlier than the
dat= of the recent documents--so these subject headings will appear
eariier on the subj=ct heading curve. This can be seen on the graph.
The document curve moves below the subject heading curve at first,
moves up to pace it, and then moves above i1t.

The area of our prime interest is in the thirties, however. This
section is blown up in Figure 9 {on ordinary graph paper). Here, mean
number of subject headings assigned in each year is graphed as well,
on a different scale. While the two curves had bzen neck and neck for
a while, and cne would expect the document curve socn .o rise above the
subject heading curve, instead it dips in the late twenties and thir-
ties with a marked lowering between 1931 and 19_4, So it would appear
that more new subject headings were added during the depression relative
to the number of books than in other periods.

Perhaps librarians had a lot of time on their hands and invented
new headings. Or, perhaps because of the economic squeeze, fewer books
were published, and those that were published were the best, the most
original of an ordinary year's crop. This would mean that just as many
subject headings were created in those years as would be expected, given
the previous shape of t.e curve, but the squeeze lowered the book pub-
lishing rate. In other words, the cause of the flip in the curve could
be either that number of subject headings rose, or the number of books
published fell: the data do not tell us.

AU Tirst glance, it would appeas thal iLlie opposite process occurred
during World War II: more bocks but less time to bother abhout creating
new subject headings. But referring back to Figure 7 again, we see that
this is Just the beginning of the general rise of the document curve
above the subject heading curve. Whether it rises precociously in the
forties, we cannot tell.

by

* % %

The second hypothesis, that the mean date of publication of books
indexed under a subject heading is indicative of the relative age of the
sbject fleld, was to be tested simply by inspection of representative
nieadings. A section of the file, ordered by mean date, was printed out,
and then 100 headings were randomly selected from these. A detailed
description of the method of selection is given in Section 2.3 and the
1list of 100 headings and their mean dates are given in Section 2.3.2.

The results indicate that a test of this sort is of little wvalue
on a group of subject headings of this nature. The hypothesis would
be mosi sharply revealed with a collection that was largely scientifiec.
The great majority of the 100 headings are geographical, personal, and
historical. One gels very little sense of the progress of time in
reading them over.

. 20
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IG. 9: BLUW-UP OF FIG. 8 WITH MEAN NUMBER OF SURBJECT HEADINGS
ASESIGNED/DOC AND NUMBER CF DOCUMENTS AND CUBJECT HEADINGS (1912-1948)
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2.2.4.3 The Major Hypothesis

The first approach taken on the hypothesis was Lo array the co-assign-
ment and date of publication in a two-dimencional array. (Co-assigrment,
as used here, is the number of other headings assigned along with a given
heading to a awuvcument. Looking at it in terms of documents, the co-assign-
ment is always one less than the total number of headings a551gned to a
ducument.) With the array (x,y) all unique subject headings (types) whose
mean date of publication fell in the date range x and whose mean co-sssign-
ment rate fell in the range y would be added to that array element. It
was expected that the mean rate of cc-assigrment on headings -rith recent
nean dates would be higher. This is a mistaken approach bscause the new
heading phenomenon is going on constantly. A certain segment of the head-
ing population in 1920 was new, just as a segment of the 1967 heading
population is new. So over all the mean dates of subject hzadings the
mean co-assignment should be roughly the same.

On the suggestion of Ralph Sheffner, a more sensitive approach was
taken. 'The idea was to take the difference between the mean date of
publication of a heading over all the applications of that ‘eading, and
the date of publication of the individual subject heading application.
For example, the sutject heading entries on the trpe that was created to
do this would look like this:

(rai of (date of
(subject heading) co-asld. terms) (mean date) appl.) (aifr.)
Aesthetics 0 1960.0 1965 =5
Aestihietics 2 1960.0 1955 5
Aesthetics 1 1960.0 1960 0
Asps 1 1 48.2 1950 -2

The tape was then sorted by difference, so theo all entries with a given
difference were together on the tape. Then the mean co-assignment rate

over all those entries with a given difference was computed. The value

of this method was that it blocked all headings applications by the distance
from their mean date. This made it iidependent of date in the chrono-'
logical sense; all those heading applications five years from thelr mean
would be tagether, regardless of when in time the mean was. Tie results

of this test are graphed in Figure 10.

A -20 means that the date of the individual application is 20 years
earlier than the mean. At first sight, this graph is quite impressive;
however, on closer examination, Mr. Shoffner and I fou-d several failts
with this arnrcach. (This ap,arently simple study was sneakier than it
first appeared, especially as the hypothesis and the assumptions behind
it were not as clearly formulated at first.)

First, .t was noted earlier that the mean number of subject headings
assigned to documents varied over the years, with a rate notably higher
during the thirties and esrly forties than during the periods before or
after. (8ee Section 2.3.2 for the mean rate year by year. ) Through 1929
it wag 1.86, 1930-45 it was 2.05, and 19L6-6T7 it was 1.67. With a mean
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publication date of 1953.8 over all the documents in the file, it is
evident that the vast majority of the collection is of recent date. So
we can expect most subject headings to have a recent mean date as well,
Thus the graph describes the behavior of recent books and their subject
headings for the most part, simply because most of the collection is
recent. So while th~t gragh is technically independent o chronolog cal
date, in fact, most of the indi--idual subject heading applications whic»
are ten years earlier than their mean date (=10) are in the forties,
ten years earlier than the date of the bulk of the file. So if we look
at the range of highest mean co-assignment, -11 through =27, this would
put us back right into the period where, as a generzl rule, the most
ubject headings were assigned to documents, hence the fall in the curve.

of aubject heading: assigned per year, woul give something closer to a
zaro-slope curve.

Seccndly, there were two fundamental weaknesses with this logically.
For oune, uy g iphing each subject heading by years, we are usiag a car-
dinal, or Interval, approacli for an ordinal problem. I othe_ words, in
using this approach, we are assuming that one year (or ten yvears or what-
ever) has the game effect on vvery subject heading. Yet the rate of de-
cay of various headings, and the resultant curves, may vary sharply from
one to another.

The second logical fault may be even more seriocus. Here, the problem
is in using the mean. Buppose on Subject Heading A, the mean is 5 years
more recent than the earliest date of use of the heading, while for B
the mean is 30 years from the carliest date of use of B. OSuppose we then
look at all subject heading applications which are _ne year earlier and
one year later than the mean of Subject Headings A and B, i.e., -1 and +1.

4(-1)
——f  6(+1)
mesan mean
rate T rateT

of \ of
co-assn. } ) T~—____ co-assn.

0 5 (u) 0 30 (u)
earliest date of use earliest date of use
Subject heading A Subject heading B




Whatever the naturs of the curves for the two subject headings (rate
of decay), chances are that the -1 and +1 mean rates of co-assignment
are going to hit at very different points on the curve=. Yet thi-
approach, by averaging together all co-assignments for Subject Headings
A and B will blend these together and produce : rather blurred curve,
that is, one would expect a curve such as in Figure 10 to have less of
s fall in it than there really is.

One way of resolving this is to iake the dirTerence between date
of publicaticn of the 1ndividual subject heading and the earliest date
that subject heading appears in the file. We then have the time from
first use so that all values with a difference of 20 are 20 years more
recent from their first appearance, which would then put all these
values on roughly the same point in the decay curve of each subject
heading. This eliminates the second probism, using the mean, but still
does not sol..: t.e interval problem. Because of differ=ant decay rates,
+20 may still be a different voint on an individual hroding's o rve,
There is also the problem that first use in the Santa Cruz file deoes not
mean first use altogether--we may not get the heading until years after
the initial confusion has died down at the Library of Congress. However,
this problew is with us whatever approach is taken as long as we are using
“he Santa Cruz file and not the Library of Congress file! And anyway, we
would expect a trend to be evident here too, because you cannot assign a
heading whicii has not been invented yet.

There is a way of getting arocund this interval problem too. However,
there was not enough time to perform that test—-so it will be discussed
in the next Section, 2.2.5. Because of the very similar processing in-
volved, there was enough time to do the intermediate experiment, (which
eliminates the second problem but not the first), the one using the ear-
liest date instead of the mean. The results of this test are gravhed in
Figure 11. A +20 means that the date of application of the individual
heading is 20 y-~ars more recent than the earliest date of application of
the heading. A glance ina.cates that the hypothesis is not at all con-
firmed in this test. The averages bounce around so that the lines of the
grarh were not evenly drawn in. The rates disperse more at the right
hand of the graph simply because the sample bases were becoming very small
there (from about 40,000 on the left to 20 on the right.)¥

The interval problem still remains, but unless decay curves are
»adiecally different from heading to heading, it seems that there iz no
reason to believe ‘ne hypothesis to be correct. The impressive fall in
the curve on the first approach is probably whelly due to the factors
conjectured earlier.

and earliest date studies. This is because the great majority of the
headings are applied only once, so the mean and earliest date are equal
to the date of individual subject heading application. Plus 1 on the
mea . study drops to about 4400 and on the earliest date study to 2000.
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Some comments on the nature of the file and its relationaship to
the tests made are in order here. The Sante Cruz file was used because
it constituted a large mass of data in easily manipulable form. Yet 1t,
by its nature, was not likely to be very revealing of tha ‘rends expected.
First, it was indexed under the Library of Congress system and the number
of terms assigned per document under that system is generally very low,
thus allowing little leeway on the part of catalogers, and reguiring us
to descriminate very small differences on results. Also, as it is an
impliecitly hierarchic:s1l syrstem, the solution resorted to when it appeared
that many headings would be needed may have been to assign a single head-
ing higher in the hierarchy. This is a common practice and a part of
library students' instruction. A non-hierarchical system may evince the
pattern hypothesized.

There are two other characteristics of this particular file which
may make it unsuited for our purposes. First, it was mentioned earlier
that subject headings previously assigned were revised to current usage.
This could have had the effect of cancelling the confusion-resulting-in-
more-headings fcr all periods except the present one. Secondly, the
effect of Mr. Biuck's encouragement of his catalogers to use more head-
ings where needed is unpredictable. This, in effect, results in a system

which is neither purely Library of Congress nor a non-hierachical systen.

2till and all, one persists in the feeling that were the trends
there, they would have shown up. The approach suggested in the next
section for future work should still be ~arried out, as it would eliminate
both the fundamental weaknesses mentioned earlier and therefore provide
more conclusive results. But aside from this it appears to this writer
that the next best approach is to shift to bodies of literature which
are indexed under non-hierarchical systems. The effects of such indexing
gystems are so different that they may well provide very different
results.

2.2.5 What Next?

The following approach, mentioned esrlier, was suggesilad by Ralph Shoffner
to get around the interval problem. Order all the applications of each
term by date of publication associated with that application, from earlier
to later dates. Then go down the list for each subject heading and compare
each palr of applications, 1 and 2, 2 and 3, ete. Look at the number of
co—-assigned terms iIn each pair. If the number of co-assigned terms on

let us call that a yes; if less, a no. If the hypothesis i1s correct, then
the percentage of all such pairs wvhich are yes': should be sinificantly
higher than the percentage <f no's, i.e., higher co-assignment as a rule
early in the 1life of the subject heading.

Another much more laboriovs approach would be tc examine siuaccessive
LC subject heading lists and supplements for new headings and use the date
of the LC list as the earliest date. This would give usg the true date of
birt!. of the subject heading. but here the interval problem is back again.
The results would probably not be much more interesting than the earliest-
date-in-the=file approach already used.
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It was mentioned earlier that several minor hypotheses were developed
in the course of the work. Two have already been tested and discussed.
The only other important one, which there was no time to test, is the
following one. Where no new subject headings Lad been introduced to the
thesaurus yet for a newly developing field, it is to be expected that in-
dexers will use several older terms, each only partially descriptive of
the field, to cover the subject adequately. Taking all the terms used in
the file in pairs, we would expect that some pairs would be co=assigned
{a different definition here, namely, both assigned to the same document)
rery frequently to describe newly developing fields for which single
apt terms had not yet been introduced to the thesaurus. (There is nothing
magical sbout pairs; threesomes may frequently be co-assigned as well.
However, even examining all the palr co-assignments in the file becomes
quite a bulky job.) The number of times palirs are co-assigned can be
counted and pairs witl{ nigh co-assignment printed out and compared to
pairs randomly selected. Given the current rapidity of scientific develop-
ment, most of the high-co-assignment pairs, representing new fields,
should be in science.

2.3 ©Bpecific Tests and Data
2.3.1 Precise Description of Tests Made

The following is a precise description of the various calculations
and tests made during the study. The descriptions are broken down in
the same way as in Sectlon 2. As the particular variables used in each
test vary considerably, i.e., the same variables do not appear repeatedly
in test after test, no attempt has been made to ensure that variables,
when they are used again, have the same letter name.

Z.3.1.1 Basic Data on the File

Distribution of Number of Applications over the File.

h = a ﬁnique heading (type).

a = an application of a unique heading (token).

t = total number of applications a of a unique heading h.
tt = total number of unique headings h which are applied t times.

th = total i1umber of unique headings h.

Find the above totals over the whole file, Produce frequency distribution:

t _ tt tt/th (percentage)

%
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Distribution of Documents g

di = a document with i subject headings assigned to it.
Find the total number of documents with i subject headings assigned for
each value of i1, i = 1, n, and array the totals.

Means, Medians, and Standard Deviations of Dates, Pages and Subject Headings.

d; = date of publication of a (valid-date®) document i.
p; = number of pages of a (valid-page¥*) document i.

number of documents with valid dates.

number of documents with valid pages.

o T I I
(]

mean date of publication over whole file.

P = mean number of pages over the whole file.
Find:
a ;Ai?l,ﬁi, p =i=1 Pi
n m
J = number of headings assigned to a document.
d,.= date of publication of a document i with J headings assigned

I o 1%,
= total number of documents with j headings assigned (valid-date).

n'E
dJd

dj = mean date of publication of documents with j headings.

P~ number of pages of a document i with jJ headings assigned to it.
==

m, = total number of documents with J subject headings assigned
d (valid-page).

55 = mean number of pages of documents with j headings.

b = date block, b = 1,...,4; = thru 1929, 2 = 193C--45, 3 = 1946-59,

4 = 1960-67. :
,jblE number of headings assigned to a document i in date block D.

= total number of documents in date bloek b.

n

J, = mean number of headings of documents in date block b.

*Invalid dates and pages to be eliminated before calcu