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The T!'se of fontrast Coding to
Simplify ANOVA and ANCOVA Procedures
in “fultinle Tinear Regression

rohen (1962) presented a discussion of contrast coding in multiple linear
regression models for use in analysis of variance (AMOVA) and analysis of
covariance (ANCOVA). The general theme of Cohen's article was that the main
affects and interaction of ANOVA and ANCOVA can be reflected in a linear model
through the use of specifically coded predictor vectors. Nther writers have
referred to these vectors as Jummv vectors, nonsense coded vectors, or group
memhership vectors. In our work with multiple regression, we have found
Cohen's system of contrast coding to provide a very Jogical and relatively
simple method for developing regression models to answer more specific questions
than the overall main effects and interaction tests generally applied in ANOVA.
Nrne nurpose of this paper is to present a discussion of the use of contrast
coding to reflect orthogonal comparisons.

"le have also found that, as Gohen suggests, contrast coding can easily be
applied in ANCOVA. Further, we found that for a two-way analysis of covariance,
contrast coding leads to a more exact duplication of traditional analysis of
covariance than does the standard method of designating group membership
predictor vectors. A second purpose of this paper is to present a discussion

of the application of contrast coding to ANCOVA,

Analysis of Varlance

Consider an experiment in which two treatment conditions are to be compared.
In this case, Viner (1962) indicates that each individual score rasults from a

number of sources of variability. According to Winer,




Vli =u + Tj + eij
Whare: Xii = an observation on person i under treatment ]
u = grand mean of all potential observations
Tj = effect of treatment i
eij = error associated with Xij

In order to answer the question of whether there is a significant difference
between Treatments 1 and 2 in a standard regression model (Bottenberg & Ward,
1963: Telly, et.al., 1969), onc would employ the following full model:

Model 1 Y = a,U + a;X; + ayX, + Ey

Where: Y = vector of criterion scores
17 = unit vector (all elements are 1)
X1 = 1 if the corresponding criterion score comes from
- Treatment 1; 0 otherwl
X2 = 1 if the corresponding criterion score comes from
Treatment 2: N otherwise
El = error vector
ao, al, a2 = partial regression weights

It will be noted that Y corresponds to Winer's Xij; ap to Winer's u 3
a; and a; to Winer's Ty and Ej to Winer's ey To determine 17 ~ = 1. . ant
difference exists between Treatments 1 and 2, Yodel 1 would be compared to a
rostricted model (Model 99) which would contain only the unit vector as a
predictor vector and the error vector.
Model 99 Y = aOU +~ B
Using contrast coding to reflect Treatments 1 and 2, the following full

model would result:



E

Madel 2 Y=a7+aX +E

n 1 2

4

here: Y = criterion scores
U = unit vactor

X, =1 if criterion from Treatment 1 or -1 if criterion from

~

Treatment 2
E_, = error vector
25 a1 = partial regression weichts
To answer the question as to whether or not Treatments 1 and 2 are different,
Model 2 would be comparced to Model 99.

The advantage of contrast coding in the above example seems to hc in the
determination of degrees of freedom. It will be noted that the analysis in
this example consists of a simple t-test or an 7-test with one degree of
freedom in the numerator. In order to perform this analysis, one must seot

a; and a, from Model 1 equal to 7. This lecss of two vectors results in a loss

2
of only one desreec of frcedom because therce is a linear dependency existing
within the set of vectors U, X1, and X5 in Model 1. In Model 2, no linear
dependencies exist in tho predictor variables. As a result.the 4.7¢ 7 1a
significant difference between (_.o.mencts . and 2 is accomplished simply by
satting a; = 0. As a result, the restriction of one regression weight accurzrely
reflects the approrriatc number of degrees of freedom for this analysis.

Tf one were to exrand the ahove two-group example to include four treatmmem:
concditions, the adventages of contrast coding in ANOVA hecome more apparent. I°
Treotments 3 and 4 are added, the addition of X3 and X4 to Model 1 would be

required in order tou allow for the main effects of Treatments 3 and 4. Model

1 would then be revised to he.:
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Aruitoxt provided by Eic:



Model 3 v =

.

al+a¥ +2a¥ +a2aX +aX +C
n 11 22 33 4 4 3

Where: Y, U, ¥y, Yo and E3 are as defined in Model 1

.»3

X

1 4if T3, 0 etherrise

1 4if TA, ” otherwise

84 8y, 855 A, 3, = prartial regression weights

To test for an overall main effect of treatments, thc followine restriction would

he nlaced on Model 3:

a 2

1=a -.;:33=aé=9

T+ can again be seen that there is one more predictor vector restricted out than

degrees of freedom lost.

Turther, it shouid be noted that within this regression

model framework, the overazll treatment main effects is the only question which

can be asked and tested.

Tising contrast coding, “odel 4 might be used to reflect the various

treatment conditions.

Model 4 Y =

ARANERS J'c % Y =

U =

E4 =

all+aX¥X +a¥ +aX +E
8] 11 2 2 33

s i (-

A

criterion scores
unit vector

error vector

ag» al, 32’ a3 = partial regression weights

and where the

elements in Xl, X? and X3 reflect the linear, quadratic

and cubic trends and are as follows:

If criterion from
Treatment

Xy A X5
1 ~3 1 -1
2 -1 -1 3
3 1 -1 -3
4 3 2z 1



The elemcnts presented here are the standard coefficients for orthogonal
polynomials. The usc of these values would result in Yl, Xz, and X3 being
uncorrelated. As a result, it is possible to vartition the variance into its
three 1independent sources.

If onc vere concerned about asking the overall main effect question, it
would be necessary to set al = a2 = aq = 0. The test of significance would
result in precisely the same outcom2 ss the use of 1 and O group membership
vectors as presented in Modei 3. However, it is possible to ask more specific
questions given orthogonal cdefficients. Onc may not only ke interested in
the overall main effect question. The research hypothesis in a particular
research project might be that ''the average of Treatment Groups 1 and 4 is
different from the average of Treatment Groups 2 and 3" (in other words, whether
the difference follows a quadratic trend). Given Model 4, it would simply requivre
the ~~ he sct equal to N in order to answer this very specific question.

As indicated abova, the values in the vectors are standard coefficients for
orthogonal polynomials. It may be that such coefficients do not reflect a
particular quesfion of interest. One might want to ask the question as to
whether the effect of Treatment 1 equals the average effect of Treatments 2, 3,
and 4. Since the standard coefficisnts for orthogonal pclynomials do not
reflect this particular question, it would he necessary to establish a
different set of coding coefficients. Since the question as to whether
Trcatment 1 equals the average of Treatments 2, 3 and 4 would require coding
coefficients in the predictor vectors to reflect the differential weighting
of the Treatments, an apnropriate set of coding coefficients might be:

Treatment 1 = 3; Treatment 2 = -1; Treatment 3 = -1; Treatment 4 = -1. The

values in vectors Xl, X and X3 of Model 4 might then be as follows:

29



1 2 3
If criterion from
Treatment
1 3 n 0
2 -1 2 0
3 -1 ~1 +1
4 -1 -1 -1

Ir order to answer this question of interest, it would only be necessary to
restrict out vector X1 by sotting a; = 0.

The two examples presented above secer to point to two advantages which
accrue from the use of contrast coding in a one~way analysis of variance. First,
since the pradictor vectors are all independent, the number of predictor
variables in a model accurately reflects the deprees of freedom for the analvsis.
As was pointed out ahove, this is not the case when standard 1 and 0 group
membership vectors are used. Second, the usc of contrast coding allows one
to ask more specific questions of interest than the overall main efféct.

The importance of these two factors becomes even more apparent when one considers
a two~way analysis of variance.

Consider an experiment in which a 2 x 3 factorial design is to be applied
and assume that there are two levels cf condition A and three levels of condition
B, Winer indi-ates that the following linear model would account for all

sourccs of veriahility contributing to an individual score:

) + + +

Kijk =u+ ay Bj aﬁij + eijk

Where! Yiik = an observa¥ion om person k under treatment i and
- treatment j
p = grand mean of all potential observations
oy = main effect for condition A
Bj = main effect for condition B

aBij = effect of interaction of conditions A and B
O
: e = error associated with X
ERIC 13k 1k
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The various sourcas of varisbility in "Tiner's model can be duplicated in
standard multiple regression analysis. Towvevaer, the need for 2 test of inter-
action reauires a full model which allows the differences heatween cell means
to vary and a restricted model which would force the differences between cell
means to be equal. Vhile this 1s not a particularly difficult task, it docs
reaquire some rather lencthy algebraic manipulations of the partial regression
weights., Kelly, Reggs, McNeil, Eichelberger and Lvon (1969) include an excellent
prescntation of the pronceduras for performing a two-way analyvsis of variance in
standard regression analysis so we will not attempt to duplicate it here.

Using contrast coding to duplicate the 2 x 3 analysis of variance would

tequire the following full model:

vodel 5 Y U+ a X +a X2 + a3 X, 4+ 2a,X, +4a.X_ +E

al0) 171 2 "33 A 575 5

Yhere: Y = criterion vactor
T = unit vector
Xy = 1 if subject from A or -1 if from subject A,

X, = =1 1if subject from B_* N 1Y subject from B, or 1 1if
subject from B3. 1 -

¥, =1 if subject from By -2 if subject from B, or 1 if
subject from B3.

X4 = Xl multiplied by X2

Vg = X1 rnultiplied by X3
ES = error vector

8ns through a_, = partial regression weights

5

It will he noted that the eloments of X, and Kq reflect the linear and quadratic

2]
/e

trends for the B main effect. In addition, the coefficients in X4 and X5 would
reflect the iinear and quadratic components of the interaction effect. It
should also be noted that all five vectors are independent so that the number

of predictor vectors accurately reflucts the total degrees of freedom for this

two-way analvsis of variance.




m

The cverall main effoccts and inrsraction tests can bce simply done once

Mgdel 5 has boan established., In order to test for intcraction, onz2 need only

2 2
set a, = 2. =0 2nd compare the P~ of “odel 5 to the P of the resulting restricted
2
modzl. In order to test for a significant A main effcct one nced onlvy restrict
Xl from “odel 5 by setting a; = 9. To test for the B main effect, XZ and X,

nust be restricted from Model 5 by sectting a2 = aq = 0. ERach of these tcsts
of sienificance can be shown to exactly duplicate the results one would obtain
through the use of traditional two~way analysis of variance cquations.

As was the case with a2 one-way znalysis of variance, the use of contrast
coefficients allows one to ask questions of incerest other than the overall
moin effects and interaction. In the example above, suppose one were interested
in determining if the interaction contained a significant quadratic trend.

This wvariable of interect is reflected in X5 of “Model 5. 1In order to test for

a significant quadratic interaction trend, onec need only set ag = 0. The linear
trend of the interaction could be tested by setting a, = N, Further, Model 5
allows one to test for sienificant linear and quadratic components of the

B main effect by sotting a, = 0 and ay = 0 respectively. The use of contrast
coefficients in this linear regression analysis would allow one to examine any
one or all of the five indepcndent sources of variance which the total degrees
of fresdom indicate contribute to each individual criterion score. In addition,
one could ask othor questions of interest by establishing a set of contrast
codes which would allow thc specific question of interest to be reflected in

the predictor vectors.
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Analvsis of Covariance

"he application of the use of contrast cocfficients for analysis of
covariance is a natural extension of the analysis of variance. The covariate
or concomitant variable is entcred as a2 predictor alone with the treatment
variatles in the linzar equation. For examnle, if a covariate were included in
“'odel 5 arove the equation would bacome:

“odel F v = aqU - a1X1 + aZXZ + 3323 + 34X4 + E6

Where: Y = criterion scores
X through X3 are treatment variables of interest
XA = the covariate or concomitant variable

U = unit vector

o]
]

error vector
aO through 2, = partial regression weights

The nature of the equation changes slightly, however, in that the predictor
variables (Xl throuch Xé) are not a2ll orthogonal to onc anothex. Specifically,
therec is a real or sample covariance between the covariate (X4) and cach of the
variables of interest (Xl through XB)' When the restriction = a, = aq = 0
is placed on the equation eliminating the treatment source of variance, the
welcht associated with the covariate (34) will change in value. It can be shown
that the variance which is lost by such a restriction is that variance which is
associated with the treatment but which is independent of the covariate. In
other words, the restriction results in a loss of that variance vhich is unique
to the treatment variables (Xl through X3). Such =nalysis is identical to
analvsis of covariance as descrfbed in such textbooks as Winer (1962), Lindquist
(1053) and McMemar (1969). The interpretation made for a significant statistical
test for treatment effect obtained by the analysis is that the treatments have

an effect on the mean criterion scores over and above that which is accounted for

by the covariate. The usual procedure of using group membership vectors in the

IC
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1ineasr model =2lso dunlicates the annlysis of covariancz for one-way ANCOVA designs.
In fact, the only advantages for using contrast coefficicnts rather than group
membership vectors seem to be that (J) cortrast coefficicnts provide a more direct
count of independent vectors to obtain deerees of frcedom and (2) contrast
coefficients =1llow for tests of more specific questions concerning treatment
effects than does the usc of group membership vectors.

Viner (1962) indicates that the linear model for a two-factor ANCOVA
would bec =25 follows:

X = + + . o

14t H og 313 <+ uBij + Yyk + Lijk

Yheres Xi'k = an observation on person . under treatment i in
3 condition j given information on the covariate

i = grand mean of all observations

a, = effect of the ith treatnent

Bi = offect of the jth treatment
uBi; = effect due to interaction
Yvk = regression effect on the covariate
eijk = error associated with Xijk

Suppose, now, that we wish to utilize 2 model where the oy effect contains
two different conditions and the Bj effect consists of a control group (Bl)
and two experimental groups (B? and Bq). Then the more traditional regression

model for these effects with the ceovariate and interaction included would be:

Madel 7 Y aqU + a2aAB + a A B + aAB +a AB AB +aX¥X+E

711 1 913 102 1 11 272 60 7

vector of criterion scores

Where: Y

(e}
i

unit vector (all elements are 1)

oo
(o)
[}

B, 1 if observation is found in both Ai and B , 0 otherwise
13 N

XO = concomitant variable

2, and a6 through a12 = partial regression weights

11
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In order to test the interaction effect, one would restrict Model 7 to:

Model 8 Y = aOU + alA + azAZ + aBBl + 34B2 + aSB3 + aGXO + ES
Where: Y = vector of criterion scores
U = unit vactor
Al = 1 if criterion from Alv N otherwise
A2 =1 if critzrion from A2; 0 otherwise
Bl =1 if criterion from B1; 0 otherwise
B2 =1 if criterion from BZ; 0 otherwise

B3 = 1 if criterion from B_: 0O otherwise

(9}

Xn = concomitant variable
JB = ¢rror vector
2, through 2e = partial regression weights

2
7

of variznce unique to interaction is significant.

Then thc test for interaction (RS - R;) would be a test of whether the proportion
Therc is some disagreement among researchers as to procedures for testing
main effects following a non-significant test for interaction. Both Ferguson
(1°71) and Winer (1962) suggest that after finding a non-significant interaction
effect, one has the option of treating the interaction sums of squares as arror.
The sums of squares for interaction could, along with the appropriate degrees of
freedom, he pooled with the sums of squares error to form a more stable error
estimate. In another paper presented at this convention, Pohlmann (1972) discusses
the limit to which such pooling may aid in guarding against a type I1 error.
Kelly et.al. (1969) encourage the practice of pooling as discussed in the
previous paragrarh. Assuming one has chosen to pool, then the A effect could

he tasted by restricting 3 and a. from Model R equal to 0O and the subsequent

2

mnodel hecomes:

ERIC 12
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Model 9 Y = a5l + a3B1 + a4Bz + aSB3 + a6X0 + EQ
Where: Y = vector of criterion scores

U = unit vector

Eg = error vector

Bys BZ’ and B3 = defined as in Model 8

Xq = concomitzant variable

ao, a3, aa, 2, a6 = partial regression welghts

5
(R; - Rg) would seem to be equal to the A main effect whereas 1 - R; would consist of
a pooled error term which includes the interaction effect. The B main effect
would be tested in 2 manner similar to the test for the A effect.
This, however, does not duplicate the main effect that is found in
traditionnl two factor ANCOVA as described in ¥iner (1962). In the model:

=u +a + B +a64’j+Yyk+

1 3 Ciik

ay s Bj’ aBij are orthogonal to one another and, hence, the presence or absence of

X
ijk

anv one should not have apy effect on the others. However, this is not the case

in the presence of the covariate. The covariance patterns between Oy R and

K
aBij, with the covariate y secm to be of such » nature that the restriction of
any of the thrce effects equal to 0 results in a change (increase or decrease)
in the other remaining effects. This would not be the case without the prescnce
of the covariate nor does it effect a one-way ANCOVA. Thus, when the interaction
term is pooled with the error in order to test a main effect, the amount of
variance associated with that main effect is different from what it would have
been without poolings.

The usc of contrast coding in tﬁo-factor ANCOVA would provide a method of
analysis where one could very easily test the main cffects without pooling the
interaction, thus yielding a duplicate result to the traditional two-factor ANCOVA

as discussed by Winer (1962). Furthermore, contrast coefficients allow for tests

of more specific questions of interest.

13
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Civen the example presented zbove, wvhere the A effect consists of two
conditions ond the 3 effect consists of one control group (Bl) 2and two experimental
groups (B2 and B3), thz experimenter micht be interested in 2 comparison of the
exoerimental groups of the B condition to the control group (Bl) as the first
question of interest. A second duestion might be if there is a difference
between the experimental groups over both A conditions. Then;, one may e
interested in whether either or both of the B experimental effects are different
within the two A conditions.

Note that in 211 questions, the interest lies in the effect of freatment
over and above that of the concomitant variable.

The model appropriate for this ANCOVA would be as follows:

Model 10 Y

a e + +
OU + alA + 1281 + a3B2 + a4AB1 + aSAB2 a6XO E10

Where: Y = criterion vector
1 = unit vector

A=141if in condition A ~1 if in condition A

1} 2
Bl = 2 if 4in control group: -1 if in either experimental group

B =0 1if in control group; 1 if in experimental group 1 (Bz);
-1 if in experimesntal group 2 (B3)

2; ALB, = --1;'A1B3 = -1;

AB., = (obtzined by A x Bl) AlBl 185

ALB -2:AB=1;.AB=1

2°1 © 2°2 2°3
AB2 = (obtained by A x B2) AlB1 =0: Ale = 1; AlB3 = ~]1;
A2B1 = 03 AZBZ = =] A2B3 =]
XO = concomitant variable
E = orror vector
10
a through a, = the regression weipht associated with the
0 respective vectors

There are three apparent advantages of contrast coding over the more standard
use of group membership vectors. First, the number of parameter estimates are
directly reflected by the number of weights (ao through a6) used in the model and,

Q
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haence, lead to a more direct count of degrees of freedom. Sccondly, one can go
directly to tests of the questions of interest tv restricting the appropriate
weight of Modal 10, For the four questions of interest specified 2bove this

= 0,

would result in four restricted models by first setting a, = N, followad by a

2 3

A, =90, and finally ag = 0. Each of the resulting restricted models would be
compared to Model 10 above. One could still test for an overall interaction
cffect or for either of the main effects (A or B), by simply restricting all
weights for the appropriate vectors cqual to 0. The third advantage of contrast
coding is that it allows for tests of the main effect without pooling the error
term, thus prccisely duplicating the two factor ANCOVA as presented in Winer
(1962). vhile such ~ traditional analvsis may not be superior, the authors
suspect that the difference in the two analvsas would lead to somewhat different
conclusions. That is, the traditional ANCOVA and the use of contrast coefficients
analyze variznce which is independent of all other sources in the model: whereas,

the use of standard group membership vectors vields varisnce components that are

in some way common to the interaction.

Summary

In this paper, we have shown how the use of contrast coefficients in multiple
linear regression models can provide for a logical method of analysis in ANOVA
and ANCOVA. Three distinct advantages were indicated. First, the number of
estimated parameters are direcctly indicated in the model, thus leading to a more
natural and direct count for degrces of frecedom. Second, contrast coding allows
for thc testing of specific varizbles of interest other than the overall main
effect and overall interaction effects. Finally, in the case of two-way ANCOVA,
contrast coding does not require pooling interaction with the error term and

thus is an e¢xact duplicate of ANCOVA as presented in Winer (1962).

15
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I+ would scem -t the usc' of con-::st coefficients allov for a variety
o. typas of analysis within the gencral linear model. This weuld present futur.
researchers with 2 more intcgrated concept of data analvsis rather than to
contribute to fragmentation of the field by discussing regressior as separaTt.
from ANOVA with all its various subcategories. The use of contrq.st coeffic onts
sncourages researchers to ask specific questions which can he analyzed with
F~tests which have only onc degrce of freedom in the numerator. “then there is
only one degrec of freedom in the numerator, the researcher is in effect dezling
with 2 single source of variability, and as a result, is able to better interpret
the meaning of the test of significance. In overall main effects or intersction
tests, the mumerator generally has more than one degree of freedom in the numerator.
The researcher must then attcmpt to interoret the test of significance realizing

that he is analyzing several sources of variability simultaneously.
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