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Iiff2 DUCTION

Much of the activity that goes on in the classrooms in our schools can pro-

bably be categorized as involving either of two gen ral types of cognitive pro-

cesses. These are recall and problem solving. Botwinick(I)identifies recall as

one of the three stages of memory. These stages are (a) registration or impress-

ion (b) retention, the lasting effect of registration and (c) recall. Recall is

seen as a retrieval process and may be thought of as a searching and scanning

mechanism which selects among many possibilities. Good(5) defines problem sol-

ving as a process of discovering or, ducing new relationships among things obiicA- et;

or sensed, the solution of which requires reflective thinking. flany educators

would probably agree that problem solving and recall are different and that pro-

blem solving is of a higher order of cognitive process.

Since much of school learning involves the use of these psychological pro-

cesses by students in handling recall tasks and problem solving tasks, it becomes

a worthy area of research.

It is the object of this investigation to test a model which may qualita-

tively and quantitatively describe the information processed in these cognitive

tasks of recall and problem solving.

The model has been developed in part by Moser(7 and is based upon the math-

ematicaItheory of the.engineewing aspects of oammunicationli) Felen(3) recently

applied the Aoser Aodel in the ana sis of information processing by Ancients

working on an overt problem solving activity, that of wiring an electric circuit.

Moser(8) very recently has refined the model to where it can now be used to de-

scribe information processing of the cognitive tasks of recall recognition, and

problem solving, using various modalities of output known as verbal, written,

and overt.



Th - particular study will test the Moser Model with regard to ecall anl

problem solvthg tasks using several combinations of modalities of thput and

output.



STATEMENT OF THE PROBLEM

This study is exploratory and is designed to test various constructs of

the Moser Information Theoretic Memo y Model as a means of assessing information

processing by humans in recall and problem solving cogniti e tasks.

More specifically the investigation attempted to answer the following

questions: What specific information values can be us d to identify p:oblem

solving and recall tasks at the memoryful level (original)? What infacmation

values at the mathematically derived memoryless level (independent) can be used

to identify these tasks? Can the model be used to qualitatively and quantita-

tively describe the time-decay of kno ledge in a chain floW f information

experiment Are information values significantly related to an external measure-

ment of intelligence?



PRCCEDURE

The subjects for this study were graduate students enrolled in two graduate

science education courses at the Unive sity of Pittsburgh during the 1971-72

academic year. Thirteen stude ts were in one group, while eighteen students were

in the other. Students volunteered to participate in the various learning

experiments.

Thirteen graduate students in one course took the Hunt Test of Conceptual

LevelCo) This test consisted of six questions to which the students were asked

to respond in at least five or six sentences per each question. This activity

was defined as a problem solving task. These same thirteen students were in-

volved later in a chain flow experiment which was designed as a recall task.

This involved a six minute monologue heard by three students. Two of the students

tnmediately vent to separate rooms to verbalize what they heard to other human

receivers, who in turn generated that content to another human. Chains of four

to six human receiver-tra Emitters were conducted in this manner. One of the

initial receivers was delayed thirty minutes before starting a chain flow of in-

formation.

The second group consisting of eighteen students participated in several

tasks which involved various modalities of stimulus-input and response-output.

These tasks are described in the following paragraphs.

Fifteen graduate science education (elementary and secondary) students

participated in this task. They were selected on the basis of previous findings

of their having processed information in other experiments. Seven of the students

listened to a specially designed verbal statement. This statement was on an

audio-tape and had been used in a similar experiment four months previously.

Two of the source receivers (subjects) were then selected to initiate a recall

chain. A chain is the sequential "pa sing" of information from one human to
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another. Uhen the chain was terminated, each of the fifteen subjects was asked

to write a statement of what he had heard. They were given eighteen minutes to

complete this recall task. Each statement was term-analyzed and placed in a

matrix. Then information theoretic values were calculated for each subject's

output in the chain recall and delayed recall tasks. It Should be noted that

the delay in recall invnlved thirty minutes for five subjects twenty-five

minutes for two subjects, and a range of twenty minutes to zero minutes for each

of two remaining students.. These two tasks will be subsequently referred to as

"Chain Verbal" and "Delayed Recall."

Each of eighteen graduate science education students(elementary and seco

dary) was asked to solve an abstract problem hieh was on a type-written page.

The problem involved an incestuous relationship between nine people who were

identified with Greek-letter names. The subjects were to take the role of a

court judge deciding on divorce proceedings and custody assignments. The problem

statement was two hundred twenty-four words in length. The term location and

wording sequences of the statements were specially constructed to establish an

abstract type of problem. The criterion wae a maximized error-correction level.

The subjects each spent five minutes verbally "solving" the problem. The

audio-tapes were term-analyzed and compared to the terms located in the source..

which consisted of eighty-seven terms with a variety of twenty-six. Each

subject's output was placed in a matrix and treated for information theoretic

measures. This task will be subsequently referred to as "Gamna".

A six hundred word passage was read to a group of fifteen graduate science

education students(elementary and secondary science). They then immedinte]y

spent eight minutes writing what they had heard (based on a time study ratio of

(8)writing and speaking rates for hearing a five minute passage). The source of



the content was abstracted from an article by Robert L. Sinsheimer "The Brain

of Pooh:An Essay on the Limits of the Mind," American Scientist, V 1 59, Ne.l.

pp.20-28 The written statements were term-analyzed. Each subject's tally of

terms (sequential) was placed in a matrix and treated for information tneoretic

values. This task will be referred to as "Brain".

Eighteen graduate science education students (elementary and secondarY

science) were asked to respond to the question, "What is Science Learning?"

This was designed as a free recall taskP)The subjects were given fifteen

mi utes to write their own composition. Each composition was term-analyzed and

the results were placed in a matrix for determining information theoretic values.

This task will subsequently be referred to as "Science Learning".

Seventeen gradtuate science educa ion students (elementary and secondary

science) participated in the experiment. They were shown an overhead projection

f fourteen colored geometric objects. These we e of four colors and included

squares. circles, and triangles (equal and right-angl d). The desired state of

affairs was to record objects scored on the basis of match and non-match criteria.

These two groups of entries were placed in matrices and ,reated for information

theoretic measures. Then each subject total entries (match plus non-Natch

were again placed in matrices for the treatment by information theoretic pro-

cedures. This task will be referred to as "Classification".

The follcuing is a summary of the six previously described cognitive

tasks Nfith refe ence to the modalities of stimulus-response used in the parti-

cular task. The tas s are arranged in the order in which they were described.

AII tasks pertain to those students in Group II (See Table 1)



COGNITIVE TP SKS

Stimulus

Stimulus (oral) (Chain Expt)
Each student listens to oral
presentattion concerning steady
state and information theory.

2. Stiftulus (oral) (Delayed Chain
Lxperiment)
Each student is asked to write
what he heard.

3. Stimulus (written)
Student reads paragraph about
Gamma-marriage-triangle and
is asked to solve the problem.

Stimulus (oral)
Instructor reads aloud six
minute description of func-
tion of brain.

Stimulus (written)
What is science learning?

Stimulus visual-perception
of objects on a screen)
Student asked to classify
these objects.

Response

1. Response (oral)
Student orally tells another
what he has heard in chain
experiment.

2. Response (written)
Student writes what he heard
in Chain experiment.

Response ral)
Student verbally, five minutes,
solves the problem out loud
into a cassette recorder.

Response written)
Students immediately write all
they can remember from the
oral presentation.

Response written)
Students write paragraph for
fifteen minutes.

6. Response (written
Student classified objects
on paper.

The verbal and writ en statements in all the tasks were coded. The Hunt-

Conceptual Level Test was coded using the modified Parakh Interaction Analysis

(10) The students' responses in all the other tasks were coded for the

noun-terms used in the output (Appendix II). The sequence and frequency f noun-

terms used in the responses were recorded and processed according to the Moser

Model.

RATIONALE FOR DATA TREATMENT

The model makes certain assumptions concerning human behavioral processes.

(A) Human behavior is a stochastic process. When a human decides on a ourse

of action" to follow, that course of action can be described probabilistically.



(B) The behavior of humans is from an ergodic source. An ergodic source is a

rather stable and consistent erie where the probabilistic laws remain constant

during the entire purse of action." (C) Human behavior is Markovian. Uhen

man is involved in a behavioral sequence of events what he is about to do is

conditioned by what he has just done.

In order to obtain and determine probabilistic data to describe the behav-

ioral actions of students it was necessary to break the behavior into a se-

quence of discrete events. This was done by using a coding system on the oral

and written responses. All the tasks except the Hunt Test were coded for the

order-sequence and frequency of terms used. These codes were placed into an in-

teraction matrix and information theoretic values were calculated according to

the theorems and constructs described in Appendix I. The original entries are

placed into the matrix and the calculations based on these are referrea to as the

memoryful conditions. The Moser Model uses Markovian matrix calculations to

raise the power of the original matrix to a condition of steady state where In-

dependence occurs. The condition of steady state is called the memoryless con-

dition.

The Moser Information Theoretic Me o y Model is diagrammed on the next

page in Figure 1.

The environment provides a stimulus (oral and or written) input (Hz ) which

is processed in the Short Term Memory. The Coding process in the Short Term

Memory is a filtering process which removes some noise. The Comparator(12)

shown in the model is the processor of the noise components H Y and H X.x y

The Code goes to the Long Term Memory store for search and retrieval of

information. Real information and useful information is made up of the com-

ponents, Code and LTM (Code+ LTM). The error correcting mechanism in this

model is the Comparator(12) which corrects or makes adjustments for the noise
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components HxY and H X. The calculations of the information values in the Moser

(11) = -(3 4)Model are explained in Appendix I and can be found in Shannon , Felen /-

78)and Mose _ ,

The Comparator mechanism in the Moser Model is similar to that mentioned

by Sternberg. (11) The Comparator i5 part of the roise control or noise cor-

rection system. The Moser Model hypothesized that the noise components HxY and

yX are relevant variables that may help to identify cognitive tasks(6)

The following is a sequential outline of the data collection and processing

procedures:

10 The observer codes the oral and or written responses according to the

sequence and frequency of the coded terns.

2. The coded noun-terms (or Parakh codes ) are placed into an Interaction

matr:',7! (See AppendLx II)

3. The probabilities based upon the frequencies of codes are calculated.

4. The conditional probabilities for the row entries are calculated.

S. The p log2p tables are used to calculate the average information value

Hx (input), HxY (conditional probability n(max), and Channel Capacity.

6. The other thirteen information values are calculated for both the

original memoryful channel level and the steady state memoryless channel level.

FINDINGS

The analyses of the experiments will be described qualitatively and quanti-

tatively with regard to the constructs proposed in the model. Generalizations

are based upon some statistical decision rules, although some are pure inferences

related to the model's hypothesized constructs.

The information values for a]-1 eight experiments performed with the two

groups are summarized in Table 1.



Finding: 01

The amount of input information Hx processed by the subjects in the var-

ious experiments ranged from 2.242 bits in the Hunt Conceptual Level Test to

4.7511 bits in the "Science Learning" recall experiment.

The H Values are a function of the type of coding process used in the
x

analysis. The Parakh Digram Code(10) was used on the Conceptual Level Test

which explains why the input values are low for this task. The noun-term analy-

sis was used on all the other experiments and the overall values for these

ranged from 3.9016 to 4.7511 bits.

Finding: 02

The input information Hx is significantly correlated with the equivocation
HyX on the ConcepLual Level Test at both the memoryful and memoryless channel
levels. The rx7 values are 0.829 and 0.650 respectively. The recall chain ex-
periment in Gri:4 I showed a significant correlation only at the memoryless
level with a value of r =0.957. (See Table 2)xy

In the model, Equivocation HyX is a component of noise in the channel which

is processing information. Equivocation is often regarded as an error-correction

factor. It seems from the data (Table 2) that H X is strongly related to the

input H. For the problem solving task, the higher the value of the input com-

ponent 1130 the higher the value of noise component H X becomes. However, this

relationship is not true for the recall task in the original memoryfUl channel.

Perhaps the nature of the information processing u ed in problem solving tasks

requires more errors or more noise in the channel.

In the m del the information value obtained from the Long Term Memory store

is referred to as the LTM. The relatedness of the Equivocation HyX value and the

LTM value for the same subjects on the same cognitive task was determined. The

relationship of the LITI at both channel levels for the same subjects processing

both tasks was also determined.

11
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Finding: 03

The H,X and the LTM at the memoryful level showed a significantly negative
correlation'of r = -0.797 for the Conceptual Level Test and a significant va]uexy
sf -0.6914 for the recall task for Group I. The Conceptual Level Test value for
the-ITM operating in the memoryful and the LTM in the memoryless channel were
significantly correlated at r = 0.683 but the recall task LTM values were not
significantly correlated. (S3e7 Table 3)

Various other correlations were calculated to determine any relationships

between the two tasks with reference to the information values HyX, LTM, and

Code. (See Table 4)

In the model, Code refers to that component of noise which is filtered cut

when the input Hx enters the Short Term Memory. It is defined as Hx HxY. The

Code value in the memoryful channel level was not found to be significantly e

related between the two tasks in Group I.

Finding: 04

The LTA in the "Chain Recall" Task was significantly negatively correlated
with the LTM value of the Conceptual Level Test at the memoryless level, with a
value of rxy

This finding may indicate that the tasks differ in the kind of Long Term

Oemory pathway which was used in processing informatien in the two tasks.

The second group of adult subjects participated in a series of six exper-

iments. The tasks were a priori defined and designed to be three recall tasks

and three problem-solving tasks. The three recall tasks in the data Tables 5-10

are referred to as (a) "Science Learning" (b) "brain" (c) "Delayed Recall"; the

three problem-solving tasks are labeled ( ) "Gamma (b) "Classificatibn" ( ) "Chain

Verbal."

In order to demonstrate that the various cognitive tasks were of two gen-

eral types, recall and problem-solving, it was necessary to show some degree of

similarity between the same kinds of tasks and to dhow a significant difference

between the different kinds of tasks. First, correlations were done to indicate

12
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the degree of independence of the data with regard to the model component HyX Hx,

Establishing independence of the data, then a t-test was used to determine which

f the task combinations were significantly different. e Table 5)

"Chain Verbal" and "Delayed Recall" tasks were the only two tasks that we e

significantly related r = 0.609. Since "Chain Verbal" and "Delay Recall" werexy

significantly correlated, a t-test was not used.

Fingina_g5
Correlations established a degree of independence of the data values with

respect to the component 11,X/Hx, the amount of Error-correction per Input, in the
various tasks except for "thain Verbal" and "Delay Recall." Multiple t-tests show
significant diZfereuces between the problem solving tasks and the recall tasks.
No significance was found when comparing two recall tasks with each other nor
when comparing two problem solving tasks with each other. Ivhen processing a
problem solving task the amount of Error-correction per Input (H x/H is signi-

Y xficantly greater than when processing a recall task.

The modal hypothesizes the Comparator mechanism.(8) This comparator is the

error control system which operates in the memory. Processing of information in

a problem solving task involves greater use of this conbrol mechanism as evidencel

from the data in Table 5. Inter-correlations between the combinations of six

tasks in Group II, using the value HyX/Hx in the memoryless channel, show only

one significant value. This substantiates the model construct that Error-cor-

rection vorks in the mem ryful condition but not effectively in the memoryless

state.

Findings 06

The LTN in the "Gamna" problem solving task and the LTM in the "Classifi-
cation" task are significantly correlated r = 0.5243 for the memoryftl channel
but not at the memoryless channel. The LTM values in other tasks were not sig-
nificantly related.

With reference to Table 1 and attempting to find some identifYing infor-

mation values which might be used to characterize somewhat distinctly the two

kinds of cognitive tasks, the following model components are noted: (A) the Con-

13
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ditional Relative Entropy (HxY R.E.); (5) Percent Code Reduction; (C) Percent

Real in the Shared information; (D) Percent of total Noise in Shared and (E) the

Error-correction per Input already mentioned in finding 05.

Finding: 07

The Conditional Relative Entropy (HIcY R.E. ) values for the three recall
tasks were 33.10%, 39.30%, and 38.75%, while the three problem solving tasks
were all slightly higher at 40.02%, 44.605, and 44.84%. Multiple t-tests (Table
12) show significant differences with respect to the recall tasks and problem
solving tasks, except the value for "Classification" 40.02% is not significantly
different from "Brain" value of 39.30%.

Table 8 shows that only the "Chain Verbal" tas:' is correlated with the

ITBrain" recall task and with the "Science Learning" recall task. A multuple

t-test was used to support the finding 07.

Table 7 shows that the Percentage of Code Reduction correlations between

the six tasks were not significantly related except "Chain Verbal" with the

lay Recall" task.

Finding; 08

The Percentage Code Reduction values for the three recall tasks were 69.80%,
72.11%, and 75.71% compared with the lower values for three problem solving tasks,
58.42%, 59.15%, and 59127%. Multiple t-tests show that the tasks are signifi-
cantly different from each other when problem solving is compared with a recall
task. (See Table 12)

The Real information or Useful is a component of the Shared information

HIAxly The trend of this percentage may be able to be used to identify these

two cognitive tasks.

Findings 09

The percentage of the Real information of the Shared information was higher
for the three recall tasks as compared to lower values for the three problem
solving tasks. The values were 55.22%, 57.74%, 60.66% and 43.59%, 43.72%, and
45.27% respectively. Multiple t-tests supported the conclusion that significance
occurs when comparing two different cognitive tasks. (See Table 11)

Nbise in the information processing channel seems to be a usefUl iden ing



characteristic in di.Oinguishing between these ttqo kinds of tasks. The model

hypothesizes that problem solving processing activity involves a greater search-

ing for and comparing of information in the memory channel; as a result the total

(8)
noise input in the problem solving processing should be higher.

Finding: 10

The total amount of Noise in the memoryful channel - HJ and H - is
higher for the problem solving tasks than for the recall taslis. The percentage
noise of the Shared is higher in the problem solving tasks. The values are
39.34%, 42.26%, and 44.78% for the recall tasks and 56.28%, 56.41% and 54.73% for
the problem solving tasks. Multiple t-tests strongly indicate that problem sol-
ving and recall tasks are significantly different with respect to rercentage of
Noise in Shared.

Table 10 shows correlated comparisons between the six tasks with respect to

input Relative Entropy (HxR.E.). Only two significant correlations were found.

The range of values for these Relative Entrpies was 85.14% to 98.19%, with the

highest value being in the task involving classification and sorting9 The values

for input Relative Entropies do not seem consistent and stable enough to reli-

ably characterize cognitive tasks.

The strength of dependence is a numerical measure of the quality of the

dependence between two subsequent events in a Harkovian Chain. Comparisons were

made of the strength of dependence measures calculated for the M16 state. The

l m4, m16.original matrix is multiplied by itself four times, m 142, Only three

correlations out of fifteen were significantly related. The "Brain" recall task

was correlated with two other tasks, a problem solving task and a recall task.

Strength of dependence of "Science Learning" task was significantly correlated

with the "Gamma" problem solving task. The strength of dependence measures vary

considerably over all tasks and is not useful as a differentiating criterion for

task identification. (See Table 9)

Strength of dependence values for students involved in the decay chain ex-



periments varied considerably throughout the chain and no appreciable trend

was noted. The variety of the original source terms used by the subjects in

the verbal decay chain dropped considerably. The source had a variety of thirty

terms, with the first subjects in the chain dropping to six and eight terms and

the subjects at the end of the chain using only two or three terms. Aost sub-

j cts in the chain experiment re-structured what they thought they had heard

and used many new terms in their outputs. As a result of this new structuring,

the strength of dependence used in the outputs was not affected by the decay of

the original source terms.

Since two separate groups were used in the study, a t-test for differences

between means was performed using the means for selected information values.(13)

The Percent Code value and the Error- corr etion per Input were used as compari-

son criteria. (See Table 13)

The Percent Codes for Group I "Chain Verbal" and Group II "Gamma' were

significantly different from each other. "Gamma" is a problem solving task;

therefore, it can be concluded that Group I "Chain Verbal" is a recall task i

uation. This is further substantiated by comparing Group II "Delay Recall"

written task with the Group I "Chain Verbal." No significant difference between

the tasks is an indication that these two tasks are similar, supporting the con-

clusion that the Group I "Chain Verbal" task is a recall task.

The Group II "Science Learning" Percent Code and the "Brain" Percent Code

are not significantly different from the Group I "Chain Verbal." Both the "Sci-

ence Learning" and the "Brain' are recall tasks; therefore, it may be inferred

that Group I "Chain Verbal" is being processed as a recall task, with reference

to the model component Percent Code.

The Group I "Chain Verbal" Error-correction per Input v61ue HyX
x was

compared with the "Gamma" value and was found to be significantly different. This

16
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is an indication of the model's hypothesized Error-correction value again being

higher for the problem solving task than for the recall task. This lends more

support to characterizing the Group I "Chain Verbal" as a recall task.

The Hunt Conceptual Level task was found to be significantly different when

compared with other problem solving tasks in Group II. Perhaps the Hunt Test,

being a written form of problem solving, involved an even greater a ount of

Error-cor ection per Input. The mean value for the Hunt Test was 47.1%, the

highest of all tasks*

The Group I "Chain Verbal" task was not significantly different from the

Group II "Chain Verbal" task when the H X Hx values were compared. It may be

that the similarity here is due to the verbal output modality. Both groups were

verbally outputing i formation, so Error-correction is more closely related to

the modality of output, while the information Percent Code is not.

Since the model attempts to explain and describe cognitive processes used

in various cognitive tasks, and since intelligence is in part an indication of

an individual's cognitive abilities it is logical to look for relationships be-

tween the model's information values and an external measure of intelligence,

The Miller Analogies Test(2) is a highly reliable measurement used for graduate

students and serves as a useful general measure of intelligence. The M.A.T.

scores for students in this study were compared with :elected information values

In Table 14 the correlations between the M.A.T. scores and ten different infor-

mation values are noted.

Finding: 11

The Miller Analogies Test Score was found to be significantly correlated
with eight out of ten information values. The average recall values were found
to be significantly correlated in eight out of ten values with three OUG of the
eight being negatively correlated. The negative correlations were for Condi-
tional Y) Information the Conditional Relative Entropy and the Error-correc-
tion per nput values.

17
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The values in Table 14 also indicate that -,)cience Learning" task had eight

out of ten significant correlations with the M.A.T. scores -while another recall

task, "Delay Recall," had four significant correlations and the Brain" recall

task had no significant correlations. The problem solving averages were not

significantly correlated, although the "Chain Verbal" task had seven significant

correlationm and the "Gamma" taSk had one.

These reported values (Table 14) were for the measures found in the memory-

ful condition of the memory. The memoryless condition measures are currently

under study. To date the Real measure has been found to be significantly

correlated with the A.A.T. score in th "Science Learning" experiment( xym -.6718)

and for the "average" recall task (rxy

One may safely conclude that the M.A.T. is strongly correlated with recall

type of tasks, especially those tasks like the "Science Learning" task which

is a free recall type. The subjects who processed the "Science Learning" task

expressed themselves in written form of output. It appears that M.A.T. is also

related to certain problem solving t sks. Buros
(2 ) found that the A.A.T. is a

correlate of verbal ability and general intelligence. Perhaps one can conclude

from the data in Table 14 that the dominant form of information processing used

in the Miller Analogies Test is recall. From the Moser Memory Model then, it may

be stated that M.A.T. is strongly related to the information values of the recall

type of information processing. This process of searching is done in the Long

Term Memory, The Moser Model's hypothesized L.T.M. construct was not signifi-

cantly correlated with any of the M.A.T. values at the memoryful channel level( ).

Perhaps one can conclude that the LTM in the model is not really a measure of

recall type of retrieval as related to the influence of the intellect but is pro-

bably more related to the interaction of memory model components. The "Classi-

fication values were not s5gnificantIy correlated in any of the information values



tested° According to the Moser Model the classification-sorting type of task

involves only the use of the short term memory. The stimulus objects used were

projected on a screen and were visible during the entire time of the task. The

subjects did not have to draw much from their own long term memory because the

objects were constantly in front of them. Most of the information necessary in

the processing of this task is strongly perceptual and was being held by the

subjects in the short term memory.



COI LUSION

The major educational value of this study is that it identified the ways in

which individual humans processed information while conducting two kinds of

cognitive tasks. The Moser Information Theoretic Memory Model has been tested and

various c mponents have been refined and developed as a result of this investi!--

gation. Actual classroom contextual learning activities can be characterized as

either recall or problem-solving tasks using several of the constructs in the

model. The individualls cognitive information process3ng style can be partially

identified from several of the information values used in the model.

The foflowing information values can be used as identifYing exemplars of

the cognitive tasks, recall and problem solving; very recent studies indicate

that these values listed below may vary according to the success subjects have in

04processing tasks 8).0

Recall Task

_Information Term Expected Range of Values

Percent Code of 69 % up
Input

Percent Real of
Shared

Percent Noise of
Shared (1-1 (x2y)

Conditional Relative
Entropy HxY R.E.

Error-correction per
Input HyX Hx

55% up

Problem Solving Tasks

Expected Range of Values

40%

o %

45 % So %

0 % - ---- 40 % 40%

35 % 35 %

60 %

5o%

Up

---------up

The above range of values can be used to categorize tasks or they may be

used to partially identifY the mode or style used by an individual when involved

in school tasks. This information theoretic model may be able to be used in



conjunction with other diagnostic and evaluative techniques to help analyze

instructional learning tasks.

The treatment in this paper revealed that certain information values in the

model can be used as criterion measures for indicating an analysis of the Miller

Analogies Test Score in terms of the model's references to the recall type of

information processing. The M.A.T. score has been found to be significantly

correlated with the following memoryful model components: a) Input Relative Entro]

H R.E.; b) Code; Percent Code Reduction; d) Error-correcti n Input Hx; e) Con-

ditional Relative Entropy HxY R.E.i f) Percent Real of the Shared Information;

g) Equivocation HyX; h) Real memoryfUl and in the Real me oryless condition.

This investigation has demonstrated that the model is applicable in identi-

fying two kinds of tasks involving various modalities of output, either written

or verbal. The data collection, treatment, and the data processing techniques arc

quite feasible, and the results suggest a practical utility for applying the

model in the study of school learning situations.

The study also recommends future research te develop a'possible regression

equation which may be used to predict Miller Analogies Test scores from the

previously listed information values. Other external measures of mental abilitie2

and or mental processes should be studied within the frmmework of the model in

order to e1 Illtsh some mensliree of validity.
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APPENDIX I

Programme rer information Theoretic Measures

10 Actual Information: H2c The entropy or the information of the source of
messages itc-,--Elp log2 p ( a negative sign in front
makes the log values positive)

2* Bit : A contraction of words binary digit: a unit nf the amount of information;
the amount of uncertainty; one bit is the amount of information involved
in the choice between two equally probable possibilities.

Channel Capacity: The capacity of a communication channel is equal to the numbea
of bits per second which can be transmitted.

Code: The filtering out process; According to the Moser Model, the brain will
process the incoming message and subtract the spurious noise.

Percent Code Reduction or Code Efficiency; A filtering out or chunking process
According to the Moser Model, the amount of I input in the code signal
used for a match in the long term memory retrieval seardh.
% Code:;Code/HX

6, Conditional Information or Dependent Information: The uncertainty in the re
caved signals if the message sent be known*

HxY Pi P log2p
Hxy the uncertainty of y given x

7. Equivocation: The uncertainty as to what symbols were transmitted when the re
ceived syMbols are known: a form of noise Hyx ) ; Errorcorrection.

Information: A logarithmic measAre of the improbability of a message in a given
situation; the uncertainty or the entropy of a message.

9. Markoff Chain: A special stochastic process in which probabilities are dependent
on previous events.

10, Maximum Information: ( The variety of codes used in a matrix. Assume all
items are equaIIj probab3e. Hmax log

2
N 11:variety

11 Memory: The storage center of the brain. According to the Moser Model, the Short
Term Memeory and the Long Term Memory have different functions.
STM processes incoming information with the use of the Ommparator.

12, Noise: The portion of a transmission channel which is spur3ous or in the Moser
Model, it is the "nonuseful" information. The two components of noise
are Hxy and H.

13e Percent Noise: The portion ef the transmission channel which is spurious, rror-
1'111 or which is not useful information.

HxY HYY1H(x1Y



APPENDIX T n inued)

14. Noise in InpubL The amount cf spurious information In the Input messages in
a transmission channel or memory model. Moser Model refers to the
errorcorrection per input as noise x a. H /

Real or Useful Informa The amount of information which is not spurious or
the useful information flowing in the channel* According to the Moser
Model it is the Code message signal plus that retrieved from the long
term memory.

16 Percent Real: The portion of a transmission channel which is useful.
Real H

(x'3)

17. Relative Entrap The relative uncertainty or the amount of information in
the choio of the sender.

R.E. H Hmax

18. Conditional Relative Entropy Hxy R.E. The amount of information in the
second message with respect to the total possrble information.

Hmax

19. Shared Information: The amount of information shared by consecutive x and y
messages n a transmission channel. H xsy)

20. Steady State: A condition in the Moser Model referred to as Memo/yless;
A condition in a finite Markoff Chain where the probability of a
given state will be almost independent of the initial state.

21. Steady State Information: The information in an event when it has no
dependence on the event preceding it.

Strength of Dependence: The numerical quality of dependence between X and Y
events in a Marko.vian Chain. In the Moser Model it is the amou t
of code remaining when the matrilt is multiplied by itself to Ml-
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TABLE 2 PRODUCT MOMMT CORRELATION COEFFICIENTS
AND REGRESSION ANALYSIS AT MEMORYFUL AND
MEMORYLESS CHANNEL LEVELS

Group I

lix (mean)

HyX (mean)

bYx

bxy

ay

ax

Conceptual lama lant amin Experiment
(Recall Task)

Memoryful Memorvless

(Problem-solving
Task

MemoTyful Memoryless

2.242

1.058

0.810

0.849

-0.829

1.385

0.829*

2.242

.1499

3.194

0.132

-5.663

204.4
0.650*

3.902

1.078

0.116

0.492

0.626

3 371

0.237

3.847

3.300

1.256

0.729

-1.534

1.441

0.957*

r = 0.553 significant at 5%xy
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TABLE 3 PRODUCT MOMENT CORRELATION COEFFICIENTS AHD
REGRESSION ANALYSIS AT VARIOUS CHANNELS

Group I

Conceptual Level 12At.

aY

HyX-vs-LTK -0.797* 1.564 0.921
Memoryful)

LTM-vsLTM 0.683* 0.137 0.212
(Memoryful Memory1ess)

* significant at 5%

Chain ENperiwent
r ax-xy aY

vs-LIM -0.691* 1.180 0.861
Memoryful)

LTM-vs-LTM 0.253 1.167 0.560
(Memory Memoryless)

TABLE 4 PRODUCT MOMENT CORRELATION COEFFICIENTS
AND REGRESSION ANALYSIS BEWEEN THE
COGNITIVE TASKS

anuamuLuil Level Teer_

Group I

ahajja Experiment

HyX (momoryful) VW (memoryful) -0.474 1.976 1.344

Hx (mamorylese) VS (memoryless -0.463 4.969 2.133

LTM (mmmoryful) VS LTM (memoryfUl) -0.308 0.418 0.480

LTM (momoryless) VS LTM (memoryless) -0.647* 1.097 1.123

Code (memoryful) Vs Code (m oryfUl) .0.080 2.396 0.756

* significant at 3%
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TABLE 5 PRODUCT MOMTNT COEFFICIENTS AND tTESTS FOR
SELECTED 0MiPARISONS OF ERRORCORRECTION
PER INPUT OF INFORMATION BEr:EEN SIX OOGNITIVE
TASKS

Group II
Cogni Tasks*

Science Learning vs Gamma 0.0823 44-1662 **

Brain vs Gamma 0.3845 3.8956 **

Brain vs Classification 0.2142 -3.6804 **

Science Learning vs Classification 0.0335 4.1487 **

Gamma vs Classification 0.0350 0.1994 NS

Science Learning vs Brain 0.2914 0.9222 NS

Chain Verbal vs Delay Recall 0.6087# _ _ _

# Significant at .05 level
** Significant at .01 level

* For a descrip,ion of these cognitive tasks
see pages 4-6 in the procedure section.



TABLE

aaanitiya

PRODUCT MOMENT CORRELATIONS OF SELECTIVE
COMPARISONS OF COGNITIVE TASKS AT THE
MEMORYFUL AND NEMORYLESS CHANNEL LEVELS
FOR THE LTM

Science Learning - Gamma
a) Memoryful
b) Memoryless

Science Learning - Brain
a) Memoryful

Memoryless

Brain - Gamma
a) Memoryful
b) Memoryless

0.007

-0.0297
0.224

-0.056
-0.326

Gamma - Classification
0.5243 ax7.0350
0.1445

a) Memoryful
b) Memoryless

Verbal Chain - Delay Recall
a) Memoryful -0.025
b)Memoryless 0.128

Brain - Classification
a) Memoryful -0.0143
b) Memoryless 0.0985

#Significant at the 5% level

* For a description of these cognitive tasks see pages
4-6 in the procedure.

ay=0.0730



TABLE 7 PRODUCT MOMENT CORRELATIONS FOR SIX COGNITIVE
TASKS FOR THE PERCENTAGE OF CODE REDUCTION IN
THE MEMORYFUL CHANNEL LEVEL

Tak 1 2 3 4 5 6

1, Chain Verbal - .5641* .2698 .6581* .0413 .1344

2. Delay Recall , - _ .0092 .2713 -.1466 .3097

3. Brain - _ .1191 .0532 -.2091

4. Science Learning - - - _ .1678 .0791

5. Gamma - - _ - - .1273

6. Classification

TABIE 8 PRODUCT MOMENT CORRELATIONS FOR SIX COGNITIVE
TASKS FOR THE CONDITIONAL RELATIVE ENTROPY
(Hxy

Tasks

R.E.) AT THE ITEMORYFUL CHANNEL rum

1 2 3 4 5 6

1. Chain Verbal 0.1803 0.5461* 0.5385* -0.1139 0.1872

2. Delay Recall - _ -0.0544 0.0351 0.0209 -0.0389

3. Brain - _ _ 0,0979 -0.0565 0.1177

4. Science Learning - - -0.0058 0.2412

5. Gamma _ _ - - _ 0.1020

6. Classification

* Significant at the 5% level



TABTE 9 PRODUCT MOMENT CORRELATION FOR SIX ODGNITIVE
TASKS FOR THE STRENGTH OF DEPENDENCE IN
GOING FROM THE MEMORYFUL TO THE NEMORYLESS

MIANNEL LEVEL

Tasks 2 3 4 5 6

Chain Verbal .2553 .6971* -.48w -.0118 .3297

2. Delay Recall .8858* 1640 .1758 .3905

3. Brain -.0602 .3915 .0724

4. Science Learning- .9322* -.1850

5. Gamma -.0813

6. Classification - AM* MIN

TABT,E 10 PRODUCT MOMENT CORRELATIONS FOR SIX
TASKS FOR THE INPUT RELATIVE ENTROPY
AT THE MEMORYFUL CHANNZL LEVEL

GNITIVE
Hx R.E.)

Tasks 1 2 4 5 6

1. Chain Verbal - 3712 .5675 .6638* .0307 .2596

2. Delay Recall - -..1135 .0993 .4527 .0089

3 Brain - - .0926 -.3366 -,1982

4. Science Learning - - - -.1356 .4384

5. Gerona - - .1483

6. Classification 63

* Significant at .05 level
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TABLE 11 PRODUCE M0I.M1T CORRELATIONS FOR SIX COGNITIVE
TASKS FOR THE PERCENT REAL INFORMTION VALUE

IN THE MEMORYFUL CHANNEL LEVEL

Tasks 1 2 3 4 5 6

10 Chain Verbal .7074* .1275 02418 .0534 *0293

2. Delay Recall .1870 .2810 .2014 .0859

3 Brain .2458 .3468 04433

4. Science Learning . - .2379 .1599

5. Gamma -.1799

6. Classifica -ion _

TESTING DIFFERENCES OF MEANS OF THE PERCENT REAL
INFORMATION VALUE BETWEEN COGNITIVE TASKS

Tasks tratio

1. Science Learning (Recall) vs Gamma (Problem Solving) 5.50113 **

2. Brain(Recall) vs Science Learning(Recall) -1.89519 ns

3 Gamma (Problem Solving) vs Classification (Problem Solving) 2710 ns

44, Chain Verbal (Problem Solving) vs Gamma ( roblem Solving) 006929 ns

5. Brain (Recall) vs Gamma (Problem Solving) 3.91535 .**

6. Delay-Recall (Recall) vs Brain (Recall) 0.46072 ns

7 Science Learning(Recall) vs Classification (Problem Solving)507110 **

8. Delay Recall (Recall) vs Gamma (Problem Solving) 3.0601 **-

* Significant at .05 level
** Significant at .01 level



TABLE 12

1. Gamma

2 Gamma

3 Brain

4. Chain

S. Gamma

6. Chain

7, Delay

8 Delay

TESTING DIFFERENCES OF MEANS BETUEN TASKS
IN GROUP II USING EERCENT CODE REDUCTION AAM
CONDITIONAL RELATIVE ENTROFY(Hxy R.E.)

Tasks (Percent Code Reduction) t7ratio

(Pmblem Solving Task) vs Science Learning(Recall Task) 10 Q26 **

(Problem Solving) vs Brain (Recall Task)

(Recall Task) vs Scl,ence Learnang (Recall Task)

Verbal (Problem Solving Task vs Gamma (Problem Solving

(Problem Solving) vs Classification (Problem Solving)

Verbal (Problem Solving) vs Brain (Recall Task)

Recall (Recall Task) vs Science Learning (Rec,911 )

Recall (Re all) vs Brain (Recall Task)

Tasks (Conditional HiT R.E )

1. Brain (Recall Task) vs Gamma (Problem Solving)

Verbal Chain (Problem Solving) vs Gamma (Problem Solving)

3. Gamma (Problem Solving) vs Classification(Problem Solving)

4. Brain (Recall Task) vs Science Learning (Recall Task)

S. Gamma (Problem Solving) vs Science Learning (Recall)

6, Verbal Chain (Problem Solving) vs Delay Recall

7. Science Learning vs Delay Recall

8. Brain (Recall Task) vs Delay Recall

** Significant at .01 level
* Significant at .05 level
# Significant at .07 level

36

2.966

1.8089 ns

0.2197

0.3333 ns

2.008 #

1 921 ns

-.000416 na

ns

t ratio

1.635 ns

-.0.0195 ns

0.742 ns

2.10. *

4, 481 **

007922 ns

2.078 #

0.1549 ns
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1.

2.

3.

13 TESTING DIFFERENCES BETWEEN MEANS OF GROUP
AND GROUP II COGNITIVE TASKS USING SELECTED
INFORMATION VALUES

Tasks Comparing / Code Vsaue-

I

Mati2

3.3457**

2.281 *

0.1883 NS

Group I Chain Verbal -vs- Group II Gamma

Group I Chain Verbal -vs- Group II Chain Verbal

Group I Chain Verbal - Group II Delay Recs11

4. Gr-up I Chain Verbal -vs- Group 11 Science Learning -1.8118 NS

5. Group I Chain Verbal -vs- Group II Brain 0.1393 NS

Tasks Compazing Err cajx.resl,Lcm/Input

**
Group I Chain Verbal -vs- Group II Gamma -3.1107

2. Group I Conceptual-Level -vs- Group II Chain Verbal 2.856

3. Group I Conceptual-Level -vs- Error-Correction/Input 2.8836**

4 Group I Chain Verbal -vs- Group II Chain Verbal -1.4663 NS

* Significant at .05 level
** Significant at .01 level
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TABIE 14 PRODUCT MOMENT CORROLATIONS OF SETNCTED STUDENT
INFORMATION VALUES AND THE MILLER ANALOGY TEST

SCORES

A. EMI vs Input Relative Entropy R.E._H3c

Recall Tasks Average 0 a 6009 *
a) Science Learning 0,7099 *
b) Brain 41.2153
e) Delay Recall 0.4027

Prdblem Solving Tasks Average .0 .0 mm 0.1006

a) Gamma 0 0442
b) Chain Verbal 002295
0) Classification 0.0604

BP. MAT vs Code

Recall Tasks Average 6.06514 *

a) Science Learning 0.7825 *
b) Brain 0.0406
c) Delay Recall 0.4606

Problem Solving Tasks Average 0.041.7

a) Gamma .0.1434
b) Chain Verbal 0.7007 *
c) Classification 0.1432

C. MAT-- Percent Code

Recall Tasks Averags 0.8117 *

a) Science Learning 0.7410 *
b) Brain 0.0340
c) Delay Recall 0.5825 *

Problam Solving Tasks Average Cw. 0.1192

00. .0 0. Noma) Gamma .0 0.. .0 *
b) Chain Verbal 0.6225 *
0 Classification 0.0 0. Ima 0. 0.0 0.1)012

* Significant at the .05 level
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TABTE 14 (Continued

)J MAT vs Error-Correction per Input

Recall Taaks Average

a) Science Learning
b Brain

Delay Recall

Problem Solving Tasks Average

a) Gamma
b) Chain Verbal
c) Classification

'VAC rxY

- 0.8264 *

-0.6779 *
-0.0668
- 0.7336 *

0.0005

0.1141
-0.7828
-0.0704

E. MAT vs _Cbnditional Relative Entropy 1Y R.E.
Recall Tasks Average 0 7266 *
a) Science Learning -7668 *
b) Brain

0.
0.1265

c) Delay Recall -0.5361
Pnoblem Solving Tasks 111212EE - - -0.1669

a) Gamma - - " - - - - - - 0.0426
b Chain Verbal - - - - - - - - - -0.7811 *
0 Classification - - - - - _ _ - - -0.1519

F. MAT vs _Etercent Real

Recall Tasks Average - - - - - - - - - 0.81428 *

a) Science Learning 0r,7294 *
b) Brain 0.0756
c) Delay Recall 0.7378 *

Problem Solving Tasks Averag2 -. - - - - - - . 0.2606

a) Gamma - - - - - - - - - -0.07194
b) Chain Verbal - - 0.8001
0) CILassification . . - - - - - - - 0.3109

G MAT vs L.T.M.

Recall Tasks Average

a) Science Learning
b) Brain
c) Delay Recall

0.0263

0.1984
0.1263

-0.2165

Problem Solving Tasks Average -.0.1397

a) Gamma -0.0778
b) Chain Verbal 0.0764
e) Classification -0.1843

* Significant at .05 level
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TkBLE 14 (C ntinued)

H. MAT -vs- P t L.T,X

Recall Tasks Average
a) Science Learning
b) Brain
c) Delay Recall

Problem Solving Tasks
a) Gamma
b) Chain Verbal
c) Classification

I. -vs- Eallimmatien Hyx

Recall Tasks Averape
a) Science Learning
b) Brain
c) Delay Recall

Problem Solving Tasks
a) Gamma
b) Chain Verbal
c) Classification

J. MAT -vs- Real information

Recall Tasks Average
a) Science Learning
b) Brain
-) Delay Recall

-0.3459
-0.4830
0.2884

-0.1380

Aver e -0.2113
-0.0107
-0.3036
-0.2637

-0.8284 *
-0.6576 *
-0.0344
-0.8312 *

Average -0,1150
0.0738

-0.7349 *
-0.0769

Problem Solving Tasks Average
a) Gamma
b) Chain Verbal
c) Classification

0.7328 *
0.7367 *
0.1133
0.5504

0.0063
-0.1149
0.8474 *
0.0735
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