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Introduction

The papers contained in this issue of Working Papers in Linguistics

deal mainly with experimental topics. Units in Speech Perception, by

Z. S. Bond,constitutes her dissertation. The next three papefs, by

L. Shockey, R. Gregorski, and I. Lehiste, deal with various aspects

of the temporal structure of spoken language. M. V. Wendell's paper,
"Relative Intelligibility of Five Dialects of English", is her under-
graduate honors thesis. The volume concludes with three papers devoted
to specific languages. Of these, the papers on Hungarian and Estonian
are based on experimental techniques; the paper on Latvian and Lithuanian
deals with historical phonology. Z. S. Bond's dissertation, I. Lehiste's
paper, and the two papers written jointly by L. Shockey, R. Gregorski
and I. Lehiste wefe partly supported by the‘National Science Foundation

- under Grant No. GN-53k4.1. The other papers are published with support

from the Graduate School of The Ohio State University.
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INTRODUCTION

Speech perception, as a field of empirical investigation, is
very much invélved with linguistics: a model of speech pérception is
crucially dependent on a model of language, since the model of
language tells the perception theorist what it is that the listener
has to perceive.

Thus, historically, there has been a tendéncy fbr models of speech
perception to be related to the current linguistic models of language.
The early models of speech perception are not sﬁecific enough, by
current standards, simply because the model of language that the
theorist was dealing with was not a very complex modelr—langugge was
conceived to be something like a series of words strung together.

As more complicﬁted and more precise linguistic ﬁodels become
current, the theorizing about speecn perception also bec@&me more
precise and more experimentally oriented. Thus, structural linguistiés
of the 1940's and 1950's led to experimental work which assumed that
the phoneme, or some unit very much iike a phoneme, was the perceptual
unit in phonélogy. The problem in understanding speech perception
was then seen as discovering how a listener can 'translate' or 'decode'
a continuous acoustic signal into discrete phonemes. And, though
alternative suggestions have been made, most theorists still assume

that the incoming speech signal is represented in some phoneme-like

units as the first step in speech perception.
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2

Experimental work on higher-level perceptual units, related to
the syntactic structure of a sentence, has begun quite recently. Some
early theorists have advanced ideas of what is involved in understanding
sentences, but, again, the ﬁork could not lead to any precise theoretical
formulations until a fairly adequate theory of syntax became available;
thus, almost all empirical studies involving the perception of
syntactic units assume that the syntactic relationships described in .
transformational grammar are involved in speech pérception at some level.
However, the experiments have tended not to separate perceptual effects
from memory effects; and there is no agreement--such as implicitly ;
exists in theories of the perception of phonological segments--whether “
there are some syntactic units involved in perception and, if so, what
these units are.

Generative phonology, which does not assume ény tnit equivalent to

Py s

the traditional phoneme, has not so far led to any experimental work

Tk 2 L Rt

on speech perception, though it is intimately related to models of

- speech perception involving analysis-by-synthesis.

M, et g e o sy

In this study, the attempt is made to examine some units that

PRSP T

function in speech perception. The first chapter contains a survey of

models that have been proposed to account for speech perception. The §

A P AT O s,

survey includes some models because of the historical background they

APTY AP AN

provide, even though the models make no specific predictions about
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: units in speech perception. More recent models make certain predictions
about perceptual units, and these will be pointed out when the

theoretical implications of the perceptual models are discussed.

Three experiments are reported. The first experiment involves

a subject's ability to make use of sub-phonemic phonetic differences. P
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‘. Subjects are asked to identify productions of mono-morphemic and bi-

morphemic words of identical phonemic shape, e.g., lax vs. lacks. The

purpose of the experiment is two-fold: to determine what a 'baseline!'

for perception is--what is the least amount of phonetic difference

5 that can be used for linguistic purposes--and.to determine if the

i tfaditional phoneme, which is often accepted as the perceptual unit,
defines a lower limit below which a listener can not make use of phonetic

% differences.

The second experiment involves the perception of obstruent

NS PPRRTS

clusters. Subjects are asked to identify words with reversible

obstruent clusters, such as task vs. tax, in the presence of noise. The

s e

P ey

purpose of the experiment is to determine whether consonant clusters
are coded 'phoneme-by-phoneme', as the traditional assumptions would

{ imply, or if subjects employ some alternative perceptual mechanisms.
The third experiment seeks to determine perceptual units in syntax.
. Subjects are asked to respond, by pressing a button, when they hear a
'elick! in a sentence. From reaction time to the click, the effects

of a phonologically defined phrase on perceptual segmentation can be

! determined.

z Finally, the impliéations of the experimentalvstudies to models

i of speech perception are discussed.

17
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CHAPTER ONE
MODELS OF SPEECH PERCEPTION

The purpose of this chapter is to provide some historical background
and to present the current ideas of theorists attempting to account for
speech perception. Not all of the models that will be discussed in
this chapter make specific predictions about what units are involved
in speech perception, but they are included simply because many are
interesting in themselves or for historical reasons.

No attempt will be made to evaluate the adequacy of any of these
models in this chapter. Rather, the models that still hold promise
will be discussed in the last chapter in terms of the theoretical
implications of the empirical studies reported in this work.

Models of speech perception have been classified under the following
headings: behavioristic models, information theory models, motor

theories, analysis by synthesis models, models proposing 'filtering'

as a primary device, and models depending on perceptual strategies.

Behaviorism

There is a long behaviorist tradi£ion of theories of speech
perception. Appropriately enough, it begins with J. B. Watson (1930).
Watson's general behavibrist position is well known, and his views
of language--not developed in any great detail--follow from it

clearly. Since he refuses to postulate any "mentalistic constructs,”

4
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i he discusses language in observable, physicalistic terms. Language

% is simply a "manipulative habit of the vocal tract" (Watson, p. 225).
v When a person learns to speak, he develops a conditioned response-—-
some movement of the vocal tract--for every object and situation in
his external environment. These conditioned responses are equivalent
to words. Such internalized kinaesthetic responses can call out
further reponses in the same way as the objects for which they serve
as substitutes do; because of these kinaesthetic verbal substitutes,
a person carries the world around with him; he can manipulate the world
(think) by means of series of motor responses.

Sentences, and other language sequences, are accounted for by'

@csen

the following example: & child hears the bed time prayer "Now I leyv

me down to sleep..." The first few times he hears it, the first word

e

of the sentence, "now," mekes the child produce the motor response
which is his internal equivalent of "now;" similarly "I" leads to
internalized "I," etc. After repeated experiences, the motor response
¢ "now" will lead directly to the motor response "I," with no necessary
¥ intervening step. At this point,_the child has learned the sentence.
Spontaneous speech, Watson believes, follows essentially the same

N principles: some stimulus touches off old verbal organization.

Speech perception offers no particular difficulty: the incoming
§ stimulus makes the listener form the equivalent kinaesthetic-motor

i responses. Watson, therefore, is postulating a simple motor theory
of speech perception, involviné incipient muscle activity.

j In Language, Bloomfield (1933) offers a much more tophisticated

analysis of language, but his outlook is essentially behavioristic.

19
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Bloomfield anelyzes an event involving speech by means of a little
scene‘with two characters, Jack and Jill. Externally, the action is
guite simple: Jack and Jill are walking along a road; Jill makes a
% series of noises with her vocal tract; Jack climbs a fence, and
brings Jill an apple from a nearby tree.

Looking at the scene more analytically, there are a number of
: practical events preceding the act of speech. These practical events
are quite complex, but taken together, théy can be considered as s
stimulus for Jill. As a speaking human, Jill has a choice: she can
meke a direct response (go get the apple), or she can make a linguistic
substitute response (ask Jack for the apple). For Jack, the speech is
a substitute linguistic stimulus, which makes him produce a particular
{ response.

Essentially, speech enables stimuli and responses to occur in
different individuals, as indicated in the following diagram:

S > 1 ccecee S'*R

RN R TS S e s aae e vy me s

Bloomfield is not very specific in discussing what is involved

in Jack's reception of the message. In relation to phonology, Bloomfield

B e o A E TR S

argues that speakers of a language habitually and conventionally

discrininate some features of sound and ignore others; presumably,

PVAR T T NS ey

then,.there are distinctive properties of sound to which Jack is
3 sensitive. These encode the message.

The behaviorist tradition is carried on in the 1950's.by the
psychologists B. F. Skinner (1957), 0. H. Mowren (195%), and C. E.
Osgood (1963).

Mowrer does not‘offer a complete. theory of language, but an

analysis of declarative sentences in stimulus-response (henceforth S-R)

:a(}f
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terminology. Essentially, he suggests that a sentence is an arrange-
ment for conditioning the meaning reaction produced by the predicate
to the silimulation aroused by the meaning reaction elicited by the
subject. In other words, a subject-predicate sentence is to be
cousidered a conditioning device.

The conditioning device operates in the following wﬁy. When
the listener hears any word in his vocabulary, there is arbused in
him a unique "meaning response." When he hears e sentence, for
example, "Tom is a thief," first there is aroused in the listener
& "meaning response" which is his internal representation of the word
"Tom" as well as of the physical Tom. Then, because a sentence is a
conditioning device, to this "meaning response" is added the "meaning
response” of "thief." As a consequence, the listener comes to respond
differently to the physical Tom; he will avoid him, perhaps, and not
lend him money. In short, he will treat Tom as a thief.

One of the most thorough attempts to explain language behavior

in S-R terms is B. F. Skinner's book Verbal Behavior (1958). Skinner

declines to speculate about non—observable language phenomena; rather,
he sees the task of the science of verbal behavior to determine the
laws governing verbal behavior. These laws concern the predictability
and control of particular verbal responses. That is, the task is
accomplished when it is possible to predict what a person will say.
Because of this goal, and because he rejects non~observables,
Skinner has little to say about internal phenomena such as perception.
He does offer a few suggestions. First, Skinner defines a unit of
verbal behavior as anything that is under the independent control of

a manipulable (stimulus) variable. This unit can be as large as a

23
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whole phrase, such as "Hev are Xou?", or as small as a change in
fundamental frequency, used to ask a question. In order for language
to function at all, these units must lead to different responses by
listeners. Secondly, Skinner points out that at any time in sequential
verbal behavior, e.g. s:ntences, what has been said before sharply
limits what will be said next: there is redundancy in langusge.
Presumably, the listener can also take adventage of such redundancy.

But Skinner dces not attempt to present any theor& of speech
perception; the few suggestions that he makes do not detract from his
basic assumption that perception can not be separated from responses
in any meaningful way.

C. E. Osgood also offers a behavioristic theory of speech (Osgood,
1963), which he calls a three-stage mediation model. Unlike Skinner,

Osgood is quite ready to postulate mechanisms internal to the speaker

and listemer. Rather than being concerned only with observable stimuli and

response:, Osgood wants to fill tne 'black box" of the organism with

intervening S-i! constructs. Osgood's three-stage model is represented below.

LEVEL PROCESS
DECODING IASSOCIATION . ENCODING
| 3 T
| |
REPRESENTATIONAL Tm | > | Sp
! |
| (rm~ sp ete.) | F-\\\\\
+ ——t
Predictive | SEQUENTIAL
- . . | AUTOMATISMS [ ; . =
INTEGRATIONAL ¢ o588 | | N
A ! UNIT 1S
Evocative z. 23 ; AUTOMATISMS ! Pt
t !
i 1 \l
PROJECTION S s s i REFLEX f .3y TTT
1 I V)
NONNEURAL S : R

Fig. 1. Three-stage mediation-integration model.
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(by permission of Charles E. Osgood)
Osgood's model differs from Skinnerian S-R models in two ways.
First, Osgood postulated mediating responses (;m). These internal

rm's are a fractional, easily differentiable, part of an original

overt response. Since the original response was elicited by some stimulus,

the fractional S becomes an internal representation of the stimulus.
The internal rm's, in turn, can lead to various instrumental acts.
Essentially, Osgood hopes to account for meaning by these internal:’
representations. These internal representations, however, are gquite
complex; ﬁasically, Osgood holds that words are coded by means of a
simultaneous bundle of semantic features (Osgood, 1963).

Secondly, Osgood postulates stimulus integration (S-S learning)
and response integration (R-R learning) to account for the perceptual

and motor complexity found in speech. He argues that, in perception,

the greater the frequency with which stimulus events have been paired in

the input experience of the organism, the greater will be the tendency
for their central neural correlates to activate each other. In other

words, a partial sensory input will become adequate to trigger the

whole; it will lead to what the Gestalt psychologists called "“eclosure."

This closure principle can only operate if there are perceptual
units which function as wholes. These units must meet three criteria:
they must be highly redundant, they must be fairly frequent in
occurrence, and they must not exceed certain temporal limits. The
most likely perceptual units are words.

In perceiving a sentence, the phonetic information is adequate

to trigger the phonological representation of a particular word, e.g.

A st
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play. The context of the sentence then determines the semantic
interpretation of the word. Given, for example, the sentence "The
play got rave reviews," the word play will be interpreted as a noun
on the basis of the frame Determiner ___ verb. The word review
will eliminate the interpretation of play in the sense of gambling.
On the basis of such linguistic information and on the basis of non-
linguistic context, the listener will arrive at the intended message.

More recently, psychologists, even though they may consider
themselves behaviorists, have broken away from S-R formulations
altogether;

In his very interesting book, The Senses Considered as Perceptual

Systems, James J. Gibson (1966) emphasizes the information contained
in stimulation, rather than the discrete responses of separate
sensory systems. Therefore, he rejects the traditional decomposition
of a complex sound into a combination of pitch, duration, and loudness
specifications in order to describe the stimulus. He considers it a
better approach to look for higher-order variables characteristic of
the stimulus:

"In meaningful sounds, these variables can be combined

to yield higher-order variables of staggering complexity.

But these mathematical complexities seem nevertheless to

be the simplicities of auditory informaiton, and it is

just these variables that are distinguished naturally by

an auditory system." (p. 87).
In other words, it is a mistake to think that the perceptual system
"builds up" complex stimuli from simple components; rather, complex
stimuli are responded to directly.

The higher-order variables have not been studied for most types

of meaningful sound, but there have been a few attempts to study

<4
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such variables in the acoustic speech signal. According to Gibson,
frequency ratios and the relation;l patterns of frequencies‘are the
invariants provided by the speech signal.

The pick-up of phonemes is a direct one-stage process; however,
the apprehension of things referred to—a semantic decoding of the
speech signal--is a two-stage process since not only the speech sounds
but what they stand for have to be apprehended. "The acoustic sounds
of speech specify the consonants, vowels, syllables, and words of
speech; the parts of speech in turn specify something else." (p. 91).

The structure of speech can be analyzed at various levels,
hierarchically organized, and each level has some unit appropriate to
it: at each level, there is an appropriate stimulus unit for the

perceptual system.

Information'Tthg[

During the 1950's, information theory provided conceptual structures
by which all types of communication--defined as the transmission of
information--could be analyzed. Theorists concerned with speech also
tried to apply the concepts of information theory to their field, and
developed models of speech communication. These speech communication
models discussed both a speaker aﬁd a hearer, but tended to emphasize
the former. Many models of the speech communication system were
proposed; these are summarized by Grant Fairbanks (1954), who also
presents one of the most detailed analyses of speech from this point
of view. However, most of his discussion concerns speech p: sduction.
Perception is discussed almost exclusively in terms of its role in

feedback: the speaker monitors his own output and changes his output

o
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when it does not meeR\the criteria set by the input to the speech
systems.

Fairbanks' model. is reproduced in Fig. 2. Essentialiy, the model
offers the following analysis of speech production: an input signal
to the speech mechanisms results in some output; this output is compared
ﬁith the stored input; if theloutput has not yet reached the target
specified by the input, an error signal is sent out to adjust the
output.

There are several interesting points concerning the speech model.
First, Fairbanks postulates a "unit of control." Although he éoes not
go into detail, he suggests that the unit of speech control is not to
be identified with any currently recognized phonetic unit; rather, the
unit of speech control is a "semi-periodic, relatively long, articulatory
cycle" (p. 138). Secondly, the model implies that certain steady-state
outputs are the gogls of the speech mechanism and that transitions are
only by-products. In Fairbanks' words:

"It is to be emphasized that the steady states are the primary

objectives, the targets. The transitions are useful incidents

on the way to the targets. The roles of both are probably

very analogous when the dynamic speech output is perceived

by an independent listeners." (p. 139)

Fairbanks has little to say about speech perception directly.
Presumably, perception follows the path described for feedback. Whether
the message is analyzed directly or whether it is compared in the

comparator with a possible message--as in motor theories of speech

perception--is not specified in Fairbanks' model.

26
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EFFECTIVE DRIVING EFFECTOR
SIGNAL UNIT
CONTROLLER MIXER ]
UNIT ~7 z v OUTPUT
INPUT MOTOR GENERATOR| |MODULATOR D
—>{ STORAGE/} 1 . I Y
INPUT |ERROR n_n___..>.1__.r _ 2|3
SIGNAL |SIGNAL | , =
! l
COMPARATOR | f Glo
4 A 4 r———1|r——'—"1| 4'_
o EEivs‘_OR_L J1 §mjslgR_2_:<1 SENSOR 1|q
!
L -2 - - _ -
FEEDBACK SIGNALS
SENSOR UNIT

Fig. 2. Model of a closed cycle control system for speaking.
{Grant Fairbanks, "A Theory of the Speech Mechanism as
a Servo-System." Journal of Speech and Hearing Disorders
19 (1954). By permission of the American Speech and
Hearing Association).

Although it uses concepts from information theory, Hockett's model
of speech communication (1956) is much moré linguistic in orientation
than Fairbanks' model, at least in the sense that linguistic terminology
is applied to various processes. However, Hockett cautions that the
'phoneme' and 'morpheme! of internal circﬁitry are not to be strictly
equated with the phoneme and morpheme of linguisties.

Hockett's model (Fig. 3) represents the internal mechanisms
necessary for Jill to communicate with Jack. First, a sequence of
morphemes is emitted by GHQ (grammatical headquarters); then the
morphemes are regoded into a discrete flow of phonemes by morphophonemic
processes. Finally, the phonemes become & continuous speech signal in
the "speech transmitter." The speaker monitors his own speech signal,
but he does not use feedback to adjust the output continuously.

The listener uses the same communications system, but the speech

Vs
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receiver sends the signal through in the other direction; the speech

receiver picks up the signal and transduces it into a discrete flow

of phonemes; the phonemes are assembled into morphemes and submitted

to GHQ. A listener understands a message when his GHQ is going through

the same "states" as the speaker's GHQ. Hockett also suggests that

& listener decodes an incoming signal partly by comparing it with the

articulatory motions that the listener would have to meke to produce

the signal.

Speech
Transmitter
Phonetic -
Source
GHQ
L___TMorphemizer
Speech
Receiver
JILL

Fié. 3. A model of speech communication.

Sp.
T.
Ph.
S. -
GHQ |
|
Mor. j—-
Sp.
R.
JACK

(Charles Hockett, A Manual of Phonology, 1955, by
permission of Indiana University Publications in

Anthropology and Linguistics and Prcf. Charles F.

Hockett. )

Filtering

In his article "On the Process of Speech Perception," J. C. R.

Licklider (1952) analyzes the process of speech perception into three

mein operations: translation of the speech signal into a form suitable

for the nervous system, identification of speech elements, and

comprehension of meaning.
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The first process is performed by the cochlea; the signal is

j . mechanically analyzed in terms of frequency and intensity in such a
way that the output is somewhat similar to a sound spectrogram.
However, since the frequency analysis of the cochlea is not véry
5 selectiv:, the éignal is sharpened further ﬁp the auditory pathways.
a Thus, the input to the perceptual mechanism consists of a sharpened
g frequency analysis of the acoustic signal, coded in terms of origin
on the coéhlea, and intensity, coded in terms of density of discharge.
S Furthermore, there is a representation of the fundamental frequencies
; of the periodic components of the acoﬁstic signal.

The second process, identification of speech elements, could be
performed by one of two mechanisms, a correlator or a filter, A'
i correlator is essentially a device for matching the incoming signal
against an internally stored representation (or a representation
; created by rules). A filter, on the other hand, has the required
patterns built into its structure; the identification of the incoming
¢ signal is made on the basis of which filter the signal passes through
L most‘successfully. Although the choice is tentative, Licklider favors
the filter model as the device which identifies speech elements.

Comprehension, on the other hand, can best be explained as an
] active procéss. Therefore, Licklider argues that comprehension of
i meaning involves matching the input to a set of internal patternms.
: Although he does not say this, Licklider would probably maintain that
o these patterns are generated as needed.
3 Licklider's model, therefore, is very much like analysis-by-
i synthesis for the processing of sentences. For smaller units, however,

% Licklider prefers the more direct analysis provided by filtering.
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A "riltering" theory, differing in interesting ways from Licklider's,
has been recently developed by Wayne A. Wickelgren (1969a, 1969b).
Previous theories have assumed that, no matter how speech is processed,
the phoneme is the primery unit of coding in perception. Wickelgren
proposes a theory in which the perception and production of speech is
: coded in some unit that is more closely related to the traditional
allophone. He calls this theory context-sensitive coding.
"I define a context-sensitive code for words to consist of an
unordered set of symbols for every word, where each symbol
restricts the choice of its left and right neighbors
f sufficiently to determine them uniquely out of the unordered
set for any given word. In this case, the unordered set, in
{ conjunction with the dependency rules, contains all the
f information necessary to reconstruct a unigue ordering of the
; symbols for each word." (1969b, p. 86)
! In speech perception, context-sensitive coding would work in the
; following way. Each context-sensitive allophone of the language would
; have a unique internal representative. This internal representative
would be activated by some conjunction of acoustic features, occurring
over a period of time as long as a few hundred milliseconds. All
{ allophone representatives would be examining the acoustic input in

parallel, but only a few would be activated in response to the input.

After the set of allophones has been determined, the word representative .

e AT A ap oA et Sen e et e

which is most closely associated with the set of allophones can be
selected.

‘Wickelgren claims that his theory eliminates two of the major
problems associated with perception models which postulate phonemes
aé the basic units: first, there is no need to seémeﬁt fhé acoustic
wave form; second, it is more likel&-Qaithough fhé évidence is not in--

that there is invariance iﬁ the acoustic signal for allophones.
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The model of speech perception proposed by L. V. Bondarko and
others (Bondarko et al., 1970) is designed to account for the set of
operationslthat transform an acoustic speech signal into a sequence
of words. Each word in the output would have associated:with.it a set
of lexical and grammatical features which would be employed in under-
standing the message.

The model consists of hierarchically-arranged processes. At each
level, there is a perceptual procedure, decision making, and a procedure
for assigning a certain reliability to the decision. If no decision
can be made with a threshold degree of reliability, the level outputs
several possible interpretations of the input signal, and the final
decisibn is postponed. The final decision may not be made, in fact,
until the last stage--the recognition of the meaning of the utterance.

The first stage of the perceptual process is auditory analysis.
The ouwtput of the cochlea is described in the set of parameters that
? are relevant in the perception of speech. The output of the auditory
g analysis is then ciassified into phonemes (a phoneme is defined as the
£ subjective image employed by the brain of the listener in the process
of speech recognition (p. 11k); thus it is not strictly ejuivalent
g to the linguistic phoneme). Information distributed over an open syllable
, is employed in this classification process. At the next level, the
string of phonemes is segmented, taking stress into account. Then the

? segmented string is interpreted as a sequence of words.

i ' The Motor Theory of Speech Perception

Althdugh motor theories of speech perception have been advanced

by quite a number of theorists, the most explicit and reasoned statement

31
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of the motor theory has been formulated by workers at Haskins
Laboratories, namely F. S. Cooper, A. M. Liberman, D. P. Shankweiler,
and others. For example, in an early discussion of some of their
results (Cooper et al., 1952), the Haskins group advanced the motor
theory.

The research as Haskins began with a search for invariants in
speech~-"A one-to-one correspondence between something half-hidden in
the spectrogram and the successive phonemes of the message." (Cooper
et al., 1952, p. 604). However, no acoustic invariant could be found
for the individual phonemes. In fact, Cooper suggests that the
perceived similarities and differences between speech sounds may
correspond more closely to the similarities and differences in articulation
than to the acoustic signal. As evidence for the simpler relation of
perception and articulation, Cooper cites the complex relationship of
the frequency of the burst of a stop consonant to the point of

articulation: a burst of 1440 cps. is heard as /p/ before /i/ but as

. /k/ before /a/; conversely, bursts at different frequencies can be

heard as the same consonant.

In connection with further work with synthetic speech, the Haskins
group advanced the notion of categorial perception: perceptisn of
phonemes is different from perception of non-speech stimuli in that
listeners can discriminate very little better than they can identify
absolutely. An acoustic continuum is categorized into phonemes by
listeners but a comparable acn-speech continuum is:not. Furthérmore,
listeners show discrimination peaks at phoneme boundaries when the
stimulus is speech, but no such peaks in discrimination appear when

the stimulus is a comparable non-speech continuum (Liberman, Harris,

.
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Kinney, and Lane, 1957). These resuits, which are typically most
clear-cut for stop consonants, are readily explained by the motor
theory. It is argued that the gesture used in speech production is
essentially invariant for the phoneme; therefore, perception is also
invariant and categorial.

In their most detailed explication of the motor theory (Liberman,
Cooper , Shankweiler, and Studdert-Kennedy, 1967), the Haskins group
recapitulates the many arguments advanced for the motor theory and also
specifies at what "level” production is made use of in perception. In
their earlier work, the assumption was méde that the production invariants
were "motor commends" which were identical for each production of a
given phoneme. In their latest statement, the idea of motor commands
is retained and the theory is extended to higher-level neural signals
which stand in a one-to-one relationship with other segments of the

language:

"In phoneme perception...the invariant is found far down

in the neuromotor system, at the level of the commands to

the muscles. Perception by morphophonemic, morphemic,

and syntactic rules of the language would engage the

encoding process at higher levels." (p. 45k)

In this form, the motor theory becomes equivalent to analysis-
by-synthesis, a theory of speech perception dependent on the use of

rules in Jjust such a way.

Analysis by Synthesis

Essentially, analysis by synthesis is a model of perception that

depends on matching the incoming stimulus to an internally-generated
pattern. When the internal pattern matches the stimulus, perception

has been successful. As a model for speech perception, analysis by

33
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synthesis has been extensively developed by Morris Halle and Kenneth

N. Stevens.

An early version of the model (Halle and Stevens, 1964) is diagrammed

in Fig. 4.
STAGE I STAGE IT
| L
‘INPUT e ¥ I ourpyr
SPEECH SPECTRUM STRATEGY M3 STRATEGY |5 PHONEME
SIGNAL | ANALYZER 1 | SEQUENCE
| (' ! '
| L X 1 ! [
GENERATIVE | ' |GENERATIVE | . INPUT
' RULES H RULES |<!— PHONEM:
It I it Iz |  SEQUENCE
LD - — - _ JL _ 4 - - A
l STRUCTURES
FOR SPEECH :
J‘GEI'IERATION
OUTPUT
SPEECH
SIGNAL

FPig. 4. Analysis by Synthesis model.
(Morris Halle and Kenneth N. Stevens, "Speech Recognition:
a Model and a Program for Research,”" in The Structure
of Language, ed. by Jerry A. Fodor and Jerrold G. Katz,
196k, by permission of Prentice-Hall).

The model depenas on two analysis-by-synthesis loops. After a
spectrum analysis, which in large part is a result of cochlear action,
the first aﬁalysis-bi—synthesis loop reduces the spectral representation
of the acoustic input to a set of phonetic parameters. This is
accomplished by matching the incoming spectrum to a spectrum produced
by an internal synthesizer which has the ability to compute spectra
when given phonetic parameters. In the second analysis-by-synthesis

loop, the phonetic parameters are transformed to a sequence of phonemes.

The second loop uses the generative rules that must also be employed

34



21
in speech produc tion--rules that transform phonemes to phonetic

parameters.
In a more recent statement of analysis-by-synthesis (Stevens and
lialle, 1965), the analysis-by-synthesis model is integrated with

linguistic concepts. The mpodel is represented in Fig. 5.

v ARTICULATORY S
MECHANISM [—>

PppTaT,
" >| RULES

'1
|
l
l
|
l
[
|
I
I
l
l
|
I
|
|
J

{
i
)
| ___ERROR W __
< T—|CONTROL | €———|COMPARATOR]
A AN A N A AUDITORY st

’ STORE | MECHANISH [€&——
x , |

DATA FROM | PRELIMINARY|, |

PRECEDING | ANALYSIS | A |

2
ANALYSES e y

Fig. 5. Model for the speech-generating and speech-percepntion
process. The dashed line encloses components of a
hypothetical analysis-by-synthesis scheme for sreech
perception. (K. W. Stevens and M. Halle, "Remarks on
Analysis by Synthesis and Distinctive Features," in
Models for the Perception of Speech and Visual Form,
1965, by permission of M.I.T. Press.)

This model also claims thiat the mechanism employed in speech production
is the same as the mechanism used in speech perception. Furthermore, the
model employs abstract represehtations of words, coded in terms of
distinctive features, and phonological rules, apparently identical to
the rules found in the phonological component of a generative srammar.

Tne model operates in the following fashion. The auditory pattern
derived from the acoustic input undergoes preliminary analysis; the
eXdct nature of preliminary analysis is not specified in this model.

On the basis of the preliminary analysis and contextual information, a
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hypothesis is made toncerning the abst¥8Ct representation of the
utterance. The proposed abstract repréS€ntation is converted to an
equivalent auditory pattern &nd compared With the patterﬁ under analysis.
If there is agreemént, then the hypothesiZed abstract representation
is judged to be correct, and ProcessiB® at more abstract levels can
proceed.

The function.of the rules is to convVert aghstract representations
to instructions to the vocal tract or t© the equivalent auditory
representation. Thus, these I'lles aré MOTe gbstract than the motor

commands postulated for the Mmotor theorY Of gpeech perception.

Perceptual Strategles

The theory of perceptual Stragtegies hag been developed in close
relation to transformationel &rammar. Cferceptual strategies are
techniques used by listeners to arrive 8t a segmentation of a sentence
into deep structure units and to ggsighd the proper grammatical function
to each component. The theory 1s the TeSult of research by M. Garrett,
J. A. Fodor, and Thomas Bever. At the PTesent, it is in a much more
fluid state than the other theorjes diSCUSsed so far, so it seems
appropriate to discuss the development of the theory, as well as its
current status.

The early statements of the theorY (Fodor ana Bever, 1965;
Carrett, Bever, and Fodor, 1966) were P25ed on the phenomenon of
click localization: when presenteq with 2 sentence with a superimposed
click, the subject locates the click tovard thé nearest constituent
boundary. Furthermore, subjects 1o0caliZ€® elicks correctly primarily

when they occur on & constituent pound@XY. This phenomenon is
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interpreted to mean that surface structure constituents form percgptual
units, tending to resist interruption by extraneous material.

In later work, more detailed analysis of perceptual strategies
followed. Fodor, Garrett. end Bever (deor,and Garrett, 1967; Fodor,
E (iarrett, énd Bever, 1968) suggest that information about the

properties of specific lexical items is emploved by listeners. The

ﬁ listener selects the verb of the sentence and classifies it according
to the possible deep structure configurations it can occur yith: then
the listener checks all these nossiblie deep structure configurations
to see if the surface structure he is presented with is a possible
transformational version of the deep structure. In this process of
selecting possilLle deep structures, the subject takes advantage of
surface structure markers; for example. "to" implies that the verb must
; be able to take a "for...to" complementizer.
: | : Later work also indicated that surface structure constituents
: 2re not directly related to perception (Bever, Lackner, and Kirk,
{ 1969). Rather, the units of perception seem to be deep structure units.
The current status of the theory of perceptual strategies, as
¢ well as a summary of relevant research, has been presented by Rever
5 (1970). 1In this article, Bever rejects the theory of derivational
| complexity. This theory claims that the perceptual complexity of a
g sentence is directly related to the number of transformations involved
i in its derivation. (A theory of analysis-by-synthesis at a syntactic
level would imply derifational complexity.) But Bever finds that, in
many cases, transformations are not related to perceptual complexity.
: First, transformational rules that delete structure do not add

i .
t complexity; second, certain reordering transformations may even

i 4
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simpiify perception. For example, (1) is no more complex--and mey
even be simpler--than (2);
(1) It amazed Bill that John left early.
(2) That John left early amazed Bill.

Bever then proceeds to discuss several perceptual strategies
employed by listemers. Some of these are the following.
a. When faced with a sentence, the listener isolates those adjacent.
phrases of surface structure which could correspond to a sentence in
deep structure. The listener aécomplishes this by segmenting together
items that could Ve related as "actor, action, objectl..modifier."
b. Unless there is information to the contrary, the first noun...verb
clause is treated as the main clause.
c. Constructions are related internally according to semantic
constraints. Lssentially, the listener selects the most likely
semantic organization.
d. Any Noun-Verb-Noun sequence that is potentially a unit corresmonds
to "actor, action,.object." '
e. The special properties of function words and verbs are employed.

There is no need to give a complete list of proposed perceptual
strategies, since all of them are proposed more or less tentatively.
The general thrust of the theory, however, is this: .to integrate
perceptual strategies that are discovered to be applicable in language
with other percéptual gnd cognitive processes, and to determine how

language is related to other human cognitive abilities.
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CHAPTER TWO
THE PERCEPTION OF SUB~PHONEMIC PHONETIC DIFFERENCES

In the models of speech perception discussed in the nrecedins
chapter, it has been implicitly assumed thst phonetic differences that
are less than phonemic can have no linguistic significance, and that
such differences can not be of any'use to the listener. ("Phonenmic”
is to be understood here as "reliably signaling a difference in
meaning.") This assumption follows directly from the traditional
notion of a phoneme as a functional unit, distinct from all other such
units. This view is also implicit in the notion of "categorial
perception of phonemes" recently advaneed by workers at Haskins
Laboratories (Studdert-Kennedy, Liberman, Harris, and Cooper, 1970).
On the other hand, phoneticians can develop an ability to notice small
phonetic differences. And even ordinary listeners are sensitive to
non-linpuistic information that may be carried by sub-phonemic
differences; for example, in identifying a particular speaker, sub-
pnonemic information is employed. However, speaker identification
Judgments are not linguistic and may be based on a great deal more
information than on the fine phonetic details of an utterance.

In order to establish a "baseline" for perceptual units, it would
be 5elpful to determine exactly how much use a subject can make of non-
phonemic phonetic differences for linguistic judgments.

25
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: A preliminary study related to this question was conducted by

% D. B. Fry (1968). Fry found that he was able to identify productions
of the two words lax and lacks with no contextual information provided.
The experiment was conducted in the following way: Fry prepared a tape
in random order. He then listened to thae taﬁe, and, after hearing each
word, he pushed a button to identify it. Fry obtained both identification
soores and reaction time to the two words. He found, to his surprise,
that he could identify the utterances correctly 96 times out of 100

5 (a statistically significant result). Furthermore, he found that the

reaction time to lacks was fastzr than to lax, although the difference

was not statistically significant.

Fryfs study is quite tentative, so it is not proper to draw a
generalization from it. Fry tested only one subject, himself, and only
one supposedly—hémophonous word nair. There are a number of possible
explanations of the results that do not imply that listeners are

generally aware of sub-phonemic differences. First, Fry is a very fine

STt s

phonetician; therefore, he may be sensitive to distinctions which

e

e

completely escape the ordinary listener. Second, he may have, by chance,
tested very distinctive productions of the two words; ordinarilj, the
twe words may not be nearly so disfinctive. Finally, it may be that
some error in one.or the other of the two words made them distinctive
~but not in a linguistic sense--there may have been some extraneous

noise on the briginal recording of the utterance.

However, Fry's finding, if it reflects a general listener ability,

:
£
4
£
{
£
E
i

has considerable implications for theories of speecn perception.

Therefore, it seemed desirable to replicate Fry's experiment with control
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over the variables mentioned above.

Method
Stimuli: Ten pairs of words were selected, each pair consisting of
one monomorphemic and one bi-morphemic word of the same phonenic
shape. FKach pair of words composed a sub-list; within the sub-iist,
the two words were recorded in random order, each word appearing ten
times. Iach sub-list was introduced by two sentences in which the two

words to be tesied appeared in context. The following word pairs were

tested: wade/weighed, hose/hoes, bard/varred, pact/packed, lax/lacks,

baste/based, adds/adze, mist/missed, laps/lapse, and guest/guessed.

The speaker was a male graduate student, a speaker of General American,
whose home is in Connecticut.

The following procedure was employed to record the stimulus tape:
for each production of each word to be recorded, the speaker was
presented with a sketch picturing an activity suggestive of the word;
underneath the sketch was a sentence employing the word, and
descripti ve of the sketch. The speaker was certain that under these
circumstances he could produce the "corrgct word."

Two stimulus tapes were recorded; the secqnd tape was a counter-
bélanced version of fhe first tape. On both tapes, words withiﬁ lists
were separated by five seconds; sub-lists were separated by ten
seconds. Both tapes were recorded in a sound-vroof recording booth,
on an Ampex 350 tape recorder., at 7 1/2 i.p.s.

Subjects: Two groups of subjects participated in the experiment: 17
undergraduate students with no training in phonetics, and 12 graduate

students in an introductory or advanced phonetics class.
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; The subjects were informed that the purpose of the experiment

was to determine how quickly and how accurately people could identify
words that sound very much the same. The subjects were instructed

to respond as quickly as possible and to guess if they did not know
which word they heard.

Procedure: The iﬁstrumentatiop is described in the accompanying diagram

(Fig. 6).

tape
recorder

: ‘ earphones

; i 2—channél:tape

: recorder :

: I © ° button
: channel 2 : channel 1 : ' switches
; wave wave

; generator| |generstor

E ' ] 1

Fig. 6. Instrumentation for experiment testing the
perception of sub-phonemic phonetic differences.

Each éubject listened to the stimulus tape over earphones; he responded
to each word by pushing one of two buttons, which were labeled, to
identify which word he heard. The buttons were connected to two signal
generators, one generating a sine wave, the other a square wave. Both
; : the stimulus tape and the subject's response were recorded on a two-
channel tape recorder (Ampex 354) at\z‘}/2 i.p.s. Thus both the reaction
time'aqd the response were available fof later analysis. Each'subject
responded to one complete list of 200 utterances. After the test, each
subject was asked which pairs of words he felt he did well on and

' vhich pairs he felt he could not tell apart.
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The tapes of each subject's performance were analyzed by
computer. First, the voltages on each tape were digitized on a
Radiation Inc. Analog, Data Conversion System 152. The Ohio State
University Instruction snd Research Computer Center's IBM 35/360 Mod
75 computer was used for further processing. The computer was nrosrammed
to determine chanpes in voltage. The transition from silence‘to
voltase on the response channel was interpreted as the beginning of

' & response. The response was then categorized as either a sine wave
or a square wave. The second channel containing voice was scanned to
determine the transition from silence to voltage. This was construed
as the beginning of a signal. The difference between the beginning
of the signal and the beginning of the response was considered to be

reaction time.l

; 1Measuring reaction time to speech stimuli, which exist in
f time, presents a problem not encountered with measuring reaction time
; to visual stimuli, namely at what point the subject can be said to
5 Legin to respond. The subject may begin to respond during the
: presentation of the word or after he has heard the entire word. On
$ the other hand, reaction time can be measured either from the begin-
é ning or the end of the word. For this exveriment, I have chosen
' to measure reaction time from the beginning of the word, in full
; avareness that either decision creates difficulties.

3 -— —— —

t However, because of technical difficulties with the recordings,

not all responses by every subject could be recovered.

Results

——— e ——

lﬁentificatioh: The over-all scores, given in Table 1, indicate

3 that subjects do not seem to be able to identify the words correctly

at significantly above chance levels. These results are nresented
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: graphically in Fig. 7. Furthermore, phonetics students do not seem

to perform significantly differently from phcnetically untrained

; subjects.
WADE / I |
WEIGHED N 204 |
1HOSE/ _
HOES 1] °t-1 |
BARD/ 50°6
__; BARRED L |
: PACT/ N
PACKED ll 20.4 |
% LAX/ o .
LACKS N k5.1 ]
. BASTE/
% BASED | 49.6 |
: ADDS/
ADZE l h6.2 l
MIst/ T 45,
} MISSED l l > I
LAPS/ | 55.4
LAPSE I l
GUEST/
GUESSED | k9.0 l
| N T T O O I O
? 30 L) 50 60 70 75 Per Cent

Fig. T. Per Cent correct identifications for each word pair.

§ When the responses of the subjects to each production are analxrzed.
;! however, it appears that subjects are very consistent in their resnonses

{ to some of the test items. Clearly consistent judgments (significant

e

g at .02 level or higher) for at least one production were obtained for

.Z the following pairs tested: Egighgg/wade, barred/bard, lax/lacks,

baste/based, and mist/missed. Two pairs tested did not produce any

significant agreement among subjects: hose/hoes and lapse/laps. Three

“’ L d - L d - -
! pairs may or may not be considered significant; in each of these pairs,
i

apreement in responses was reached for four productions at a .05

level of significunce.

[
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TABLE 2

CONSISTENCY OF SUBJxCTS' RESPONSES

PER CENT OF S AGREZINR-IN RESPONST B A
(underlined scores are significant at .02 level)

} List A
productiqu
number | wade |hose | bard act { lax paste | adds mist |lapse |guest
1 61.5 |16.7 | 66.7 |54.5 jL46.2 |85.7 |53.3 [100.0 |[s5L.5 5.0
2 53.8 |69.2169.2 |36.4 |33.3 |33.3 |50.0 | 30.0 |81.8 Q1.7
3 b1.7 [66.7] 23.1 |81.8 | 23.1 |L42.9 I58.3 | 50.0 {54.5 [58.3
N 53.8 |61.5] 76.9 |36.4 !50.0 {L42.9 {33.3 | 40.0 [81.8 [66.T
5 50.0 {76.9| 58.3 |81.8 | 33.3 {50.0 {41.7 50.0 {36.4 ju5.5
6 53.8 {50.0)58.3 {5k.5 {25.0 |50.0 {k1.7 | 60.0 [36.4 [u5.5
7 50.0 {53.8] 15.4 {70.0 {46.2 {57.1 {50.0 | 66.7 |u5.5 |58.3
8 L46.1 |69.2] 75.0 |54.5 | 61.5 | 66.7 {50.0 | 70.0 |72.7 [b41.T
9 45.5 J46.1{38.5 |81.8 |53.8 |71.4 J16.7 | 60.0 |63.6 |66.7
10 38.5 |46.1}61.5 |81.8 |61.5 |66.7 |75.0 | 20.0 {L5.5 |50.0
11 69.2 |76.9]30.8 |30.0 {18.2 {18.2 |33.3 | 30.0 {45.5 {41.7
12 58.3 |66.7130.8 |50.0 }53.8 }72.7|75.0 | 70.0 |50.0 {58.3
13 38.46]46.1| 61.5 |27.3 {53.8 {50.0 }33.3 | 66.7 |54.5 |16.7
1k 30.8 {46.1|8k.6 |63.6 |L1.7 |61.55L.5 50.0 {5.5 |5N0.0
15 63.6 |46.1|L6.1 |45.5 130.8|78.5]58.3 { 50.0 |27.3 [58.3
16 69.2 [58.3| 46.1 |54.5 | 50.0 |58.3|25.0 | 80.0 {5k.5 {s58.3
17 69.2 {53.8161.5 |63.6 |46.2 {28.6}83.3 | 55.5 {45.5 [66.7
18 38.5 |61.5| 46.1 {45.5 |u6.2 [57.1|58.3 { 40.0 |5k.5 |58.3
19 4L6.1 }61.5] 15.4 145.5 |58.3|78.5]58.3 | 40.0 |63.6 |50.0
20 61.5 §61.5] 38.5 |63.6 ]38.5 |33.3}41.7 | 70.0 |54.5 |50.0
List B
production
number] wade |hose | bard {pact | lax paste | adds | mist |lapsejguest |
1 63.5 Ib5.5 | 27.3 |60.0 [58.3 |16.7 |75.0 | 63.6 |71.4 2.9
2 54.5 |55.5 | 45.5 |20.0 |50.0 |36.4 |50.0 | 45.5 [28.6 [69.2
3 63.6 |55.6 1 54.5 {55.6 {56.0 {58.3 }25.0 | 63.6 {50.0 [61..5
L 54.5 |50.5 ! 18.2 |70.0 |{54.5 |33.3 [25.0 | 63.6 [50.0 [50.0
5 60.0 [27.3|66.7 |[50.0 [45.6 |75.0 {75.0 | 5k.5 [71.4 57.1
6 54.5 [60.0| 60.0 {55.6 |63.6 [50.0 {16.7 | 36.4 |57.1 |21.k
7 36.4 |36.4{ 30.0 {50.0 |41.7 {66.7 |50.0 | 50.0 (k2.9 [6L.3
8 5.5 181.8110.0 |ub.L }45.6 }|50.0 {41.7 | 50.0 |61.5 [69.2
9 54.5 110.0]50.0 |77.8 |83.3 {20.0 {83.3 | 45.5 (k2.9 [|28.6
10 100.0 Jus.5}u45.5 |60.0 |41.7 |54.5 |50.0 | T2.7 |6L.3 |35.7
11 "66.7 |55.5]63.6 |60.0 |54.5 |25.0 |58.3 | 70.0 |50.0 [28.6
12 50.0 |7c.0} 36.4 |60.0 |36.4 }50.0 |36.3 | 27.3 |50.0 |21.4
13 36.4 {45.5} 63.6 {25.0 |66.7 |b1.7 |5k.5 | 27.3 {30.8 |42.9
1k 63.6 |36.4 ] 30.0 {50.0 |33.3 |75.0 |58.3 | 81.8 |u6.2 |21.4
15 60.0 |55.6] 18.2 |30.0 |33.3 {45.5 {50.0 | 27.3 |71.4 [61.5
16 63.6 |55.6|5L4.5 |50.0 {41.7 {33.3 |54.5 | 27.3 |28.6 |53.8
17 ' 54.5 [63.6| 30.0 |57.1 |66.7 |66.7 1h5.5 | b5.5 {6L.3 {6L4.3
18 18.2 {40.0| 36.4 |70.0 {22.2 |25.0 {50.0 | 45.5 [57.1 [42.9
19 72.7 {27.3|40.0 |55.6 [63.6 |72.T7 |63.6 | 63.6 (k2.9 [57.1
|20 72.7 160.04 k5.5 120.0 |66.7 150.0 {25.0 | 63.6 (35,7 158.3
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The consistency of subjects! responses is represented in Table

Iven when subjects are highly consistent in agreeing on a particular
response, they do not necessarily identify the word correctly; the
identification scores for utterances for which subjects agree on one
response (at .02 level) are still at chance level (57% correct).

cubject Interview: The mean identification score for the word pair

Judred easiest and for the most difficult word pair was calculated.

The score represents each subject's performance in relation to his
Jjudsment of ease and difficulty, and thus does not revresent performance
on any one word ypair. The differences found were not statistically
significant, but did lie in an interesting direction: both phonetically
trained and phonetically untrained subjects performed better on the

word pairs they considered easy than on the word pairs they considered

difficult.

TABLE 3

SUBJECTS' PERFORMANCE IN RELATION TO JUDGMENTS
OF EASE AND DIFFICULTY

Word Pair Judged Word Pair Judged Most
Easiest (¢ Correct) Difficult (% Correct)
All Subjects 53.10 L4é.01
Phonetics Students 51.60 49.20
Phonetically Untrained 54.10 43,80
Students
L _

Furthermore, subjects show a fair amount of agreement in judgins

which nairs of words are difficult and which are easy. Table 4 shows

17
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the number of times each word pair was judged easy and the number of

times each word pair was Jjudged difficult.

TABLE L

EASE AND DIFFICULTY OF WORD PAIRS AS JUDGED BY SUBJECTS

Word peir Number of times judged - Number of times Jjudged
easy difficult
wade/weighed 6 4
hose/hoes 3 T
bard/barred 5 1
pact/packed 1 2
lax/lacks 1 3
baste/based 3 2
adds/adze 1l 5
mist/missed 3 0
laps/lapse 3 3
guest/guessed 3 1

Reaction time: Reeaction time was not determined for all subjects.

As Tables 5 to 8 show, reaction time was gquite slow for all subjects
and to all word peirs. There is no significant systematic difference
in reaction time between correct and incorrect responses.

Reaction time to productions labeled consistently is quite
.variable. When the reaction time to consistently labeled productions
is compared with the mean reaction time for that word pair, the
differences in reaction time are in no way systematic. When the
differences are statistically significant, howevef, then reaction time
is longer to the consistently labeled production. These data are
presented in Table 9. |

When reaction time to mono-morphemic and to bi-morphemic words

is examined, there is some tendency for reaction time to be shorter

48
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to the bi-morphemic word, as Fry discovered. The differe-_.es, however,
are not statistically significant. These dats are presented in

Tables 10 to 12.

Acoustic analysis: In order to discover the acoustic cues that subjects

were employing to arrive at consistent labeling, spectrograms were
made of all productions that were labeled consistently. Spectrograms
were also made of some productions for each word pair that were labeled
at random, énd of the production that immediately preceded the consis-
tently labeled production. Spectrograms were made on a Kay Electric
Company Sonagraph. |

It was found that subjects were employing two types of cues:
slight differences in consonant quality and differences in vowel

duration. For the word pairs baste/based, mist/missed, and lax/

lacks, subjects were responding to a slight difference in the fricative
[s]. The consistently labeled productions had more energy, at all

frequencies, in the fricative than the productions that were labeled

at random.

The word pairs wade/weighed and bard/barred were labeled

consistently on the basis of vowel duration. However, subjects
epparently were not responding to absclute differences in vowel
duration, but to the duration of a vowel compared to the duration

of the vowel of the preceding production. Thus a production [bs4dl
would be labeled barred if it followed a production with a percéptibly
shorter vowel; it would be labeled bard if it followed a production
with & perceptibly longer vowel. It did not matter whether the

word was intended as "bard" or "barred."
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Discussion

To a great extent, the results of this experiment are negative.
Subjects can not identify the word pairs correctly. They do not
pérform better on the ﬁord pairs they consider easy than on the word
pairs they consider dffficult. And no inferences can be drzwn from
the reaction time‘except that, because the reaction time is very
slow, the subjects fina it difficult to decide which word they have
heard.

However, subjects seem to be aware of at least some sub-phonemic
information since they label some word pairs consistently, even
though not correctly. Faced with the task of the experiment, subjects
develop a strategy for making use of fine phonetic detail. In this
manner they arrive at some consistent labelings. 3ut since the
identifications based on this strategy are equally likely to be correct
or incorrect, the strategy can not be considered to be part of
ordinary speech perception.

Thus the results of the experiment imply that even though subjects

may become aware of sut-phonemic differences, they do not know what

linguistic use to make of them.



CHAPTER THREE

THE PERCEPTION OF OBSTRUENT CLUSTZERS

Studies deeling with the vperception of order of non-speech sounds
indicate that perceiving, the order c¢f sounds of short duration is
quite provlematic. Hirsch (1959) reported that, after considerable
practice, subjects could perceive the order of two sounds correctly
if the onset of the sounds was separated by 15 to 20 —msec. For
stimuliP iirsch used tones and bursts of noise 500 msec. in duraticn
as well as clicks. lirsch concludes that the minimal temporal interval
required for perception of order is independent of the duration of the
sound (within the limits of the experiment) and of the quality of the
sound.

Broadbent and Ladefoged (1959) found that, at first, subjects
could not merceive the order of sounds unless the onset of the sounds
was senarated by 150 msec.; with considerable training, a 30 msec.

separation became adequate for accurate vercention of order. PEroadbent

"

and Ladefored used tiiree different stimuli: a "hi:zs," high freauency

t

neise of 120 msec. duration; a "pip," an 800 cvs sine wave of 30

t

msec. duration, and a "buzz," a 171 cps square wave of 30 msec.

duration.
Both these experiments involved the perception of the order of
only two elements. However, the task is much more difficult when the

L5
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subject hus to determine the order of three or more elements. Several
experiments involving the cordering of more than two sounds are
reported by Warren and Warren (1970). In the first experiment,
subjects were asked to determine the order of three sounds--a hiss, a
tone, and a buzz, each lasting 20C msec.--wh'ch were reneated over

and over withoﬁt pauses. The subjects performed no better than chance.
When the order of four sounds--a high tone, a low tone, a buzz, and

a hiss, each lasting 200 msec.--was to be Jjudged, the duration of each
item had to be increased to between 300 and 700 msec. for half of the
subjects to identify the sequence correctly. In the last experiment,
the subjects were askel to Judge the order of four 200 msec. vowel
segments, cut from productions of extended vowels and spliced together
without pauses. ‘1The subjects performed no better than chance.
Identification of order became possible only when a 50 ﬁsec.Asilent
interval was introduced between the vowels.

These experiments show that subjects have considerable difficulty
in perceiving the order of sounds. However, listeners have no
comparable difficulty with the order of elements in perceiving speech,
even though many speech sounds are of guite short duration. Words
like tax and task, ax and ask are normally perceived correctly, even
though the duration of the consonants in the cluster is close to the
minimum discovered in the Hirsch exnperiment. A reasonable estimate
of the duration of p, t, and k is 51 msec., 30 msec. and 36 msec.,
respectively (Lehiste, 1970). These figures are derived from Estonian
short voiceless stops.

It is, of course, a common observation that children have

difficulty with such clusters; aks is a very common child pronunciation

50




of ask, for example. And historically, such clusters have teen

pror.e to metathesis.l Still, adults seem to have no trouble with

lIt mayY be that the sporadic occurrence of metathesis, found
in historical change, could be better explained by examining errors
in nerception rather than errors in oroduction, which has teen the
traditional starting moint for discussing lanfuage change.

- =, e — — ———

these clusters in the ordinary use of speech.

The observation that children have trouble with owvstruent clusters
but adults do not could imply that the adults' proficiency is a result
of considerable practice. Both the Broadbent and lLadefoged., and
liirsch experiments show that the vercepticn of order improves with
practice. Analogously, the adults' proficiencyv could be a result of
nractice acquired in the course of language learning. However, it
is also possible, and has been suggested by a number of theorists,
that some special mechanisms are employed in the perception of consonant
clusters. Thus Broadbent and Ladefoged report that the irtrosvective
feeling, developed in Jjudging order, is that two items become
differentiated on the basis of over-all quality ratner than order.

They suggest that the nerceptual mechanism orerates on discrete samnles

of perceptual information; when two items fall into the same

sample tneir order has to pe inferred on some other bvasis. Un the basis of
the Eroadbent and Ladefoged and Hirsch experimerts. Neisser (196T)

arrues that a listener gradually learns to distinguish a cluster like

ts from a cluster like st, rather than nerceivings a sequence of t

followed br s, or 3 followed by t. He implies that such clusters

are perceptual units to the listener, not normally analyzed further.

6l
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Wickelgren's idea of context sensitive coding, presented in detail
in Chapter One (Wickelgren, 1969a, 1969b), can also explain the
fact that adults easily perceive a seguence of consonants correctly.
when e listener is presented with a consonant cluster, 2.g. sk, ne
knows that it is composed of two elements » but he deo=2s not enccde
these elements in order; rather, the cluster is coded as an unordered
sequence, with each element identified for what precedes and follows it.
Schematically, the coding would be something like the following:

k, These elements can be assembled in the correct order, and

4 #%%°
the listener can arrive at the intended sequence.

The perception of obstruent clusters is an interesting problem
for empirical study, rparticularly since it is related to the almost
universally accepted notion that the minimal unit in speech perception
is the phoneme. Both Neisser's suggestion and Wickelgren's theory, if
substantisted, would argue against this view.

An experiment was designed to investigate the perceptual mechanisms
employed in the perception of obstruentclusters. By observing the
pattern of confusions of cbstruent clusters in the presence of noise,

it is possible to make some inferences about the perceptual mechanisms

underlying the perception of these clusters.

Method
Stimuli: Fifteen pairs of English words were selected which differed
from esch other only in the order of obstruents in a cluster. Five
pairs of words ended in the obstruent cluster ps/sp; five ended in
ts/st; five ended in ks/sk. Tor each obstruent cluster, there was

one pair of two-syllable words; in addition, each obstruent cluster
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Aruitoxt provided by Eic:

e
appeared at least ~ce with nc morrheme boundary in th~ cluster. The

full list of words is reproduced telow:

apse ' Blatz ax

asp plast ask
lips rats tax
lisy mast task
Capsian blitzer axing
Casnian blister asxing
clars boots Max
clesn noost mask
raps coats bricks
rasp coast brisk

Three lists were consiructed. On each list, each word smrpearec
two times in random order; the order was arriv=d at vy using a2 table
of random numbers. ''hus each list consisted of 60 words: each consonant
cluster arpeared on each list ten times.
The speaker was a male, with a medium-pitch vcice, from Akron,
Ohio. Before recording, the speaker practiced for some time so that
he could orocduce the stressed vowel of ezach word =zt a corstant intensity.

"nis was accomdvlished by monitoring the v.u. meter on the tane recorder.

fob

e

Wnen the speaker was producing the words at a constant intensiity, t
actual recordins was made, monitofing each nreoduction to keep the
intensity at a constant level. ''ne three lists were recorded in a
sound~proof recording booth on an Ampex 350 taepse recorder, at T 1/2
i.p.s. Words were separated by 2.5 seconds; after every five words.
there was a gap of 5 seconds.

The stimulius tape was made by re~recording the master tape while

adding "white" noise produced by a Grayson-Stadler noise generator.
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The instrumentation is shown in the accompenying diagram (Fig. 8).

Ampex 350 > step '—_>_~‘

Tape Recorder attenuator
Ampex | Ampex
Audio .}— 354
Mixer Tape Recorder
et S S’
Grayson-Stadler N \
Noise Generator 7 step 7
455-B attenuator

Fig. 8. Instrumentation for adding noise to stimulus tave.

Three different signal-to-noise ratios were employed for the three
lists: the first list was re-recorded at a signal-to-noise ratio of O
d.b.; the second list was re-recorded at a signal-to-noise ratio of
+12 d.b.; the third list was recorded at a signafito-noise ratio of
-6 d.b.
SubJjects: Nineteen subjects participated in the experiment. All
were members of The Ohio State University linguistics department and
native speakers of English.
Procedure: The experiment was conducted as a listening‘test. Before
thehéest, subjJects were instructed to write what they heard, and to
guess if necessary; they were told to expect some unusual words, and
these words were shown to them. For the test, the stimulus tape was
played on a tape rec§rder while the subjects listened over earphones,
and wrote what they heard on an answer sheet. Each sub.ject lgstened
to the entire tape (3 lists), and thus responded to 180 stimulus words.

In sddition, five subjects took the test a second time. In the

second test, the listening conditions were identical to those of the
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first test, but the subjects were instructed to say what they heerd.
The subjects' spoken response and the stimulus tape were recorded
on separaie channels of an Ampex 354 tape recorder.

''he subjects'! responses were tabulated in the ferm of confusion
matrices. The answers were scored only for tlie perception of the
obstruent clusters. Thus, i” the stimulus word was raps, but the
subjJect wrote laps, he was scored correct.

The resnponse tapes of the five subjects who gave snoken responses
were processed by an lllema-Schdénander Mingograf, each channel of the
tape being represented as an oscillogram on -. separate channel of the
Mingograf. Tue paper speed was 100 mm/sec.

Reaction time was determined by measuring from the onset of the
stimulus word to the onset of the response, and from thes end of the
stimulus word to the onset of the response. There was no difficulty
in measurement when the signal-to-noise ratio was +12 d.b. When the
signal-to-noise ratic was O d.b., measurements from the stimulus word
~had to be made from the vowel rather than from the consonants.

Reaction time coula not be determined when the signal-to-roise ratio

was -6 4d.b.

Results

Confusions: The results are presented in the accompanying confusion

matrices (Tables 13 to 51). Each cell of the matrices shows the
number of times the stimulus consonant cluster, given at the beginning
of the row, was identified as the consonant cluster given in the

column heading. Correct responses lie on the diagonal. 1In addition,
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the percent of all the responses of each row that lie in a particular
cell is given for each cell. A.I. (articulation index) gives the
ratio of correct identifications for each matrix.

Tables 13 to 15 give confusion matrices for all responses. As
is to be expected, the higher the noise is, in relation to the signal,
the more confusion errors occur, It can Le observed that, for all
consonant clusters, the most common error is a reversal of the
consonant cluster. Furthermore, the stop-fricative cluster is
perceived correctly more often than the correspondirg fricative-stop
cluster. This effect may result from the kizher frequency of stop-
fricative clusters in English.

The pattern of confusicns for written responses (Tables 16 to
18) &nd for spoken responses (Tables 19 to 21) is essentially~the
same. Thus, there is no advantage to spoken responses, and spoken
responses doc not produce a different pattern of confusions.

Tables 22 to 2T present the confusion matrices for two-syllable
words. The articulation index is slightly higher for two-~syllable
werds, but the confusion patterns remain essentially the same. There
is some tendency to confuse p and K clus.ers only with each other,
and not with t clusters; however, this is probably due to other
differences in the two-syllable words tested, i.e., a different vowel
and a different final consonant.

Tables 28 to 45 present confusion matrices for all test words
with a given vowel. The most common confusion, for all vowels, is
still a reversal of the consonant cluster. There is only one exception
to this tendency; when the vowel is [T], p clusters tend to be

confused with t clusters about as much as with each other.
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TABLE 13
ALL RESPONSES--SIGNAL TO NOISE RATIO: +12 d.b.
AI: .8599
S ST PS SP KS SK
81.9 9 2.3 1.k 5.4
JIs _)._181 20 5 3 12
6.5 78.8 1.3 .9 12.5
sy | 15 1182 3 2 29 ]
1.7 .8 86.2 8.4 2.5 i
s n 42 206 20 6 1 !
iyt 3.5 3.5 7.3 15.3
S S R | 8 8 177 35
L 1.3 9 05.2 2.2
_ES — 1 3 2 219 5
1.3 1.3 .8 i 96G.2
OK 3 b 3 2 1 226
TABLE 1k
ALL RESPONSES--SIGNAL TO NOISE RATIO: O d.b.
AI: .L896
r— - - ‘T’ T —
7S ST 3 SP KS ¥
54.3 33.3 2.9 5 o T.9
s ] 109 67 6 1 1 16
45.3 39.6 5.2 .5 .5 8.9
S 8T 76 10 1 1 17
10.2 T L. 6 27.b 3.3 7.5
PSS 19 13 83 51 6 bk _
1k.5 T 23.7 37.1 1.3 13.4 |
SP 27 13 LY 69 8 25
9.1 3.4 1.7 2.8 67.6 15.4
KS 16 6 3 5 119 27
T.7 2.9 2k.3 5.4 17.9 51.8
SK 13 5 2k 9 30 87 _

5’7
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TABLE 15
ALL RESPO:{SES--SIGNAL TO NOISE RATIO: -6 d.b.
AT: .38Th
TS ST PS Sp KS SK
57.2 29.2 1.9 1.3 5.8 | k.6
TS 88 45 3 2 9 7
55.7 32.2 1.4 1.4 5 k.3
ST 78 L5 2 2 T __ 6
10.4 L.6 36 .k 32.5 2.2 6.9
PS 18 8 63 46 16 12
19.7 13.6 13.6 29.9 11.6 11.6
Sp 29 20 20 Ll 17 17
8.5 3.5 9.2 7.1 3814 33.3 |
KS 12 5 13 10 L L7
h.o 2.9 1L.7 15.7 24 .5 37.3
SK ) 3 15 16 25 38
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ALL WRITT:N RESPONSES--SIGwAL TO HOISE RATIO: +12 d.b. 25
AI: .8529
S o _ e —
e S 4 5 Ko €y i
"""" N R Y 1.2 IR f
e L0139 a8 L 2 . 8
[ T.7 7.9 1.7 1.1 11.6
S P 141 ___ 3 2 21 i
1.6 1.1 85 9.6 2.1 .6 |
RO - 2 160 18 L 1
.G 2.8 3.9 76.9 15.8
of 1.1 S T 137 28 !
o .6 1.6 1.1 al.5 2.2 }
KRGl l1 3 2 169 4
1.7 1.7 .5 .5 95.6
P8k L3 3 1 1 176
TABLE 17
ALL WRITTEN KESPONSES--SIGNAL TO NOISE RATIO: O d.b.
AI: .5006
5 o7 PS oP KS K
i 55.5 32.5 3.1 .6 1.3 7
TG |87 51 5 1 2 e
L4l .5 41.1 5.5 T T 7.5
_Sr |65 60 8 1 1 11 .
7.9 7.9 42.5 29.5 2.9 9.3
ST N = S AT 59 . L1 L 13 e
11.h 9.2 24.8 36.9 L.9 12.8
&P 16 13 35 52 T 8 __
8.9 3.7 2.2 1.5 68.6 1L.5
K5 12 5 3 2 92 20
5.6 3.1 11.1 5.6 17.5 57.1
Vsk T . i 1L 7 22 T2 .
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TABLE 18
ALL WRITTEH RESPUNSES--SIGiiAL TO NOISE RATIO: -6 d.b.
AI: .4i121
7S ST PS SpP KC SK
56.7 36 1.8 1.8 7.2 1.8
TS 63 34 2 2 8 2
51 L4o.2 .98 1.96 2.9k 2.94
_ ST 2 L1 1 2 3 3
8.86 5.6L 37.9 31.% 9.7 | 6.5
| Ps | 11 T 47 39 12 8
15.3 13.3 16.2 34.3 12.4 8.6
| S __ 16 1L 17 36 13 9
8.2 4.1 11.2 7.2 37.8 31.¢
XS 8 L 11 7 37 31
5.8 L.k 1ik.s 15.9 20.3 39.2
SK L 3 10 11 s o7
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TABLE 19
TOTAL SPOKEN RESPONSES--SIGNAL TO NOISE RATIO: +12 d.t.
AT: .8849
r-~ ~ -
75 ST PS SP KS SK
84 L 2 2 8
TS 42 2 - 1 L
2 82 16
ST 1 L1 8
1.9 90.4 3.9 3.9
| _PS 1 L6 2 2
5.9 1.9 78.5 13.7
| _SP 3 1 L0 7
98.2 1.9
KS 50 1
1.9 98.2
SK 1 20
TABLE 20
TOTAL SPOKEN RESPONSES=--STCNAL TO NOISE RATIO: O d.b.
Al: 4548
TG ST PS SP KS SK
50 36.4 2.3 11.3
S 22 16 1 5
LT.9 34.8 4.35 13.02
_ ST 22 16 2 6
17 L.25 51 21.3 L.25 2.13
_PS 8 2 2L 10 2 1
2L L 20 37.8 2.2 15.6
| 8P 11 9 17 1 7
9.6 2.4 6.7 6L .k 16.7
| _KS L 1 3 27 7
14.3 2.4 23.8 4.8 19 35.7
| _SK 6 1 10 2 8 15

1




TABLE 21

TOTAL SPOKEN RESPONSES--SIGNAL TO NOISE RATIO: -6 d.b.
AT: .3266
TS ST PS SP KS SK.
58.2 25.6 2.3 | 2.3 11.6
LS 25 11 1 i 1 5 J
68.5 10.5 2.6 ! 10.5 7.9
ST 26 L 1 L 3
14.3 20.4 32.7 4.7 8.2 8.2
PS T 1 16 17 L Y
31 14.3 6.7 19 9.6 19
SP 13 6 3 8 L 8
9.3 2.3 .7 . 6.9 39.6 37.2
_KS L 1 2 3 17 16
* 3 15.2 15.2 33.3 33.3
SK 1 5 5 11 111




TABLE 22 59
WRITTEN RESPONSES FOR TWO-SYLLABLE WORDS
SIGNAL TO NOISE RATIO: +12 4d.b.
(blister/blitzer, Capsian/Caspian, axing/asking)
AI: .9598
TS ST PGS SpP KS SK
88.9 8.3 2.8
| IS 32 3 1
2.7 97.3
ST 1 36
9T7.5 2.5
PS 39 1
2.6 - 9T.k
SP 1 37
2.9 97.1
KS 1 34
2.6 9T7.k
| sk 1 37
TABLE 23
WRITTEN RESPONSES FOR TWO-SYLLABLE WORDS
SIGNAL TO NOISE RATIO: O 4d.b.
(blister/blitzer, Capsian/Caspian, axing/asking)
AI: .5730
TS ST PS SP KS SK
B 50.7 51.9 7.4
TS 11 14 2
30.6 66.7 2.7
| _ST 11 2k 1
37.9 58.7 3.k
PS 11 17 1
B 25.8 67.7 6.5
SpP 8 21 2
N 8 64 N
KS 1 2 16 6
3.3 6.7 16.7 10 03.3
| _SK 1 2 5 3 19
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TABLE 24 60
SPOKEN RESPONSES FOR TWO-SYLLABLE WORDS
SIGNAL ‘TO NOISE RATIO: +12 d.o. .
(plister/blitzer, Capsian/Caspian, axing/asking)

AI: .95
TS ST PS SP xS SK
100
TS 10
100
ST 10 .
100
PS 10
10 90
SP 1 9 |
90 10
KS 9 1
10 G0
SK 1 9
TABLE 25
SPOKEN RESPONSES FOR 1TWO-SYLLABLE WORDS
SIGNAL TO NOISE RATIO: O d.b.
(blister/vlitzer, Capsian/Caspian, axing/asking)
AI: .636
s ST PS SP KS SK
50 50
IS 5 )
50 50
ST 2 2
70 30
PS T 3
10 70 20
SP 1 T 2
16.7 83.3
KS 1 5
11.1 1.1 1.1 66.7 |
SK 1 1 1 6

rg
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TABLE 26
WRITTEN RESPONSSS FOR 4WO-SYLLABLE WORDS

SIGNAL TO NOISE RATIO: -6 d.b.
(blister/blitzer, Capsian/Caspian, asking/axing)

Lsalh
75 ST PS SP KS SK
50 50
{8 1 T
50 45 5
_or 10 9 1 .
L0.6 50 3.1 6.3
Ps 13 16
19.1 T1.4 9.5
SP L 15
4.8 28.5 . 23.8 23.8 19.1
_KS 1 6 1 5
Ly L 11.1 LL k4
| SK 8

7o
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TABLE 27
SPOKEN RESPONSES FOR TWO-SYLLABLE WORDS

SIGNaL TO NOISE RATIO: -6 d.b.
(blister/blitzer, Capsian/Caspian, axing/asking)

AI: .3953
- i e e o ——— e s —t
T3 ST PS SpP KS “K
80 20 N
SO . 1 — I
100
exp 5 L -
LL. L LL L 11.1
A5 — L L 1 _
10 20 10 50 10
oP 1 2 1 5 1 ]
20 20 60
__h:b 1 1 3 |
11.1 33.3 22.2 33.3
DK 1 3 2 3 o
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TABLE 20
SPOKEN RESPOINSES FOR [J]-~3IGNAL TO ¥NISE RA™IO: +12 d.D.
(vlister/blitzer, lips/lisv, brisk/bricks)

i ATl: .9000
: TS ST PS SP KS SK
. - N
i 100
_T5 10 -
y-a 100 ,
_ST 10 e
i 10 TO 20
. PS 1 7 2 . B
20 T0 10
> SP 2 7 1 .
100
o XS 10 .
- 100
| sk 10
x
3
= TABLE 29
N SPOKEN RESPONSES FOR [@]--SIGHAL TO NOIsi RATIO: +12 d.b.
(mats/mast, Blatz/blast, ax/ask, apse/asp, Max/mask, tax/task, rans/
- rasn, claps/clasp, Capsian/Caspian, askins/axing)
AT: .8683
i —
- TS ST PS SP KS SK
§" TO > > 20
. TS 14 1 1 L
~ 5.8 57.1 38.1
- ST 1 12 8
L7 95.1 L.9 h
— | PS 39 2
2.4 2.4 80.6 1L.6
- SP 1 1 33 6
_ 97.6 2.4
S Lo 1
- 2.4 97.6
SK 1 o ]
T TABLE 30
_ SPOKEN RESPOHUSES FORCul AND Cow]--SIGNAL TO WNOISE RATIO: +12 d4.b.
(coats/coast, boots/boost)
T AI: .9L8T
s ST PS SP KS SK
90 5 5
— T3 18 1 1 L
100 ’
{ S 19 _

s



TABLE 31 6l
SPOKEN RESPONSES FOR [TITJ--SIGNAL TO INISE RATIO: O d.b.
(blister/blitzer, lips/lisp, bricks/brisk)

AI: .Lé55
508 ST P3 SP KS ¥
T 50 50
N 2 2 — —
T 50 50 ]
o ) 5. _ e
30 10 20 20 o0 |
i 3 1 2 o 2 _ o
ho 20 40
.ok 1% 2 L - L
90 L0
UKD _ 9 1
25 50 og
| _CR 2 L - |
TABLE 32

SPOKEN RESPONSES FOR [21--SIGNAL TO NOISE RATIO: O 4.b.
(matz/mast, Blatz/blast, ax/ask, apse/asp, Max/mask, tax/task. rars/
rasp, claps/clasp, Capsian/Caspian, asking/axing)

AI: .Lh12
e — .
o ST PS 5P KS Sy
T 28.6 28.6 T.1 - 35.7 |
AN ho_ 4 1 1.5 _
27.8 27.8 11.1 33.3
o7 P 2 2 1.6 L
13.5 2.7 59.5 21.6 2.7 |
rc {5 1 22 8 . 1 1
f 20 20 37.1 2.9 50
sp T 7 13 1 (|
12.5 3.1 9.5 56.3 18.7
KS A 1 | 3 18 6 |
17.6 2.8 23.6 5.4 11.8 38.2
| _SK 6 1 8 2 L 13
TABLE 33

GPOKEN RESPONSES FOR Cul AND [oul--SIGNAL TO HOISE RATIO: O d.b.
(coast/coats, boost/boats)

AI: .5000
e _ S
e ST S SP K& o¥
I S Y LI
65 35 B
45 13 -1 - O
66 .1 33.3
5T .12 G —— e e .
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TABLE 3L
SPOKEN RESPONSES FOR [I]1--SIGNAL TO NOISE RATIO: -6 d.b.

(plister/blitzer, 1lips/lisp, bricks/brisk)

AI: .2791
TS ST PS SP XS SK
T 80 20
ke L 1
83.3 16.7
| ST 5 1 ]
Lo 10 10 10 20 10
PS L 1 1 R 2 1
66.7 11 11.1 11.1
0P 6 1 1 1 . o
11.1 Ly k4 Ly L
KS 1 4 4 B
33.3 33.3 66.7
| _SK 1 1 2
TABLE 35

SPOFEN RESPONSES FOR ([@3--SIGNAL TO NOISE RATIO: -6 d.b.

(mats/mast, Blatz/blast, ax/ask, spse/asp, Max/mask, tax/task, raps/
rasp, claps/clasp, Capsian/Caspian, asking/axing)

AI: .3136
TS ST PS SP KS SK.
L5 20 5 5 25
T 9 Y 1 1 5
B 50 7.2 21.% 21.%
ST T 1 3 3
T.7 38.5 L1 5.1 T.7
Po 3 15 16 2 3
[ 21.2 15.2 6.1 21.2 12.1 oL .2
5P| 1 5 2 T 4 8
B 11.8 5.9 8.8 38.2 35.3
KS L 2 3 13 12 5
B 3.5 13.8 17.2 3k.5 31
| _sK 1 4 5 10 9 ]
. TABLE 36

SPOKEN RESPONSES FOR Cul AND [oul--SIGNAL TO NOISE RATIO: -6 3.b.
(coats/coast, boots/boost)

AT: .LLhl
T3 ST P53 SP KS SK
e e —————e e —— - _—
66.7 33.3
TS 12 6
7.8 22.2
ST 14 L

‘9
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A WRITTEN RESPONSES FOR [2]--SIGNAL T0O NOISE RATIO: -(.4.b.
(mats/mast, Blatz/blast, ax/ask, apse/asp, Max/mask, tax/task, rars/

rasp, claps/clasp, Capsian/Casvian, asking/axing)

AT: .hk117
TS ST PS SP KS SK
55.3 13.2 2.6 2.6 21 5.3
ISR = 5 1 1 8 2
34.6 30.9 3.8 T.7 11.5 11.5
ST 9 8 1 2 3 3
1.1 3.3 k2.5 35.8 11.9 5.4
PS 1 3 39 33 11 O
6.7 - 9.3 18.7 L0 16 0.3
| _SP .5 G N R S 30 12 LT
10.3 L 4 13.2 8.8 39.8 23.5
_ KO I 3 9 6 27 16
3.4 5.2 15.5 19 19 37.9
ol 2 3 9 11 11 22
TABLLE 38
WRITTEN RESPONSES FOR [I]--SICNAL TO NOISE RATIO: -C d.%b.
(1ios/lisp, bricks/brisk, blister/blitzer)
AI: .309k
- . .
TS ST PS SP KS SK
33.3 55.6 5.6 5.6
TS 6 10 1 1 . ) L
55.6 LL L
o7 10 8 .
31.3 12.5 25 18.7 3.1 9.4
PG 10 Y 8 6 1 3 ]
36.6 23.3 10 20 3.3 6.7
I N & R M ¢ 3 6 1 £
3.3 3.3 6.7 3.3 33.3 50
KO 1 1 2 1 10 15
18.2 9.1 27.3 Ls.h
5K 2 1 3 5
TABLE 39

WRITTEN RESPONSES FOR C[ul AND Coyl--SIGNAL TO NOISE RATIO: -6 d.%b.

(boots/boost, coats/coast)

AI: .5398
TS ST PS SP KS SK
- €5.5 Ll .5
IS 136 19
56.9 53.1
5T .33 25 . 1




-,

67
f‘ TABLE 40
> WRITTEN RESPONSES FOR [X¥1--SIGNAL TO NOISE RATIO: O 4.b.
(1ips/lisp, bricks/brisk, blister/ blitzer)
I AI: .5515
i )
- TS ST PS SP KS SK
- 510) 43.8 6.2
7S 16 14 2
- 22.8 7.2
Z ST 8 27
e 19.4 i6.1 32.3 29 3.2
| PS 6 5 10 9 1
- 17.8 17.8 21.5 42.9
- SP 5 5 6 12
5.3 oL .7
- KS 1 18
i 5 5 5 45 L0
- SK 1 1 1 9 8
-~ TABLE k41
WRITTEN RESPONSES FOR [@J--SIGNAL TO NOISE RATIO: O d.b.
T (mats/mast, Blatz/blast, ax/ask, apse/asp, Max/mask, tax/task, raps/
— rasp, claps/clasp, Capsian/Caspian, asking/axing)
AI: .L4991
\
- TS ST PS SP KS SK
- ] 59.3 18.4 6.6 1.3 2.6 11.8
TS 45 1k 5 1 2 9 R
~- 40.3 26.3 12.3 1.8 19.3
ST 23 15 7 1 11
e 4.6 5.6 45,4 29.7 3.6 11.1
— PS 5 6 49 32 L 12
9.7 7.1 25.6 35.4 6.2 16
i SP 11 8 29 o) 7 18
- Nr 9.6 b4 2.6 1.7 6L .3 17.%
— KS 11 5 3 2 Th 20
- 5.6 3.8 12.3 5.6 12.3 60.4
' SK 6 L 13 6 13 El
- TABLE L2

WRITTEN RESPONSES FOR L[ W] AND [ CUJ--SIGNAL T0 IIOISE RATIO: O 4d.b.
(boost/boots, coast/coats)

- Al: .h271
TS ST PS SP XS SK
’ T 53 b7
- TS 26 23
63 33.3 1.9 1.9
T ST 34 18 1 1




. TABLE 43
WRITTEN RESPONSES FOR [&J--SIGNAL TO NOISE RATIO: +12 d.b.
(mats/mast, Blatz/blast, ax/ask, apse/asp, Max/mask, tax/task, raps/
rasyp, claps/clasp, Capsian/Caspian., asking/axins)

AI: .8173
j st ST PS SP XS SY.
j 6.8 6.9 9.3 oL T18.6
s 27 3 L 1 8
17.9 43.3 k.5 2.9 31.4
ST 12 29 3 2 21
- .6 1.3 86.5 11 6
PS 1 2 133 17 1
- T 2.1 L.2 T5. 4 17.C
P 1 3 6 107 25
o 2.1 1.4 93.7 2R
KS 3 2 134 L
T 2.1 2.1 T 7 ol k
|_sx 3 3 1 1 138 |
TABLE Lk
WRITTEN RESPONSES FOR [IJ--SIGHAL T0 NOISE RATIO: +12 d.b.
(1ips/lisn, bricks/brisk, blister/blitzer)
AI: .8909
N _ B — e
TS ST PS SP KS oK
T 78.6 19 2.k
e 33 8 1
2.9 97.1
ST 1 33 L
5.8 T9.4 2.9 11.9
Ps 2 o7 1 L )
- T 5.6 2.8 83.3 8.3
sp | ) 1 30 . 3 L
I 2.8 97.2
KS 1 35 —
T 100
L OK | 38
TABLYL L5

WRITTEN RESPONSES #OR L[ul AND

AT:

.9518

fouJ--SIGNAL TQO HOICE RATIO: +12 d.b.
(boost/boots, coast/coats)

SP

4




69
FFor both p and t, the second formant transition would be negative
before [1] (as opposed to g). Perhans this fact accounts for the
confusion.
Tables 46 to 51 present confusions for bi-morphemic words.
Apparently, the presence of a morpheme boundary does not deter confu-
sions; rather, mono-morphemic and bi-morphemic words produce similar

confusion patterns.

Reaction time: Reaction time was compared for the two different sirnel-

to-noise conditions, for words ending in different consonant clusters,
and for correct vs. incorrect responses.

Reaction time was significantly faster when the signal-to-~noise
ratio was +12 d.b., than when the signal-to-noise ratio was O d.b.

As can be zeen in Table 52, reaction time was consistently faster
for correct responses than for incorrect resvonses, although the
difference did not always reach statistical significance.

When the reaction time to the individual consonant clusters is
examined, the reaction time is significantly slower to words ending in
ps, sp, and sk clusters when the signal-to-noise ratio is O d.b. ‘¥hen.
the signal-to-noise ratio is +12 d.b., reaction time is siesnificantly

slower only to words ending in ps clusters.2 (Table 53).

2phis difference may be a result of the frequency of the words.
For example, apse is not even listed in An English Word Count
(Wright, 1965).

Finally, the reaction time to two-syllable words. when measured
from the beginning of the word, is about the same as the reaction time

to one-syllable words. When measured from the end of the word, the
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TABLE L6
WRITTEN RESPONSES FOR BI-MORPHEMIC WORDS--SIGNAL TO HOISE RATIO: +12 4.b.
(1ips, claps, naps, bricks, coats, mats, boots)

AI: .8391
3 a9 PS ap (S T 1%
J - — — - — [ —— —— l— . o A ——— S ———————. - So—
79.3 9.8 4.3 G
115 73 9. L T < I .
1.9 83.7 10.6 3.8
| PG 2 87 {11 L o N
o 2.9 7.1
RS 1 — 33
TABLE 47

WRITTEN RESPONSES FOR BI-MORPHEMIC WORDS--SIGNAL 10 IICICL RATIC: O d.b.
(l1irs, claps, naps, bricks, coats, mats, boots)

AT: .LT798
. ———— e —— — e
;3 T PS SP Ko oy
i L5 35 5 T3 13T
S 36 28 L I S S |
13.5 1Lk.9 39.2 28.4L 1.h 2.6
ps | 10 11 29 21 1 L
5.3 oL .7
R N 18 . o — J
TABLE 48

WLI'lNEN RESPOWSES FOR BI-IMORPHIMIZ WORDS~-SIGHAL TO NOISE RATIO: -0 d.b.
(1ins, claps, naps, bricks, coats, mats, boots)
AI: .h702

e e —.
iTe s PS S B a¥

o U630 | T e 2.8 ok T 8.3

TG b6 18 2 L ’____“__ﬁ___________ﬁ
20.9 6.2 34.6 29.7 4.9 3.7

B LT N Y S 2 28 |es oy v 1 3_ -
3.1 6.2 3.1 ho.7 | Lk.9

KD 1 2 1.1 S I 5 S 1 - T —
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TABLE L4y
SPOKIIN RESPOLHSES FOR BI-MORPHEMIC WORDS--SIGNAL TO NOISH RATIU: +12 d.bv.
(1ips, claps, rans, bricks. coats, mats, boots)

AI: .8116
TS S PS SP 1S SK
T T T2 6.9 3.0 N 13.8
1S 21 2 1 . _ﬁ___;"_rm_‘_g_. _____
3.3 83.3 6.7 [
| PS5 1 25 . 2 L 2 .
100

L KO _ _AC e

TABRLE 50

SIPOKEN RESPONSES FOR BI-MORPHEMIC WORDE--SIUNAL TO NOISE RATIO: O d.o.
(1ips, claps, raps, bricks, coats, mats., boots)

AI: .LT769
TS ot PS SP ) M

-~ - - e . s eemeeren. et e, At et e e <A ey e e @ = =

L8 .4 31 3.4 17.?2
JTs | 1k 9 . 1 15 .

26.9 T.7 30.8 26.9 T.7T
15 T 2 8 7 2 —

a0 10
R N 2 11
TABLE »1

: |
SPOKEN RESPOJSES FOR BI-MORPHEMIC WORDS--SIGNAL TO NOISE RATIO: -6 d.b.
(1ips, claps, raps, bricks, coats, mats, boots)

AI: .hiok
iy ST S Sp KS K

T T T T T 50 26.9 3.8 3.8 15.5
IS _ 413 T i W A S A A

26.9 30.8 26.9 11.6 3.8
I 8 |1 _ 3 _ 1

10 50 ITp)
. KD 1 __.__ﬂ______._Jb 2 ___-._MEL___“_.
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reaction time is much shorter to two-syllatle words. Apvarently., subjects

begin to respond to the two-syllable words before thev hear the whole

word, probably as soon a&s they hear the medial consonant cluster.

Discussion

ihe finding that has the most bearing on the percention of consonant
clusters is that reversal errors are the most common errors. This
finding is counter to the idea that the phoneme is the minimal vnercevntual
unit; if consonant clusters are perceived "phoneme—by—nboneme;" then,
when a listener hears the consonant cluster sp, he first hears s and then
he hears p. Given that he hears these in a particular order, there is
no reason for him to reverse that order. Granted, he might on occasion
forrmet the order, but there is no reason to suppose that he would be
more likely to forget the order of the consonants than to formet one
of the consonants; thus, reversal errors would be no more common than
substitution errors. However, that is clearly not the case: reversal
errors are much more common. This finding implies that some special
perceptual mechanisms must be postulated for the perception of consonant
clusters.

Broadbent and Ladefoged's suggestion appears of doubtful validit:,
not because the consonant cluster data contradict it, but for other
reasons. As has already been pointed out by Neisser, a listener is not
limited to an invariant time-determined chunk of input that he can
process. This is implied by the ability of listeners to nerceive
correctly srneech that is speeded up. Broadbent and Ladefoged would

have to claim that order errors would become more common, and involve

more segments, as speech is speeded up, since each "time chunk"
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would contain more segments. But that this is not the case seems clear
from personal experience with record players.

Neisser's suggestion, that a consonant cluster is a vercevntual
unit, and Wickelgren's suggestion that a consonant cluster is coded in
terms of some element very much like an allophone, are both compatible
with the data.

If consonant clusters are perceptual units, then clearly a ps
cluster is most similar to a sp cluster. If this is so, then, when the
signal is degraded by the addition of noise, the itemé that are most
similar to each other will be confused most; thus, reversal errors will
be most likely.

If a consonant cluster is coded in terms of allovphones, then the
allophone of s before p will be slightly different, acousticallv, from
the allophone of s after p. This difference, however, will be the-most
subtle part of the signal; particularly, it will be smaller than the
acoustic information differentiating consonants from each other. These
small acoustic differences will be the first to disappear when the signal
is degraded by noise; consequently, reversal errors will be the most
common in & degraded signal.

Thus, either Neisser's or Wickelgren's suggestion will account for

the observed result.
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CHAPTER FOUR

SYNTACTIC UNITS IN PERCEPTION

Experiments involving the localization of "clicks" in sentences
kave been used by Bever, Fodor, and others (Fodor and Bever, 1965;
Bever, Lackner and Kirk, 1969) to examine syntactic units in perception.
The experiments are based on a phenomenon discovered by Ladefoged
and Broadbent (1960) that subjects have great difficulty localizing
a click in speech, when the click and speech are presented
simultaneously.

At first, the "click" experiments seemed to support the view
that syntactic constituents were perceptual units: when asked to
locate 2 click, subjects tended to move it towards a constituent
boundary. A theory of perception was developed to explain the
phenorienon: a subject could pay attention to one thing at a time,
he could either process speech or the click; subjects would not
interrupt perceptual units of speech; consequently, subjects would
tend to locate the click between perceptual units.

However, the click-locating task, as defined in the early experiments,
involved a complex interaction of perception and memory, since the
subject had to remember the sentence he had just heard, remember where
the click had occurred, and locate the click in a written version of
the sentence.

Reaction time is a response measure that is more directly linked

T6
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to perception in that the subject is not required to remember the click
location. But when reaction time to clicks was measured, it was
found that reaction time was not shortest to clicks located in
constituent boundaries, as the theory would predict, and furthermore,
reaction time did not seem to be related to the syntactic structure of
a sentence (Abrams and Bever, 1970).

In order to e¢xplain this development, Abrems and Bever suggest a
different model of attention in speech perception; they argfue that the
latency of the response to the click is a function of a subject's
over-all attention to sensory input. At the beginning of a clause,
the subject must pay attention to the input veryv closely, hence his
reaction time to clicks is fast. At the end of clauses, the sub.ject
can already predict much of what is to come, so he does not have to
pay much attention, and his reaction time to clicks is slower.

But it is also possible that constituent structure is not
directly involved in perception, but is a result of perceptual analysis.
It is possible that reaction time is a function of the suprasegmental
structure of a sentence, as suggested by Dr. Lehiste (personal
communication).

An experiment was designed to test a part of this hynothesis,
namely to determine whether reaction time to clicks is affected by

their relation to stressed elements.

Method

§timuli; 'en sentences were selected to serve as stimuli. Ikach

sentence was recorded two times in random order. Sentences were

separated by a pause of 5 seconds. The recording was made in a
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scund-proof booth and an Ampex 350 tape recorder, at 7 1/2 i.p.s.

The speaker was male, with a medium pitched voice. He was
instructed to say the sentences clearly and natﬁrally.

One click was placed in each sentence. There were four types
of click location: in a stressed vowel, in an unstressed vowel, in the
consonant preceding a stressed vowel, and in the ccnsonant preceding
an unstressed vowel. In addition, one click was located in a constituent
boundary. {he clicks were produced by a capacitor discharge, trisgered
by the release of a key. The click so produced was a single spike,
with a very rapid rise and decay. The duration of each click was
approximately 25 msec.

The stimulus tape was made by re-recording the sentences on one
channel of an Ampex 354 tape recorder and recording the click, at the
appropriate time, on the second channel. In addition, five clicks
were reccrded on the stimulus tape before the clicks whicun were
associated with sentences, to determine each subject's reaction time
to non-speech stimuli.

The sentences employed, and the location of the clicks, are
given below. [For convenience, the location of clicks in both
productions of the sentence 1s shown in one written version of the
sentences. The complex sentences are taken from the study conducted
by Abrams and Bever (1970); the simple sentences are taken from a
study conducted by Lehiste (1971).

1. That the matter was dealt with fLst, st a surprise
to Harry.

l |

2. Since she was free that day, her friends asked her to come.

32
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3. My sleep was disturbed.
k. By making his plan known, Jim brought out the obiections
of everybody.

5. Opeed kills.

|

6. Any student whe 1s bright but youngs, would not have seen it.

! l

7. '"The speed was controlled.

| |

8. Uleep refreshes. l
9. If you did clll up Bill: I thank you for vour trouble.
10. After the dry summer of that year, some of the crons were
completely lost.

Click location was verified by inspecting the oscillosframs, produced
by two channels of an Ilema-Schénander Mingograf, representing the two
channels of the stimulus tave.

Cubgjects: Eleven subjects participated in the experiment. All were
rnembers of the Ohio State University linguistics department.

Procedure: Lach subject listened to the stimulus tape two times. The
first time, he was instructed to listen to the sentences and to push

a kev as quickly as he could when he heard the click. The key triggered
a capacitor discharge which was recorded directly on one channel of

an klema-Uchonander Mingograf. Simultaneously, the channel of the
stimulus tape which contained the clicks was recorded on another

channel cf the /iingograf. The instrumentation is shown in the

accompanying diagram (FiF. 9). DPaper speed was 100 mm per second.
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Channel 3 Channel 1

mingograf
g08g A
<
A
N~
< 2
< < 4\
earphones )
f
Ampex Channel B Channel A
350
ke Ampex 35k
< ;FD Yy

Fig. 9. Instrumentation for "click" experiment.
Immediately after the first test, the subject listened to the
tape again. This time, he was provided with a written copy of each
sentence and asked to mark the location of each click.
Reaction time to clicks was determined by measuring from the

peak of the stimulus click to the onset of the response.

Results
The reaction time to clicks was compared for four conditions:
when the click occurred in a stressed vowel, when it occurred in an
unstressed vowel, when it occurred in a consonant preceding a stressed
vowel, and when it occurred in a consonant preceding an unstressed
/ vowel. 'he results are presented in Table 5bk and in Fig. 10 to 12.
Fig. 10 shows the reaction time to a click embedded in a consonant
preceding a stressed vowel,and in a cons<.ant preceding an unstressed
vowel. For all but one subject, the reaction time is faster to the

click preceding an unstressed vowel. Fig. 11 shows reaction time to
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clicks embedded in stressed vowels and to clicks embedded in
unstressed vowels. For six subjects, the reaction time is faster
to a click in an unstressed vowel; for the other subjects, the reaction

time is essentially the same.

a

4

550 Reaction Time to
. of: ______
4 ' 500
B , Reaction Time to
450 P m——————
- S L0o
a
aZ,
o~ o 350
ori
- 2 300
oy
- £
. o 250
.. o
by
v 200
@
b = 150
- 100 '
i
T 1 2 3 4 s 6 T 8 9 10 11
: SUBJECT
-
{‘ I'ig. 10. Reaction time to clicks in consonants preceding
stressed vowels and to clicks in consonants preceding
- unstressed vowels.
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550 Reaction Time to
Stressed Vowel: _______
500
Reaction Time to
450 Unstressed Vowel: —-———-
o 1400
o
o
e 350
o
-
o 300
=]
o ‘\
B 250 .
= e N
2 200 IR
5 N
oS <
§ 150
100
i

1 2 3 L 5 6 T 8 9 10 11
SUBJECT

Fig. 11. Reaction time to clicks in stressed vowels and
in unstressed vowels.

Although the differences are not always statistically simnificant,
the tendency is clear: reaction time to clicks is affected by their
location in relation to stressed elements. Reaction time to a click
is longest Qhen the click is in the vicinity of a stressed element,
either in a stressed vowel or in a consonant preceding a stressed
vowel. RNeaction time is shorter when the click is in the vicinity of
an unstressed element, either in an unstressed vowel or in a consonant

preceding an unstressed vowel.

The reaction time to clicks located in constituent boundaries is
quite variable. Ior some subjects, it is very short in this condition,

approaching the reaction time to non-speech stimuli. For other subjects,
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it is quite long, longer than the reaction time to clicks in any
other condition.
Reaction time to non-speech clicks is short in all cases,
implying that reacting to a click in a speech context is more comnplex

than simply reacting to a click. These results are presentea in Fig. 12.

600 Constituent Boundarv: —e—.._
550 Non-Speech: =—=—--

500
450
Tole)
350

300

200

Reaction Time in Msec.

150

100

SUBJECT

Fig. 12. Simple reaction time to click, and reaction time
to click in a constituent boundary.

There is considerable variation in reaction time between subjects:
éubject 6, particularly, has quite slow reaction time to all conditions.
Nevertheless, for each subject, the reaction times are in the same
relationships, depending on the location of the click.

Click localization: The results of the click localization test are, in

a8
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general, in agreement with previous studies. Click localization tends
to be accurate when the click occurs in a constituent boundary. This
is shown in Fig. 13. The asterisk indicates the location of the click;

the bar graph indicates the subjects' localization of the click.

8
%%
call up Bill,* I thank you ...

Fig. 13. Click localization when the click occurs in
a constituent boundary.

There is also a tendency for subjects to move clicks towards deep
structure constituent boundaries and to locate clicks between words.

These results are shown in Fig. 14, for some typical sentences.
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Fig. 14--continued
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Tig, 1. Click localization.

101



88
However, the location of stress also affects click localizatiion.
Clicks in stressed vowels are localized much more accurately than

clicks in unstressed vowels. This can be clearly seen by examining

PG ey R ey,

Fig. 15. The click in the stressed vowel of sleep is localized
= correctly more often than the click in the unstressed vowel of was.
.
et Furthermore, subjects do not miss the correct location by as much for

the click in the stressed vowel as for the click in the unstressed

vowel.

Wor

p
) Fig. 15. Click localization in stressed and unstressed
vowels.
3 Accuracy of click localization is summarized in Tatle 55.

TABLE 55

CLICK LOCALIZATION: PLR CENT CORRECT

>tressed vowel | Unstressed vowel | Consonant | Constituent boundary

: g
g _ ——
>

L6 12 12 81
]
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Discussion

The click localization data seem to imply that click localiiation
is controlled by two parameters, constituent structure and the presence
of stress. Click localization errors tend to lie in the direction
predicted by theory, but élicks are less likely to be moved from a
stressed vowel than from an unstressed vowel. That localization of
clicks in consonants is also inaccurate may simply be a result of
response bias: subjects may be less inclined to locate a2 c<lick in a
consonant. However, it may also result from the fact that the duration
of consonants 1s short in relation to the duration of clicks.

The observed differences in reaction time imnlv that suprasegmental
structure hLas some function in defining the units of speech percention.
Since reaction time is not directly affected by constituent structure,
it can be inferred that constituenﬁ structure does not define the units
of perceptual input. Instead, the data support the hypothesis that
units of perceptual input are defined by suprasegmental structure,

i.e. stress and intonation.

There is one objection that might be raised to this conclusion.
Stressed vowels occur in words that have semantic content whereas
unstressed vowels occur in words that ha&e less semantic content. In
other words, words with stressad vowels are not predictable from
context while words with unstressed vowels are much more readily
predictable. ‘he experiment, as designed, does not explicitly
differentiate between thiis effect and the presence of stress. However,
the objection is not crucial because the effect on reaction time is

quite as pronounced when the click is in the consonant preceding the
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vowel. It is difficult to see why a subject should react differently
to these clicks if only the predictability of the word were the
issue. rfurther testing is necessary., however, to rule out the

"predictability hypothesis” completely.

104



by

CM

[

CHAPTER FIVE

CONCLUSION

The results of the studies reported above are interesting in
themselves, but they are alsc interesting in what they imply about
the processes underlying speech perception. To summarize briefly,
the results are the following:

1. Subjects are aware of sub-phonemic phonetic differences, at
least under anpropriate conditions, but can not make linguistic use
of them.

2. Perception of at least some phonological segments involves
special perceptual mecnanisms, rather than proceeding segment-by-
segment.

3. Oyntactic units in perception may be defined by suprasegmental

structure.

The Need for Perceptual Units

Before the implications of these findings for specific theories
of speech perception will be discussed, it seems reasonable to re-
examine the assumption of this study, namely that there are units in
speech nerception.

As bkxperiment I shows, subjects can become aware of very fine

phonetic differences if they attend to a particular utterance with

91




great care. It is likely that subjects could even Vve taught to
identify most of the words used in Ixperiment I properly, provided
that the subjects got proper feedback, and provided that the
stimuli were properly selected so that the distinctive cues were
inveriably present in eazch production. In this sense, there 1s no
clear lower limit below which speech stimuli are nerceived as 'the
same,”" and,one might suprose, no lower limit for a rhonological
perceptual unit either.

liowever, just because & listener can utilize fine phonetic detail
when the conditions of a test force him to do so, does not imply <hat
listeners iaevitably notice or pay attention to such information.
Rather, listeners are probably content with less detailed phonetic
representations. Yo draw an analogy with visual percention, we do
not examine leaves when we are looking at a forest. In visual

perception, we can examine, in great detail, the shape and color of

cr

particular objects. But ordinarily, we do not do this; we are conte
to recognize objects and to behave appropriately to them--we sit in
chairs, pat dogs, speak to our friends. Similarly, in the ordinary
course of language use, we deal with something, other than with fine
phonetic differences. Therefore, there must be postulated some larger
unit--or higher level--at which the phonological structure of an
utterance 1s represent=sd, independently of the fine phonetic details

of the utterance.

This level, however, must be independent of syntactic or contextual

information for the reason that new words, such as proper names and

technical terms, do not present undue difficuliy to us; we simply

: - 106
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hear the word, and we remember it.

These two considerations imply a lower and an upper boundaryv
for the percepticn andcoding of phonolcgical informaetion: the units
involved in this process can not be equivaelent to the phonetic
representation of the utterance and the units can nct be dependent
on syntactic informatiocn.

Similarly, there must be some unit, or preferred units, in
arriving at a syntactic analysis of a sentence. It is not nossible
for listeners to store a whole sentence in memory, simply because,
unless the sentence were recoded in some way, it would very easily
excee’l the short-term memory capacity of a listener. It seems
reasonable to suppose that the recoding operation can not process
the sentence continuously as it is heard., but that the sentence must
be broken up into some sort of units--perceptual segmentation units--
for the recoding process to operate upon. The results of the recoding
process certainly embody syntactic structure in some way.

It has been supposed vpreviously that the perceptual segmentation
units were syntactic as well. But the results of Experiment III can
not be reconciled with the idea that segmentation units are syntactic.
If they were, then reaction time to clicks and click localization
should give the same results. Since this is not the case, the
implication is that, at some level, sentences are processed in terms
of non-syntactic units. The results of IExperiment III imply that
these units are defined by the phonological structure of an utterance
and that these units function at the initiel segmentation of the
sentence. These 1nitially segmented units are then recoded, probably

Ly assirning tiem a particular syntactic function.
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Thus, there is a need for at least two types of units in speech

perception: units of phonological processing and units defining a

vart cf a sentence for further syntactic analysis--perceptual

segmentation units.

Impiications for Perception Models

Hot all of the theories of speech perception discussed in Chanter
I make specific predictions about units of speech perception, but
several do, namely the motor theory, analysis-by-svnthesis, "filtering"
theories, Osgood's perception model, and the perceptual strategies
model. The experimental findings, reported above, conflict with
some predictions made by these models, although, of course., the models
may be revised slightly to cope with them.

First, the motor theory of speech percevtion, in that it asserts
categorial perception of phonemes, conflicts with a listener's ability
to become aware of sub-phonemic phonetic differences. If the nerception
of phonemes were indeed categorial, then listeners could not become
aware of any sub-~phonemic information whatever. Yet this is not the
case; listeners are aware of sub-phonemic detail and use both vowel
length and consonant quality in developing a strategy for making
identification judgments. Second, that the motor theory postulates a
phoneme-like unit as the basic unit of perception, it conflicts with
the implications of Experiment II--that listeners anpparently emnloyv
special perceptual mechanisms to process some consonant clusters,
rather than perceiving the clusters "vhoneme-by-phoneme."

This second objection also applies to analysis-by-synthesis

models. These models assume that phonology is perceived in terms of
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discrete segments. ‘This assumption can not account for the findine
of Lxperiment II--that reversal of the order of segments is the
most common perceptual error.

In a fundamental way, the motor theory and analysis-by-sinthesis
are nuite similar: both nostulate that the listener generates =
nossible nhoneti~ output and matches this output against the incoming
message. 'The theories differ only in the nature of The internal
mechanisms that they vpostulate. The experiments rermorted in this
work do not have any implications fér this basic postulate. lowever,
it must be added here that there is no evidence that such internal
mechanisms are strictly necessary. The "synthesis" theories have
been postulated, apparently, because there are no invariants given
immediately in the acoustic speech signal. Instead, the relationshio
between the acoustic signal and the percentual result is quite comnlex.

Still, this difficulty is not unique to speech perception. In
the study of visual perception, it has been commonly cbserved that the
retinal image--which we may consider to be analogous to the acoustic
input--is much more varied than the perception of objects. The
retinal image changes radically as we view an object from different
anpgles and from different distances, yet the percent is of an
unchanging, stable object. 'The relationship between the retinal imare
and the ctercept is no less complex than the relationship between the
acoustic signal and perceived speech, vet we do not posit a "motor
theory of visual perception" for this reason.

These comments are added only to point out that a complex
relationship is not sufficient grounds for positing intermediate

devices of an unrelated type: theoretical mechanisms have to have
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independent empirical justification.

The filtering theories discussed in Chapter I are of two types:
theories that assume a phoneme-like unit, and Wickelgren's context-
sensitive coding which assumes that the perceptual unit is similar to
the traditional allophone. There are two objections to the vhoneme-
like unit: first, the well-known lack of invariance between phonemes
and the acoustic signal and, second, the fact that obstruent clusters
are apparently not perceived '"phoneme-by-phoneme."

Wickelgren's theory tries to overcome the first difficulty by
assuming smaller, hence presumably invariant, units, but it does so at
the cost of proliferating the number of different units that must be
assumed. Furthermore, it is still to be determined if there are invariant
acoustic differences that can be used to determine the order of sesments.
Context-sensitive coding can, however, account for the perception of
obstruent clusters. One further advantage of both tyres of filterinr
theories must be mentioned. Neithe> version of the theories is limited
to a strict sequence of segments in the input, if the "filters" can be
assumed to be working in parallel. Rather, the listenef can be
presumed to rrocess a rather large segment of speech at one time.

Osgood argues that the word is the basic perceptual unit. However,
there are several difficulties with this position. First, as has
already been pointed out, there must be some perceptual units which
enable a listener to code a new word. It would be unparsimonious
to suppose that these mechanisms are used only to code new words.
Second, listeners can become aware of very subtle phonetic differences,

a finding which is counter to the notion that a word is the only
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perceptual unit. But it seems likely that words function as units
at some level of speech perception.

The perception of syntactic structure has been touched on only
briefly in this study. The perceptual strategies suggested by Bever,
and others, are not in dispute here; a fair amount of evidence has
been offered to substantiate them, and no finding vresented in this
work conflicts with them. What has been questioned is the assumption
that syntactic units provide the initial segmentation of a sentence.
As has already been pointed out, this can not be the case because
reaction time and click locelization do not give the same results.
Rather, the most likely hypothesis is that initial sefmentation is
accomplished by using the suprasegmental structure of an utterénce.
After this initial segmentation, perceptual strategies, as defined by
Bever, mey well apply to enable the listener to arrive at a syntactic
analysis of the utterance.

The remarkable fact about speech perception is that it seems to
be an easy and effortless process. Yet the mechanisms underlying this
process are only beginning to be studied. Perhaps the best that could
be said is that we are beginning to appreciate how complicated and
mysterious the process of speech perception really is. Any adequate
explanation will undoubtedly require a much more thorough understanding
of human cognitive abilities on the one hand, and of the nature of

language on the other.
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The Temporsal Reslization of Morohological and S:ntactic Bcuncaries

Ilse Lehiste

Abstract

This paper is concerned with the effect of mornhological & 3
syntactic boundaries on the temporal structure of spoken utterarnces.
Two speakers produced twenty tokerns each of four sets of words consisting
of a monosyllabic base form, disyllabic and trisyllabic words derived
from the base by the addition of suffixes, and three short sentences
in which the base form was followed by a syntactic boundarv, this in
turn followed by a stressed syllable, one unstressed syllable, and two
unstressed syllables. Thne sentences thus reproduced the syllabic
sequences of the derived words. The duration of words and segments was
. measured from oscillograms. The manifestation of mornhological and
{ syntactic boundaries is discussed, and some implications of the
findings relative to the temporal programming of spoken utterances are
considered.

0. Introduction

This paper is concerned with the effect of morphological and
syntactic boundaries on the temporal structure of spoken utterances.
The investigation was prompted by the observation made in the course of
a previous study, 1,2 that the duration of a word may be considerably
reduced, if a derivational suffix is added to the word constituting the
base. In this earlier study, the words stead, skid and skit were compared
with steady, skiddy and skitty. It might have been expected that the
latter set would be longer than the former by the average duration of
the derivational suffix. It turned out instead that the duration of the
base part of the derived word was considerably shortened, so that even
with the addition of a fairly lorng -y, the overall duration of the derived
words was not much different from that of the base words.

In the current study, four sets of words were examined, built
around the base forms stick. sleep, shade, and speed. Each of the
words occurred by itself end in eight additional utterance types.
Five derivational suffixes were used, three of them monOsyllabic
and two disyllabic. The words were further placed in short sentences
in which they were followed by a major syntactic boundary--the
boundary between the noun phrase functioning as subject and the
verb rhrase functioning as predicate. The verb phrase itself either
consisted of a stressed monosyllable (in three cases) or started
with a stressed syllable (in one case); or it started with one or
two unstressed syllables. The sentences thus reproduced the syllabic
sequences of the derived words. It was the purpose of the study to
explore whether there are any differences in the durations of the

11k
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base, depending on whether it is followed by a morpheme boundary
within the same word, or by a major syntactic boundary coinciding
with the word boundary.

I. Method

The test material, presented in Table 1, was recorded by two
speakers, R.G. (male) and L.s. (female), both graduste students at
The Ohio State University. The recordings were made under standard
conditions in an anechoic chamber using reliable recording equipment.
The utterances were produced in two ways, to test the comparability
of different contexts and tc vary the fairly artificial recording
technique of repeating the same word a large number of times. One
of the ways was indeed the repetition technique: each word was uttered
ten times under a subjectively established 'constant' rate. Then each
set, consisting of base word, derived words, and three short sentences,
vwas read ten times in succession. Each speaker thus produced 20
tokens of each word, for a total of T20 utterances by each speaker.

The durations cf words and segments were measured from
oscillograms, produced by processing the recorded tapes through a
FrékJer-Jensen Trans-Pitch Meter and Intensity Meter, connected to a
four-channel Elema-Schonander Mingograph. The material was analyzed
statistically, using the IBM 360 Model 75 computer available at The
Ohio State University Instruction and Research Computer Center.

IT. Comparability of the Two Sets of Data

For both sets of data, the following ccmputations were carried
through: the mean duration of each segment; the mean duration of each
word; the mean duration of the base component of the derived word
(e.g., stick in sticky); the variancss and standard deviations of
each segment and word. The differences between the corresponding
means for each segment and word were tested for significance according

to the formula:

7 =
O"2 0'2
A ., B
N N_
A B

The difference in variability between the two sets was tested by two
(related) measures:3

(2) OZMAX g2
g o= o MAX C = MAX
2 Ty o2
O MIN min T % Max

For the given number of tokens, the criticsl valuec (at the 95%
confidence level) were 1.960 for Z, 4.030 for H, and 0.801 for C.
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1t was found that the differences between the two sets of
utterances for each speaker were random, and that there was minimal
overlap between the two speakers in cases of statistically significant
differences. Out of 196 pairwise comparisons of X, and XB. speaker
R.G. had 65 significant differences, spesker L.S. 88 significant
differences; the same segments were involved in 35 instances, but
these segments constituted no natural set: there was no discernible
system. A separate check of syllable nuclei showed 11 instances for
R.G. and 26 instances for L.S. in which the means differed significantly,
i.e. Z was higher than the critical value. The same syllable nucleus
was involved in 9 instances. As regards the differences in variability
between the two sets, speaker R.G. had 15 {cut of 196) cases in which
the difference in variances between the two sets was significant;
speaker L.S. had 36 instances, of which 9 involved the same segment
for both speakers. As far as syllable nuclei were concernsd, speaker
R.G. had 2 instances of significant differences, L.S. 4, with an overlap
of 2.

Combinirg the two sets would tend 1o increase the extreme »anges
for each combined set of utterances and thus increese the variability;
but since the difference in variability between the two sets was
negligible, it was decided to combine the two sets in future
calculations. The resultant increase in variability was in effect
quite small. It is hoped that the method of prcducing the test
utterances in the two different ways described above will have
reduced the artificiality of the situation in whic¢h long lists of
words are produced out of context, and that the results are better
applicable to a more natural speech situation.

III. Effect of Morpheme Boundaries

In order to study the effect of morpheme boundaries (and word
boundaries) on the duration of the base to which derivative suffixes
were added, B/D ratios were computed. This term refers to the ratio
of the durations of the base word (produced by itself) and the sum
of the durations of the same segments occurring in the derived word
(e.g., the mean duration of stick would be divided by the mean
duration of the stick part of the word sticky). These ratios were
calculated for all test words,and, separately, for the syllable
nuclei in gll test words. The differences between the means were
highly significant in all instances; Z-values, which were always
higher than the critical value, will not be included in the tables.
The results are presented in Tables II-V and graphicaily in Figures
1 - k. The tables are self-explanatory; a few words of explanation
may be needed for the figures.

On each figure, the derived word types and sentence types are
given on the vertical axis. The horizontal axis is calibrated to
show increasing B/D ratios. Points representing B/D ratios for
words are connected with solid lines; points representing B/D ratios
for syllable nuclei are connected with dashed lines. The curves
start in the left hand top corner at the B/D value 1: Base/Base
yields a ratio of 1. Increasing ratios show decrease in the duration
of the base componznt of the derived word resp. its syllable nucleus.




117

Several observations may be made regarding the figures. In no
case was the duration of the same sec¢ of segments greater in a
derived word than in the base form. The suffixes -y, -er and -ing
seem to be equivalent with respect to their effect on the duration
of the stem. It appears that the number of segments in the suffix
has no systematic effect on the duration of the stem. This observation
1s confirmed by looking at the behavior of stem forms before the
suffix ~ily. This suffix was in fact pronounced with a syllabic
/1/ by both speakers in all productions; thus the stems of words like
sticking and stickily were followed by two segments each, but the
-ing suffix was monosyllabic and the -ily suffix was disyllabic.

In all cases, the disyllabic —-ily suffix produced greater reduction
in the duration of the stem than the monosyllabic suffix -ing,
although both consisted of the same number of segments.

The suffix -~iness constitutes a special case. In each instance,
the B/D ratio was greatest under this condition. This is a disyliabic
suffix, as is -ily; however, its rhythmic structure is considerably
different. It seems possible that in the case of the -iness suffix
we are dealing with two cycles of derivation: that, for example,
sticky is derived from stick in the first cycle, and stickiness
from sticky in the second cycle. If this is so, then the ratios of
stick /sticky and sticky/stickiness (involving the base forms stick
and sticky respectively) should be approximately equal. Some
support for this assumption may indeed be found in Table VI, which
presents the pertinent ratios.

A comparison of the curves for words with the curves for
syllable nuclei indicates that the reduction in the duration of a
stem in the derived form is achieved more at the expense of vowels
than at the expense of consonants. The nature of the vowel and the
postvocalic consonant seem to play an equally important role.
Intrinsically long syllable nuclei (like those in sleep, speed, and
shade) are more compressible than intrinsically short syllable nuclei
(as in stick). But /i/ in sleep, when followed by a voiceless plosive,
is much less compressible than /i/ in speed and /el/ in shade.
Tendencies for being reduced under a certain condition become
accentuated when one looks at the most compressible segment: for both
speekers, the greatest effects of the various positions are manifested
in tne sylleble nuclei of speed and shade.

IV. Effect of Syntactic Boundaries

One of the hypotheses tested in this experiment was the hypothesis
that syntactic boundaries would have temporal effects that are clearly
distinct from those of morpheme boundaries. However, the results of
this study show that as far as the temporal structure of utterances
is concerned, effects of morpheme boundaries and effects of syntactic
boundaries cannot be separated from each other. Furthermore, it is
not certain that the boundaries as such have any effect at all, since
the temporal structure of the utterances seems to depend most ¢f all
on their syllabic structure, regardless of the nature of the
boundaries involved.

In sentences like Speed kills, we find durations of the test
word that are very similar to those of disyllabic bimorphemic words;
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sentences like The speed increased resemble most words like speediness,
with an unstressed short syllable followed by & relatively long
syllable. The addition of another unstressed syllable may have a
further reducing effect, but the data are not consistent at this

point. The major result here is the absence of any clear differences
between the effects of morpheme boundaries and syntactic bounderies,
and the likelihood that the durational structure is conditioned by

the number of syllables rather than either by the number of segments
or by the presence of boundaries.

V. Generelity of the Findings

One of the ways to test the results would be to form predictions
on the basis of these data and then compsre the predictions with
further observations. I intend to record other sets of words by
the same spegkers as well as the same sets of words by different
speakers, and celculate the goodness of fit between predicted and
observed B/D ratios. The basis for predictions might be Table VII,
which combines words that seem to behave in a similar fashion for
the two speakers.

VI. Discussion

The results of this study confirm earlier studies in some
respects, but differ from them in certain important aspects.

Bolingerh stated that long syllables tend to acquire extra
length if followed by another long syllable (long syllables being
those that contain & full vowel); if followed by a short syllable,
long syllables cannot acquire that extra length and therefore appear
shorter. This process tends to ignore morpheme and word boundaries,
and may take place across a syntactic boundary.

The present study confirms Bolinger's notion that temporal
readjustment processes tend to ignore morpheme and word boundaries.
The shortening of a long syllable before a short syllable is likewise
confirmed in all the data. However, in sentences of the type Speed
kills, the word speed (and words in analogous sentences) certainly
did not acquire any extra length, at least in comparison to isolated
productions of the same word.

Gaitenby” found a common ratio of segment-to-utterance length
for 211 di alects of American English sampled in her study. When
segment durations were converted to percentages of total utterance
time, it was found that 90% of a2ll the seguwenis varied less than 5.3%
for any speaker. The longer the utterance in terms of number of
segments, the shorter the absolute dquration of any given segment,
until an approximate minimum duration was reached beyond which
segments could not be compressed any further. She noted also that
words immediately preceding a pause tended to expand in utterances
of &1l lengths. According to Gaitenby, it would thus be the word
closest to the pause that would acquire extra length, while in longer
utterances, the preceding parts of the sentence would be produced at
a faster rate. This seems to be borne out by the findings: in the
three sentences, the base word became successively shorter, the
farther it was removed from the end of the sentence. A difference
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between Gaitenby's results and those obtained in this study is the
cbservation that utterance length should be determined with reference
to number and type of syllables rather than with reference to the
number of segments.
Chomsky and Halle6 have postulated a hierarchy of boundaries
which delimit linguistic units that serve as domains of applicaticn
of different kinds of phonological rules. Although the authors are
careful to state that phonetic effects need not be associated with
(word) boundaries, the postulation of a hierarchy of boundaries
naturally prompts a phonetician to look for possibly hierarchical
differences in the manifestations of these boundaries. I had previously
formulated the hypothesis that phonological units are cefinable in
terms of suprasegmental patterns, while their boundaries are mainly
manifested in terms of modifications of segments.7 Few, if any,
indications of word boundaries emerged from the present study. There
were a small number of instances in which the duration of the segment
preceding a word boundery was greater than the duration of the same
segment preceding a morpheme boundary. As far as the overall
temporal organization of the utterances is concerned, no evidence for
a hilerarchical organization of boundaries was found as a result of
this study. The temporal organization of spoxen language seems to
take place in terms of speech production units which are fairly
independent of the morphological or syntactic structure of the

utterances.
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Test materials used in the study.
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The symbol - is used to indicate the boundary between stem and

derivative suffix.

# symbolizes word boundasry;

to stressed end unstrrfssed syllables,

~ and _ refer

- IIG

-ILY

-INESS

# - W A

stick

sticky

sticker

sticking

stickily
stickiness

the stick fell
the stick is
broken

the stick wars
3iscarded

sleep
sleepy
sleepe.
sleeping
sleepily
sleepiness
sleep heals
sleep
refreshes

my sieep was
disturbed

shade
shady
shader
shading
shadily
shadiness

the shafe
lingered

the shade
increased

the shede was
refreshing

speed
speedy
speeder
speeding
speedily
speediness
speed kills
the sp-ed
increased

the speed was
controlled
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Table II. Mean durations (in milliseconds), standard deviations and
B/D ratios for two sets of words and corresponding syllable nuclei
produced by speaker R.G.

Utterance Duration of o] B/D Duration of o] B/D
base ratio Syl. nucleus ratio

stick L01.55 29.45 130.70 6.94
sticky 312.80 23.68 | 1.284 03.45 6.53 | 1.399
sticker 302.50 17.49 | 1.327 89.45 8.85 1| 1.4621
ssicking 295.45 16.92 | 1.359 88.80 T.28 | 1.k72
stickily 291.10 17.90 | 1.379 84.15 6.75] 1.553
stickiness 265.75 15.79 | 1.511 78.90 5.63| 1.657
The stick fell 274 .85 1h.10 | 1.k61 87.90 7.02 | 1.487
The stick is

broken 248.20 12.65 | 1.618 81.65 7.57 1] 1.601
The stick was

discarded 245,10 13.49 | 1.638 77.90 5.81|1.678
sleep 409.30 18.96 123.55 14.55
sleepy 336.80 19.70 | 1.217 84.15 T7.97 | 1.468
sleeper 341.25 19.83 | 1.201 83.10 9.21 {1.487
sleeping 330.35 18.12 | 1.241 81.50 10.11 {1.516
sleepily 313.35 13.99 | 1.308 69.60 8.58 {1.775
sleepiness 287.05 13.81 | 1.Lk28 62.05 6.79 {1.991
sleep heals 305.95 16.33 | 1.339 75.95 8.4y j1.627
sleep refreshes | 299.60 19.90 | 1.368 61.85 4 .67 [1.998
My sleep was

disturbed 307.45 17.44 | 1.333 59.65 9.65 | 2.071
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Table TII. Mean durations (in milliseconds), standard deviations and
B/D ratios for two seits of words and corresponding syllable nuclei

produced by speaker L.S.

Utterance Duration of B/D Duration of B/D
base o ratio Syl. nucleus o ratio
stick 433.80 43.33 168.90 23.25
sticky 346.00 34.44 |1.248 115.50 15.83 | 1.L462
sticker 331.95 25.88 {1.301 109.65 14.75 ] 1.540
sticking 348.30 30.56 {1.24 109.20 17.36 | 1.547
stickily 303.10 17.93 {1.k25 T77.05 6.89 | 2.192
stickiness 271.60 20.78 11.590 76.50 6.92 | 2.208
The stick fell 311.15 22.7h 11.388 21.35 11.17 { 1.8k49
The stick is
broken 283.90 19.46 {1.521 88.85 10.83 {1.901
The stick was
discarded 268.15 28.40 [1.610 80.75 8.42 | 2.092
sleep L4245 39.62 , 18¢.30 16.85
sleepy 363.40 19.64 |1.218 131.45 9.24 | 1.372
sleeper 363.35 22.87 |1.218 127.25 8.90 |1.417
sleeping 374 L5 18.26 |[1.182 132.45 10.87 [ 1.361
sleepily 342.60 16.72 |1.291 11Lk.50 8.72 |1.575
sleepiness 307.T0 16.3G | 1.438 96.55 8.45 [1.867
Sleep heals 325.00 25.33 {1.361 113.55 14,77 {1.588
Sleep refreshes 282.75 18.96 |1.565 93.55 9.7T4 {1.927
My sleep was
disturbed 31%.90 26.82 {1.405 99.40 19.27 |1.81%
L - ]
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Table IV. Mean durations (in milliseconds), standard deviations and
B/D ratios for two sets of words and corresponding syllasble nuclei

produced by speaker R.G.

Utterance Duration of | B/D Duration cf G B/D
base ratio Syl. nucleus ratio
speed 511.50 .34.95 266.00 28.17
| speedy 359.75 15.09 |1.422 150.50 10.25 | 1.767
speeder 34k, 75 16.42 |1.484 141.50 11.01 {1.880
speeding 342.50 13.13 {1.493 136.00 9.81 {1.956
speedily 322.50 18.03 {1.586 120.00 8.27 | 2.217
speediness 313.25 16.57 |1.633 115.50 7.76 | 2.303
Speed kills 344.00 17.06 | 1.487 125.50 8.87 | 2.120
The speed ‘
increased 301.25 15.12 }1.698 110.00 7.61 | 2.418
The speed was '
controlled 293.50 20.53 {1.743 104.00 8.97 | 2.558
shade 454,10 28.88 266.15 18.61
shady 327.20 . | 20.08 |1.388 181.85 14,79 }1.L464
shader 324.20 18.81 {1.k01 172.40 9.54 |1.5L4k
shading 306.95 23.39 [1.479 158.00 11.2% {1.68k
shadily 276.70 10.20 [1.641 132.05 8.74 | 2.016
shadiness 265.20 17.60 |1.712 125.35 9.83 |2.123
The shade .
lingered 324.80 18.49 |1.398 146.95 16.23 |1.811
The shade
increased 298.60 18.4k |1.521 130.15 12.93 {2.045
The shade was
refreshing 307.60 26.05 |1.476 131.50 18.61 |2.02k4
B L———*
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Table V. Mean durations (in milliseconds), standard deviations and
B/D ratios for two sets of words and corresponding syllable nuclei

produced by spesaker L.S.

Utterance Duration of B/D Duration of B/D
base o] ratio Syl. nucleus o] ratio J
speed 574 .25 30.00 297.85 16.25
speedy 394 .85 23.89 | 1.454 163.30 11.69 {1.824
speeder 403.85 18.44 | 1.422 171.75 13.52 |1.734
. speeding 396.10 24 .54 | 1.450 158.75 12.86 |1.876
- speedily 354.50 29.75 { 1.620 126.25 16.98 {2.359
speediness 322.70 23.41 | 1.780 104 .40 6.66 |2.853
Cpeed kills 416.55 27.28 | 1.379 163.05 19.07 {1.827
The speed
increased 342.85 20.97 | 1.675 127.30 11.68 | 2.3k0
The speed was
controlled 305.50 22.00 | 1.880 96.65 T7.92 |3.082
shade 45k 65 267.70 22.88
shady 321.65 20.72 | 1.413 165.25 11.26 |1.620
- shader 326.75 26.61 | 1.391 160.50 14.16 [1.668
shading 312.95 22.09 | 1.453 159.30 19.72 |1.680
shadily 294 .15 26.41 | 1.5L46 139.95 21.89 [1.913
) shadiness 261.65 25.37 | 1.738 112.55 11.65 {2.378
The shade
lingered 331.95 36.24 | 1.370 154 .40 23.93 [1.73k
The shade
- increased 282.20 22.03 |1.611 135.75 16.90 |1.972
The shade was
refreshing 273.k0 23.97 | 1.633 114.25 15.97 |2.343

ERIC - 139




126

Table VI. Mean durations (in milliseconds), standard deviations,
and B/D ratios for words derived with -y and -ness, in which the
-ness words are derived by a two-cycle operation from the base.

—
Speaker R.G. Speaker L.S.

Utterance Duration o B/D Utterance Duration| o B/D

of base ratio of base ratio
stick. 401.55 {29.45 stick 431.80 |43.33
stick-y 312.80 23.68 |1.284 stick-y 346.00 k.44 1 1,248
sticky 513.25 37.52 sticky 557 .45 36.59
sticky-ness 376.75 |17.66 {1.362 | sticky-ness 388.50 {24.34 ] 1.435
sleep 109.70 |18.96 sleep Lho. 45 | 39.62
sleep-y 336.70 |19.70 {1.217 | sleep~y 363.40 {19.6Lk | 1.218
sleepy 517.55 |26.58 sleepy s4h .20 | 3C.99
sleepy~ness 369.65 [14.15 [1.400 | sleepy-ness 392.20 {18.k6} 1.388
speed 511.50 |34.95 speed sTh.25 |30.00
speed-y 359.75 |15.09 |1.L422 | speedy 394.85 |23.89 | 1.454
speedy 529.95 |26.23 speedy 597.40 [16.9k
speedy-ness 396.35 |16.60 {1.337 | speedy-ness 410.55 |131.19 ] 1.455
shade ksh,10 |28.88 shade 4sh.65 |35.8k
shade-y 327.20 {20.08 |1.388 | shade-y 321.65 |20.72 ] 1.413
shady 477.90 |25.81 shady 490.60 |[2L4.L3
shady-ness 346.30 |16.46 |1.380 | shady-ness 329.70 [23.87 {1.488

Table VII. Average B/D ratios (speakers R.G. and L.S. combined)

stick, sleep shade, speed

WORD | SN WORD sy

Base 1.00 1.00 1.00 1.00
-y 1.242 1.k2s 1.k20 1.669
~-ER 1.262 1.476 1.k2s 1.706
~ING 1.256 1.47h 1.469 1.799
~ILY 1.351 1.77h 1.599 2.126
~-INESS 1.kg2 1.931 1.716 2.kh15
# 1.388 1.638 1.409 1.873
# - 1.518 1.857 1.626 2.194
# v 1.497 1.91L 1.683 2.502
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Fig. 1. B/D ratios for the words stick and sleep and their
syllaeble nuclei for speaker LS. The base word and the

3 derivetive forms are indicated on the vertical axis; the

3 horizontal axis is calibra® d for ratios of duration of base
" word/duration of the base part of the derived word.
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Fig. 2. B/D ratios for the words stick and sleep and their
syllable nuclei for speaker RG. The base word and the
derivative forms are indicated on the vertical axis; the
horizontal axis is calibrated for ratios of duration of
base word/duration of the base part of the derived word.
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Fig. 3. B/D ratios for the words speed and shade and their
syllable nuclei for speaker RG. The base word and the
derivative forms are indicated in the vertical axis; the
horizontal axis is calibrated for ratios of duration of
base wcrd/duration of the base part orf the derived word.
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Fig. 4. B/D ratios for thw words speed and shade and their
syllable nuclei for speaker LS. The base word and the
derivative forms are indicated on the vertical axis; the
horizontal axis calibrated for ratios of duration of base
word/duration of the base part of the derived word.
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Comparison of Controlled and Uncontrolled Normal Speech Rate

Richard Gregorski, Linda Shockey, and Ilse Lehiste

Temporal studies have employed basically two methods for
elicitation of speech rate: 1) controlled, i.e., externally induced
through the use of a pulsating beat, and 2) uncontrolled, i.e.,
internally generated by the subject with the instruction to meintain
a constant rate. Peterson and Lehiste (1960) in investigating the
influence of tempo on the duration of syljlable nuclei had their
subjects "speak in synchronism with a periodic pulse." Lindblom
(1963) used periodic clicks to manipulate speech rate in examining
vowel reduction under varying tempos. Kozhevnikov and Chistovich
(1965) in their experiment on the effect of rate on relative speech
durations employed as a rate control a low-frequency periodic
oscillation generator which was triggered by the subject's initiation
of articulation. However, in their experiment to determine the
number of articulatory programs in a sentence of two syntagmas. no
external device was used to control rate; instead, the speaker was
"instructed to adhere during all pronunciations to one and the same
rate of speech." 1In their experimental check of syllable commard
hypotheses using multiple repetitions of a sentence, the subjects
performed the task first at a rapid rate and then at a slow rate;
no external control appears to have been employed. HNooteboom and
Slis (1969) in their speech rate study had their subjects freely
choose their fast, normal, and slow rates. Lehiste (1970b) in her
study of the temporal organization of monosyllabic and disyllabic
words in English had her subjects maintain a "subjectively ccnstant
rate." '

To our knowledge, the comparability of the durations of speech
units produced at a subjectively determined rate and those produced
at a rate controlled by an external source has never been determined.
If significant differencee exist between temporal npatterns occurring
in speech produced by the two methods of elicitation, obvious
questions arise. For example, to what extent could we then generalize
about the temporal organizetion of speech from the previously
mentioned studies executed with non-comparable methods? Would not
the differences perhaps suggest two types of programming: 1) a
basic language program including speech~unit organization and natural
rhythm information, and 2) a synchronization program whose task is
to adjust the language program until its natural rhythm is synchronous
with the external rhythm?

It was the purpose of this experiment to determine the
comparability of controlled and uncontrolled normal speech rate for
both a sentence and a word spoken in isolation. Aggie was chosen for
the word, and I bag Aggie, for the sentence. The major criterion
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for selecting these utterances was their relatively segmentable structure
when converted into oscillographic displays, and not their high
semantic content. TIwo native speakers of English were instructed

to produce both the word and the sentence about 150 times each at

a confortably constant iaormal rate. From recordings of these
productions oscillograms were made by use of a Frékjaer-Jensen trans-
pitch meter and an Eleme-Schdnander - Mingograph (100 mm/sec).
Durations of individual segments and pauses were measured to the
nearest 1/2 millimeter (i.e., 5 milliseconds). The mean duration,
standard deviation, variance, and coefficient of variation (-i%* )
were computed using an IEBM 360 computer for all possible combinations
of adjacent segments. ]

A Seth Thomas electronic metronome was used to implement the
control method. To obtain the pulse rate for the controlled utterances,
the mean duration for each speaker's interstress interval for both the
word and the sentence of the uncontrolled productions was converted
into an equivalent pulse interval on the metronome. Since for both
speakers the natural sentence stress fell on the /&/ of Aggie, it was
decided to synchronize the click with this stress. The speakers were
instructed to repeat the production task, only this time synchronizing
the /z/ of Aggie with the click of the metronome. The same segmenta-
tion procedures and statistical analyses that were used for the
uncontrolled utterances were applied to the controlled ones. The
differences between the coefficients of variation of the controlled
and uncontrolled sets were computed (see Tables I-VI in the Appendix).

Figure I presents the coefficient of variation comparisons of
Speaker PM's controlled and uncontrolled Aggie spoken in isolation.
There was an average difference of 2% in the coefficients of variation
for segments. HNotice that there was no difference between the
coefficients of variation of the stressed /2/'s; in absolute terms
there was only a 10 millisecond difference in their mean durations.
The syllables, word and word + pause likewise had average coefficient
differences of about 2%. There was a 6% difference for the pauses.

Figure II presents the coefficient of variation comparisons of
Speaker LS's controlled and uncontrolled Aggie. Her average coefficient
differences for both segments and syllables were about 1 1/2%. There
was a .3% difference for the word.

I'igures III and IV present the coefficient comparisons for
Speaker PM's controlled versus uncontrolled sentences. Segments,
syllables, and words as groups had average coefficient differences
of 1-2%. There was a 1% difference for the sentence and a .1%
difference for the sentence + pause.

Figures V and VI present Speaker LS's sentence comparisons.
Segments, syllables, and words as groups had average coefficient
differences of 1-2%. There was a 1% difference for the sentence and
a 3% difference for the sentence + pause.
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20 ~—-—~— uncontrolled
-—— controlled

e & i ag- -gi agi PAUSE =gl +
PAUSE
Figure I. Coefficient of variation ( g_ x 100) comparisons
of controlled versus uncontrolled speec%-units for Aggie
produced by speaker PM.

20 ~—~— uncontrolled
contrclled

18
16
1h
12

10

2 g 1 =ag- -gi =gi PAUSE =gi +
PAUSE

Figure II. Coefficient of variation ( -Z— x 100) comparisons

of controlled versus uncontrolled speech-units for Aggie
produced by Speaker L.S.
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22 ~——— uncontrolled
controlled

20
18
16
1k
12

10

o b 8 g =2 g i oIbsg- PAUSE qzizgagl
) 2gi PAUSE

Figure III. Coefficient of Variation ( -Z.. x 100)comparisons
of controlled versus uncontrolled speech-ﬂnits for I bag
Aggie procduced by rpeaker PM.

12 --—~ uncontrolled
controlled
10
8
I

6 ——
by . .

ar b =g eg e g® gl bsg gl

Figure IV. Coefficient of variation ( -S. x 100) compariscus
of controlled versus uncontrolled speech®units for I bag
Aggie produced by speaker PHM.
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20 -—-—— uncontrolled
controlled
18
16
1L
12
10
6
L
eax b @& g & g i cxbeg PAUSE a7Tbeg eg!
2gl +PAUSE

Figure V. Coefficient of variation ( -2— x 100) comparisons
of controlled versus uncontrolled speech-units for I bag
Agglie produced by speaker LS.

12 A ---- uncontrolled
controlled

10

8 -

6 -

/
L
wb ®g &g b g gl beg a&gi

Figure VI. Coefficient of variation ( —ﬁ—.x 100) comparisons
of ccntrolled versus uncontrolled speech-units for I bag
Aggie produced by speaker LS.
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To test for the significance of these coefficient of variation
, differences, we assumed that if the same magnitude of difference
exists between two uncontrolled sets and also between two controlled
sets, then such differences cannot be attributed to the control
;? technique. We divided both the controlled and uncontrolled sets
£ into sequential halves of about 75 tokens each. The average
) coefficient differences between the unncontrolled halves and also
between the controlled halves were comparable to those between the
i entire controlled and uncontrolled sets (see Table VII in the
Appendix). It thus appears that these differences are due to the
natural yariability of speech in a repetition task and cannot be
¥ attributed to the use of the periodic beat.
. The controlled and uncontrollied sets were also examined for the
' direction of the differences between the coefficients of wvariation.
We found no systematic direction to these differences for either
speaker.
- We conclude that in repetitions of the same words and sentences
spoken at a normel rate, the two methods described here produce
comparable results. However, we want to emphasize that we make no
claim regarding differences between controlled and uncontrolled speech
produced at other rates or using other elicitation techniques.
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Appendix

TABLE I

Coefficient of variation ( -2— ) comparisons of uncontrolled versus

controlled speech—uni%s for Aggie produced by Speaker PM.

. ' . Average
Speech-unit Uncontrolled Controlled | Difference Difference
2 .093 .093 —
g .158 .190 .032 .022
i .116 .150 .03L4
&g .063 .080 .017
gl .087 .11k .027 <022
1 ——————————— - —— -~ - w— —— oo
&gl 060 oT6 016 016
. PAUSE 184 121 .063 .063
——— - - D
agl + 069 .050 .019 .019
PAUSE
)
\(o 152
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Coefficient of variation ( _jL.) comparisons of uncontrolled versus

controlled speech-units for Aggie produced by speaker LS.

Speech-unit Uncontrolled Controlled Difference .Average
Difference

& .096 .083 .013

g .157 .136 .021 .013

i .149 .155 .006
ag .089 .067 .022_ o
gi .09k .103 .009 -016
egi .061 .06k .003 .003
PAUSE .136 .086 .050 .050
aegi + .085 .053 .032 .032
PAUSE

TABLE III

Coefficient of variation (

) comparisons of uncontrolled versus
controlled speech-units for 1 bag Aggie produced by speaker PM.

Speech-unit | Uncontrolled { Controlled | Difference Di?;:iziie
- d .130 .168 .038
b .096 .131 .035
2 .092 .101 .009
g .168 147 .021 .022
2t .080 .0T2 .008
g2 .211 .185 .026
12 .126 .146 .020

| . o -
be .067 .083 .016
&g .081 .081 -
ol .070 .061 .009 -015
&g .085 .071 .014
gi° .093 .11k .021




TABLE IV
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Coefficient of variation ( {%—-) comparisons of uncontrolled versus
controlled speech-units fér I bag Aggie produced by sveaker PM.

Speech-unit Uncontrolled Controlled Difference Di?;:;:iie
wIbe .O0TO .094 .024
Leg .063 072 .009
Eys .054 .057 .003 .011
geg OTT .062 .015
&gi .066 .068 .002
IR - SR F N -
aIbesg .068 .083 .015
bagz .0Ls5 .054 .009 007
BgBG 057 .055 .002 :
gagl .061 .061 —_—
wilage .051 .063 .012
begsg .0L9 .052 .003 007
egegl .0L49 .054 .005
axbegeg .054 .059 .005
Lagag i .04k .051 .007 -006
- — e - — - ———-1-—.-———- —— i — S e
wIbagegi LOLT .056 .009 .009
PAUSE 176 .153 .023 .023
] ;Iuagagi + .050 .051 .001 .001
PAUSE
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TABLE V
Coefficient of variation ( ~2— ) comparisons of uncontrolled versus
controlled speech-units for I bag Aggie produced by Speaker LS.
Speech-unit | Uncontrolled | Controlled | Difference Average
Difference
%% 5 .107 175 .068
b .126 .139 .013
a; .091 .082 .009
g .158 .165 .007 .023
a) .086 .081 .005
gz .159 .198 .039
i .1ko0 .157 017
azxb .068 .109 .0L1
ba 072 .063 .009
2g; . .070 .057 .013
= .065 .056 .009 -013
ag, .076 .072 .00k
gi .091 .089 .002
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TABLE VI

Coefficient of variation ( -2— ) comparisons of uncontrolled versus
controlled speech—-units for I bag Aggie produced by speaker LS.

Speech-unit | Uncontrolled | Controlled | Difference Di?gg;:ize
WIb=s .063 .064 .001
bag .059 .052 .007
ags .056 .0L6 .010 .007
@B .060 .059 .001
agi .071 .056 .015
______________ S ———a _—
azbRg .ozg .026 .001
. bags .0 .0k2 .006
agag .054 .OLT .007 +006
gagl .061 .050 .011
atbage .051 .05 .006
bagag .048 .Olk .00k .009
agagl .056 .cLko .016
wibageg .050 .0k3 .00T7
begag | -okg .039 .010 -009
axbagegi .052 .039 .013 .03
PAUSE .145 .102 .043 .043
arbsgegi + .OTL .0b5 .029 .029
PAUSE
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Coefficient of variation ( —2- ) differences between various set
comparisons of speech-units ¥or Aggie and I ba
speakers PM and LS.

ie produced by

Set
Comparison * | Segments Syllables|{ Word(s) | Sentence
UNC?E)/ .01k .003 .009
UNCON
Speaker Pl |
CONT .020 .01k .013
Aggie COST
UNcgg/’ .022 .022 .016
CONT
UNCON .051 .060 .0TO
‘//ﬁgcou
!
Speaker LS | CONT .019 ] .020 00T
CONT '
Aggie ,
UNCON .013 .016 .003
.~ CONT
] -BNCON T 8 -
.022 .01 .011
//G%CON
Speaker PM
CONT .029 . 020 .020 .009
I bag CONT
Aggie
UNCOR .022 .015 .006 .009
CONT
UNCON .015 .003 .005 .006
! UNCON
Speaker LS
cgg;/f .016 .006 .005 .012
I bag CONT
Aggie )
- URCON i .022 .013 011 .013
i CONT §
{ |

¥UNCON= Uncontrolled, CONT= ControlleZ.
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Word Unit Temporal Compensation

Linda Shockey, Richard Gregorski, and Ilse Lehiste

The u..eory of temporal compensation is based on the assumption
that temporal programming information for "chunks" of speech larger
than one linguistic segment is utilized at some unspecified, but
rather late, level in the speech production mechanism. It is assumed
that language is programmed in units no smaller than those defined by
traditional manner-of-articulation parameters. Further, it is
assumed that the domain over which temporal information is specified,
and therefore over which the durationsl interaction described below
takes place, is a programming unit.

This means that the duration of some multisegmental string of
speech is fairly rigidly determined, and if this string or a stream
of speech containing this string is repeated over many times at the
same rate, the duration of the programming unit will remain very
close to its aversage every time it is produced. But the same will not
necessarily be true for the subparts of the programming unit. Since
it is the duration of the higher-level unit which is predetermined,
the durations of the individual segments are free to vary somewnat,
as long as their sum approximates very closely the duration of the
higher unit. The extent to which segments can vary is postulated to
be determined by external factors such as whether or not segmental
duration is contrastive in the language being considered.

Slis (1968) noted such a compensatory process in Dutch. He
found that tze lengths of several words of a given number of segments
were quite similar desvite substitution of segments with different
intrinsic duraticns. A more sophisticated mathematical technique
for testing for temporal compensation has been used by Kozhevnikov
and Chistovica (1965) for Russian and by Unala (1970), Allen (1969)
and Lehiste (1970) for knglish.

The latter technique involves measurement of segments and deter-
minatica of their variances and of correlation coefficients between
adjacent segments and groups of segments. The assumption is that if
there is little or no correlation in duration between adjacent
segments, then at some level each segment is programned separately.
If so, the variance of the whole utterance or of any subpert of it
should be equal to the sum of the variances of the individual segments.
If an utterance is programmed in terms of more than one segment, we
expect negative correlations between subparts of the largest program-
ming unit; that is, if one part is longer than average, another part
will be shorter than average to allow the duration of the programming
unit to come quite close to its own average. If a negative correlation
is found, it should also be true that the sum of the variances of the
subparts of the utterance is greater than the variance of the
programming "chunk."
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In her 1970 experiment, Lehiste found that negative correlations
exist between subparts of mono-~ and disyllabic words in English. The
experiment to be reported was designed to discover whether temporal
compensation operates within word-size units when they are included

in a sentence.

Methods

Two subjects, PM and LS, both graduate students at The Ohio
State University, were used. Each was seated in an I.A.C. sound-
treated chamber with a high-quality Ampex microphone sbout one foot
from his mouth. Cards with the utterances we wished to elicit written
on them were placed on a table in front of the subject, one at a time.
The subjects were asked to repeat a given utterance at a steady,
comfortable rate of speech until signalled to stop. Each utterance
was repeated 150 times or more. Recordings were made on an Ampex
350 magnetic tape recorder at a speed of 7 1/2 i.p.s.

One word, "Aggie," and one sentence, "I bag Aggie," were
recorded by both subjects. In addition, speaker PM recorded the
word "Agatha' and the sentence "I saw Agatha.” These utterances were
chosen on the basis of potential segmentability.

The recordings were then processed through a Frékjaer-Jensen
Trans-Pitch meter and recorded in the form of a duplex oscillogram
by an Elema-Schdnander Mingograf at a speed of 100 mm./sec. The
oscillograms were segmented following the standards set forth in
Naeser (1969). The duration of each segment was measured, with an
accuracy estimated to be to the nearest 1/2 ym. or 5 msec.

Both Ohala (1968) and Kozhevnikov and Chistovich (1965) used
normalization procedures involving choosing out of their total set
of data a group of utterances of highly similar duration, to eliminate
possible effects of differences in rate. Following their precedent,
we have based our conclusions on the 50 utterances closest to the
mean for each utterance and each speaker, in the belief that only
when variability of duration of the entire utterance is carefully
constrained can small variations within the utterance be examined
meaningfully.

The results were processed by an IBM 360 computer. Statistical
measures derived were mean duration, standard deviation, varlance,
relative variance ( ), coefficient of v riatlog;&fjr_)

Pearson correlation coefficient T =

Statistical tests were run on the follow1ng segments and

combinations of segments: 1) individual segments with each other,

2) all possible combinations of n segments, with each other and

with other combinations of n segments, where n ranges from 2 to the
numver of segments in the utterance minus one, and with the provision
that the two sets being tested for correlation have no segments in
common. When n > 2, only adjacent sets of three, four, etc. are
used. 3) individual segments with sets of n segments. In addition,
measurements were made of the pauses between the utterances and
correlations were calculated between utterances and pauses.
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Results

1. Of standardization.

We found that standerdization of "rate" in this very restricted
sense gave us & mucin clearer picture of which segments and combinations
of segments were interacting with each other than we could have formed
by lcoking at the complete set of 150 tokens. Following is a chart
showing numbers of significant negative correlations found in the
largest group and in the subset of 50 for the two sentences:

TABLE I

Numbers of significant negative correlations at the .01 level before
and after normalization

"I bag Aggie" "I sass Agatha"
PM 50 55 oL
150 1 L5
IJ\/ 50 he
150 12

2. For words in isolation:

In the majority of cases, there were significant negative
correlations (at the .01 level) between adjacent segments in the word
"Aggie" for both speakers. Although negative correlations were present
in all cases between adjacent segments in the word "Agatha" as spoken
by PM, all except one were below the .0l level of significance. Iligher
negative correlations, predominantly significant, were found when
larger portions of the word were tested, the highest negative correla-
tion coefficient velues being for mutually exclusive subsets of the
wiiole word, e.g.lzge-vol.

Typicel results are presented graphically in Fig. 1. Tables containing
additional information on mean, standard deviation, variance, relative
variance, and correlation coefficient are to be found in the appendix.

3. for sentences:

Correlations between adjacent segments in the sentences "I bag
Aggie™ and "I sass Agatha" were all similar to those for the word "Agatha",
negative, but tending to be bpelow the .01 level of significance. However,
note in the following graph {(Fig. 2) that for bota speakers and both
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- sentences there is quite a strong negative correlation between the
last two segments (this may indicate a tendency for temporal
adjustment to take place utterance-finally).

For speeker PM, there is a tendency to have stronger correlations
between units of larger sizes, the largsest being between mutually
T exclusive subparts of the whole sentence. This does not hold for LS,
although her correlations between segments are consistently smaller
on the average than her correlations between larger elements (see

— Figs. 2 and 3).

- Figure 3.
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For speaker I’M there are two significant negative correlations

between subparts of the word "Aggie" when it is included in the
sentence "I bag Aggie,” both in the low range (see Table b4,

Appendix). TFor LS there were three (Table 5), two of them being the
highest negative correlations for this speaker and this sentence.

For speaker PM, the same tendencies hold for "Agatha" when it is
included in the sentence "I sass Agatha''--there are seven significant
negative correlations between elements of the word, but higher negative
correlations result from testing larger portions of the sentence with
no consideration for traditional word boundaries.

4. For utterance and pause:
As may be seen from the following table, wvery high negative
correlation coefficients were found for all tested utterances compared

with the following pause:
TABLE 2

Correlation coefficients for whole utterance and-folloving pause.

Speaker{ "Aggie" | "Agatha" | "I bag Aggie™ |"I sass Agatha"
PM ~-.878 -.820 -.943 -.901
LS . -.T10 -.828

Discussion:

The most obvious conclusion to be reached from these data is that,
if we do indeed have a legitimate means of detecting temporal compen-
sation in examining variation and correlation coefficient, temporal
comepnsation occurs in a high degree between portions of these short
utterances. It would appear, then, that at some level the.entire
utterance is programmed as a whole, since all segments and combinations
of segments play a part in this temporal interaction.

ror speaker PM we find no convincing evidence that the words
"Aggie" and "Agatha" maintain integrity as units when embedded in a
longer context. Yor spesker LS, we find that although the parts of the
word "Aggie" do definitely interact temporally with the rest of the
utterance, the most regular negative correlation is between parts of
the word. Thus there is some possibility that for this spesker, a
strategy involving word-units is employed. However, it seems equally
likely that there is a non-causal relationship between the facts that
there is 2 high negative correlation between [2g] and [i] for speaker
I3 and that [®gil] can be an utterance by itself. Further studies will
be needed to disambiguate these data.

In the present study, lexical words did not emerge as units within
which temporal compensation takes place. Rather, they seemed to be
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merged into a phonological phrase, losing their separate identity.

[t thus seems unlikely that the "word" level will prove as useful in
phonolofiical des~ription as it does for lexical and syntactic
description. It is not inconceivable that temporal compensation may
serve to determine the extent of linguistic units at a higher level,
such as a phrase or breath-group. The next step, of course, is to
examine utterances contalining an embedded sentence or phrase for units
disnlaying internal cohesion.

Much research has been based on the hypothesis that the syllable
is the basic unit of speech production, especially by Stetson (1951)
and Kozhevnikov and Chistovich (1965). There is some evidence from
electromyography that this may be so at some level in srticulatory
programming (MacNeilage and DeClerk, 1968). But our results show a
singular lack of evidence for postulating either the CV or VC syvllable
as a basic unit of temporal programming for English. There are, for
all of our sets of data spoken at a very similar rate, various degrees
of negative correlation between most adjacent segments with no clear
indication of a stronger bond between CV or VC seguences.

We agree with Ohala's statement that "Chistovich and her colleagues
toock the units [of speech productionl] to be syllables based on the
results of a previous experiment, in which it was shown that the
duration of the words and syllables relative to the duration of the
whole utterance remained constant during changes of rate, but the
relative durations of the consonants and vowels, the components of the
syllable, varied during changes of rate. Thus the smallest interval
maintaining relative temporal "integrity" in the face of changes in
rate was the syllable--at leest in Russian. But these results could
as well be taken as indicating that the articulatory unit could be nc
smaller than the syllable but it could be larger (p. 145)."

While it is undeniable that the syllable plays a significant part
in speech rhythm and may at some level be a measure of speech units,
we find no evidence for postulating it as a primary building vlock,
in English, at the level of programming which we presume to be
observable through the process of temporal compensation.

The amazingly high negative correlations between the speech
portions of our data and the following pauses reflect the high
accuracy with which our subjects were able to execute the request to
speak at a steady rate. We realize that the speech situation which we
have created is artificial in that it is conducive to a measured
rhythm; however we still feel that it is interesting to note that in
all probability the pause is programmed with the speech as a temporal
unit. The internal programming of the utterance itself apparently
tekes place at one level; at the next higher level, the unit of
programming is the sentence plus the following vause. This may
indicate, as suggested by Ohala (1970), that the mechanism for
isochrony is indeed part of the linguistic competence of the speaker

of Znglish.
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Appendix

These tables are to be read as follows:

The (a) tables indicate the mean, standard deviation, variance,
and relative variance for each of the variables to be used when
testing for correlation.

The (b) tables show correlation coefficients, ordered from lowest
to highest for each utterance. On either side of a hyphen are the
two variables being considered. Notice that a variable may contain
any number of segments and that the correlations represented are
between the two variables on either side of the hyphen tgken as
units. Therefore, if you see Qib-®gi, this means we are considering
CaIb] as a unit in this particular comparison and plotting its
durational values against those of the "unit" [mgil.

Since the means, standard deviations, etc. of the sum of the items
being compared are always identical with the same information for one
of tae variables when we are dealing with words [8+gi = &giJ] and since
the same is often true when we are dealing with sentences [aIb- @g= aibmgl
this information is left ouf of the table when there is overleap.

Notice that the comparisons whose sum is not equal to one of the
variables involve non-adjacent elements. About 1/2 of PM's significant
negative correlations are for non-adjacent units, but for LS only two
are. This may be further evidence for a difference in programming
strategy.

Formulae for statistical variables are:

-t 2 () ()

Mean (M): x
N - : .
stendard deviation: c = V g(xz— %2)
N
Variasnce: Vv = o2

Relative Variance: =

=)<

Variation coefficient: =

Xla
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TABLE 3
Speaker PM: "Aggie"
- M 5 52 Relative| Variation
Variance| Coefficient
(a) Varieble ,
& 169.20 |{13.05 | 170.36 1.007 077
g 64.80 [11.4k | 130.96 2.021 ATT
i 169.20 |11.63 | 135.36 .800 .069
&g 234.00 |{11.09 | 123.00 .526 .OLT
gl 234.00 |13.08 | 171.00 .T31 .056
&+ | 338.40 |13.29 | 176.56 .522 .039
agl 403.20 5.81 33.81 .08L4 .01k
(b) Variables
g1 -.358
a- | -.k2os
&-g -.597
&g- | -.870
2+i-g -.900
&-gi -.901
TABLE L
Speaker LS: MAggie"
2 Relative Variation
T M o ‘ Variance Coefficient
(a) Variable
3 237.4b0 | 16.47 | 271.25 1.143 .069
S 89.30 |1k.hk2 | 208.02 2.329 162
' 165.70 119.93 | 397.01 2.396 .120
&g 326.70 |19.7k | 389.69 1.193 .060
gi 255.00 |[16.82 | 283.00 1.110 .066
2+ 1 403.10 |16.7Tk | 280.06 .695 .042
agl 492.40 8.7k 76.38 .155 .018
(b) Variables
g-1i -.560
3-1 -.591
@ i-g -.853
8-g1 - 852
aBy-1 -.903
) .2 =
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TALLE 5

&

Speaker PM: "Agatha"

r-:\\‘-."-

2 Relative Variatioﬁ_T
Variance | Coefficient

= (a) Variables

@ 100.50 | 15.21 | 231.2 2.301 151
i c 45.40 9.6k 92.8 2.045 .212
. ) 67.50 9.k45 89.25 1.322 .1ko
d 92.70 | 10.78 | 116.21 1.254 116
~ 5 140.50 | 16.13 | 260.25 1.852 .115
&g 145.90 | 16.58 | 271.T0 1.862 .113
- go 112.90 | 11.18 | 125.09 1.108 .099
- v 160.20 | 10.39 | 107.96 67L .055
| Vo 233.20 | 18.89 | 356.76 1.530 .081
- 2ge 213.40 | 17.65 | 311.L5 1.459 .083
gou 205.60 | 12.64 | 159.6% .T76 .061
- ovo 300.70 | 17.06 | 291.06 -968 .057
- agey 306.10 | 16.75 | 280.4k .916 .055
2gabe 4h6.60 | s5.71 | 32.63 .073 .013
(b) Varisbles
h BGo-u -.387
- 61-—39 -—.h3l‘4
ge-de -.470
. 819 -.479
) 2-9, -«T57
a8-00 -.T61
. B8G-J9 -.772
&8g-% -.810
- -V -.828
8ge-9, -.858
85909 ~-.940
2g-oUe -.943
8ge-0a -.953
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TABLE 6
Speaker PM: "I bag Aggie"
! 2 Relative | Variation
i d M ° o Variance | Coefficient
(a) Variables
W= 100.70 T.75| 60.01 .596 OTT
b T70.40 6.47 | L1.8L .59L .092
= 136.90} 10.58 | 111.89 817 077
g 51.10 6.02 | 36.29 .T10 .118
@ 159.40 | 11.94 |1k2.6L .895 .075
g 56.30| 10.09 {101.81 1.808 179
I 150.30 | 12.51 |156.L1 1.041 .083
GIb 171.10{ 10.06 {101.30 .592 .059
b= 207.30 | 11.71 |13T.22 .662 .057
B8G 188.00 | 12.12 |1kT.00 .782 .06k
g 210.50 | 11.6T7 |136.25 .6LT .055
BG 215.70 | 1k.66 | 215.01 .997 .068
gi 206.60 { 11.98 {1Lk3.L45 .69L .058
aIbs 308.00 | 1k.1L | 200.00 .6L9 .0Lk6
uIbeg 359.10 | 15.7hk {2L47.81 .690 .OLlk
wibzge 518.50{ 1k.53 | 211.25 kot .028
aIbBgEg 57TL.80 | 15.59 | 243.19 .b23 .027
wibBgRGi 725.10 8.61 | TL.06 .102 .012
beg 258.40 | 13.13 |172.50 .668 .051
begE L17.80| 1L.37 | 206.38 Lok .03k
beges Lth.10| 15.36 | 225.88 198 .032
baugeg | 62L.b0 | 11.23 [126.06 .202 .018
BB 347.50 ) 1L.98 | 224,31 .6L6 .0k3
2R Lo3.70 | 16.L0 | 268.88 .666 .0kl
agms i 554.00 | 12.17 |1L8.00 267 .022
g2g 266.80 | 13.89 {192.88 .723 .052
cagi L17.10 | 13.50 |182.25 37 .032
B85 366.00 | 1k.k9 }210.00 5T .0k0
____________________ - _— ————— - e
(b) Variables
g-&g i -.367| L17.10}| 13.50 |182.25 437 .032
WI-2, -.378 | 260.10} 11.52 {132.63 .510 .okl
wrbs-ge -.379
@g, -1 -.381 ) 338.30{ 13.70 {187.75 .555 .0b2
ajéa-gag -.381
arbe.zg ~.389 | 523.70| 15.93 |253.88 .185 .030
aTb®-2 -.bo3 | L6T.LO | 1L.3T |206.38 b2 .031
v-&geg i -.ko5
wIb-gag -.408 | L437.90}{ 13.L42 }180.19 Rk .C31
uTbeg-i -.b15] 509.Lk0} 15.52 [2k0.75 LT3 .030
@y -1 -.b16| 287.20| 12.58 [158.25 .551 .383
bage— | -.b19 | s68.10| 1k.56 |212.06 -373 .026
G1b-g -.k28 | 3856.80| 13.78 7189.9k ot .036
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TABLE 6 (continued)

r M g 52 Relative | Variation
Variance | Coefficient
(b) Variables
azbh g ~.430 |381.36 | 11.69 | 135.56 .358 .031
aga | ~.434 | 497.70 | 14.78 | 218.31 439 .030
a8gy- | -.b40 1366.00 |1k.49 |210.00 5Tk .oko
azba_ | -.b46 [458.30 |1k4.10 |198.81 .43k .031
ba_gi -.4h7 | 413.90 |12.46 |155.38 .375 .030
. gy 1 -.445 |206.60 |11.98 | 143.L5 .69k .058
- beg-gl -.467T |[465.00 [13.00 |169.00 .363 .028
@ ~agl -.472 |502.90 {13.31 |177.25 .352 .026
- aIb-as, -. 473 1330.50 {11.41 |130.25 .39k .035
w1b&g-a8g -. 476
- azbsg-a - 477
. By~g| -.482 |34%3.50 |11.54 133.25 .388 .034
8g,-gl ~.bok  [394.60 |12.12 | 14T7.00 .373 .031
- a-gagl ~-.513
wIba-gi ~.539 |514.60 |12.69 | 161.00 .313 .025
- aIbag-gi -.541 [565.70 |13.68 |187.13 -331 .024
. al-gagli -.549 |517.80 |11.29 |127.38 .2L6 .022
be-agi -.564 |573.30 |12.48 |155.88 272 .022
- aI-agi -.567 |L66.70 [11.95 |1k42.69 .306 .026
axbegs- i -.57T9 |668.80 |12.53 {157.06 .23 .01%
ag-agl ~-.595
) aIb-gagi ~-.596 |588.20 |11.03 | 121.63 .207 .01%
ar-agagl -.596
- aTb-3g | -.597 1{537.10 |11.72 | 137.25 .256 .022
ags-gl -.613
wI-bsgagi ~.64k
bege-g i ~.650
i | beg-=gl ~-.67k
. agag-| ~-.676
| bageg- | -.693
-- azb-agagl -.T16
azbe-agl ~-.783
azbegs-gi -.806
azbe-gagi -.807
aabsgeg-| -.835
wrbeg-2gi -.841
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TABLE T

Speaker LS: "I bag Aggie"

2 Relative |Variation
T M ° ° Variance jCoefficient
(a) variables
oz 145.1 12.67 | 160.50 | 1.106 .087
L 58.60 7.55 57.0L4 .973 .129
a 169.10 :15.80 | 249.7C | 1.47T .093
g 57.6¢ 9.17 84.09 | 1.ks52 .158
a { 197.20 | 12.50 | 156.16 .T792 .063
g £0.30 | 12.06 | 1hk5.41 | 1.811 .150
i 127.7C § 13.Sk ) iohk.21 | 1.521 .109
TL ; 202.7C | 11.74 | 13T.81 L6TT .058
Lz | 227.7 15.75 | 248.21 | 1.090 .069
&gy ' 227.00 | 15.10 | 228.00 | 1.C0k4 .067
g 255.10 | 12.47 | 155.50 .610 .0L9
26 277.50 | 15.60 | 243.25 87T .056
G i 208.00 | 11.36 | 122.00 .620 .055
wi b 372.80 | 16.35 | 267.31 JTLT .0kl
GIbeg 430.70 | 14.94 | 223.06 .518 .C35
w1 bmgw 627.90 | 15.11 | 228.44 .364 .024
WI b 708.20 | 17.19 | 295.38 Tt .024
WI by i 835.90 | 1L.73 | 216.9% .260 .018
Ly 285.60 | 1k.17 | 200.75 .7C32 .050
bege 482.80 | 16.53 | 273.38 .566 .034
begsg 563.10 | 16.82 | 288.06 .503 -030
bas e i 690.80 | 14.37 | 206.56 .299 .021
& 424.20 | 17.16 | 294.L44 .694 .Cko
ayEg 504.50 | 17.50 | 306.25 .60T .035
egegi 632.20 | 16.06 | 257.94 .4o8 .025
GBS 335.40 | 14.86 | 220.94 .659 .0kl
gey | 463.10 | 12.57 | 158.06 .341 .027
&1 405.20 | 12.81 | 1€6L.00 .40S .032
(b) Variables
O - L ~.354
wIb-xgag |-.362
ba:g g, -.36h
d.l--gl ".365
uLteg-a85, [-.367
b_agl —.370
S1-&2 -.370
512G, ~.372
] —OBg | ~.377
G1-2gi -.383
Wb -.385
wLlbw-geg |-.397

174




U gy \.\

N

kY

~r

» e

%

TABLE 7 (continued)

161

r M c 52 Relative |Variation
Variance | Coefficient
{b) Variables
Le-gag -.397
uIb-eg -.403
wIbeg-a ~-.Lok
wIbegs~c i -.L09
uWI-begsgi -.h12
WI-b -.017
ega-gi -.425
32-91 —.’427
Gzbe-g -.428
beg—agyi -.436
uT bag-&gi -.445
gE-gi -.Lk6
b—agegi -.LhT
ba~gi -.455 | 285.60 | 1b4.17 | 200.75 .703 .050
uwIb-agagi -.LTh
wibe-ga -.L77
WI-bege -.4k90
zgag- | -.497
be~gagi -.504
uIb-ags -.506
wIbz-gegi -.507
tegm-gi -.521
arbage—i -.569 |835.90 | 1k.73 {216.94 .260 .018
begeg-i -.5T7
gag-1i -.621
g2-i -.627
B8go-i -.629
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TABLE 8

Speaker PM: "I sass Agatha"

r M o ) Relative |Variation
| Variance |Coefficient
{a) Variabvles

@I 103.90 8.56 73.29 .705 .082
s 94 .20 5.95 35.36 .375 .063
@ 125.00 [10.00 | 100.00 .800 .080
s §2.10 5.39 39.09 .35k .066
@ 134.00 8.49 72.00 .537 .063
g 43.00 7.21 52.00 1.209 .168
=) 57.L40 8.1k 66.24 1.15k .1k2
o 82.10 9.60 92.09 1.122 J117
) 137.70 |1l1.23 | 126.21 917 .082
«ITs 198.10 8.99 80.89 .Lo8 .0Ls
B85S 207.10 [10.91 | 119.10 575 -053
&g 177.00 |10.34 | 107.00 .605 .058
go 100.k40 9.27 85.84 .855 .092
8J 139.50 9.81 96.25 .690 .070
va 219.80 |11.0L4 | 121.97 .555 -050
s@)] 219.20 [10.65 | 113.36 .517 .0k9
sw2 216.10 8.90 79.30 .367 .041
SBS 301.30 [12.2C | 148.9%4 Lok .0kl
@#govo 4L54.20 |12.59 | 158.k4L .3k9 .028
uzsBS L05.20 |13.27 | 176.00 43k .033
urEgeve 558.10 |12.09 | 1Lk6.06 .262 .022
SESBGEY© 755.50 9.06 82.13 .109 .012
WTSESBGBUD 859.k40 5.0b 25.38 .030 .006
Wise 323.10 }12.08 | 146.00 .L4s52 .037
QTSBS 405.20 {13.27 | 176.00 L3y .033
GISBSE 539.20 [10.32 | 106.L4k .197 .019
uisesag 582.2 11.70 | 137.00 | .235 .020
uTSESRge 639.60 |11.36 | 129.00 .202 .018
WISBSBGSUS 721.70 |12.00 | 1k4k.06 .200 .017
SBSB 435.30 [10.42 | 108.63 .250 .024
SBSBG 478.30 |11.7% | 137.81 .288 .025
s@sage 535.70 |11.83 | 140.06 .261 .022
sesEgoy 617.80 |1L4.1k | 199.88 .324 .023
SBSEGOUS 755.50 9.06 | 82.13 .109 .012
Py 341.10 9.61 92.L44 271 .028
@SB 384.10 | 10.0k | 100.81 .262 .026
BSBGO L41.50 |11.32 |128.25 .290 .026
a8sBgoy 523.60 |12.82 | 16L.25 .31k .024
BSBGOVD 661.30 8.16 | 66.63 .101 .012
s 259.10 |11.65 |135.81 .52k .045
sBgo 316.50 |12.1 148.25 .468 .038
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TABLE 8 (continued)
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177

- M o 52 Relative |Variation
Variance {Coefficient
(a) Veriables
smgobs | 536.30 | 11.88 | 141.06 .263 .022
&go 234 .40 | 12.31 | 151.64 64T .053
agev 316.50 | 13.65 | 186.25 .588 .043
go9a 320.20 9.95 99.00 .309 .031
556 | 277.20 | 10.16 | 103.19 .372 .037
(b) Variables

sa1-2gev -.356 | 535.70 | 14.00 | 196.06 .366 .026
WISE_Jo -.362 542.90 | 13.09 | 171.25 .315 .024
SBSEG-_UO -.363 | 698.10 | 12.87 | 165.69 .237 .018
Sp-5] -.365 |139.50 | T.95 | 63.25 453 .057
WI-SBSEG -.369
WI-s2gau -.375 502.50 | 13.05 { 1T70.25 .339 .026
WIsBS—ud -.380 625.00 | 13.66 | 186.50 .298 .022
&5-9U9 -.384 484.30 | 11.72 . 13T7.25 .283 .024
g_gde - e 38’4
WS-8 S -.387
aIsssag-e9 |—-388
uISBSBg-©, -.390
sBsB-9, -~.392 573.00 | 11.96 | 143.00 .250 .021
QI sS-BSBgD -.393
61—6 e 397
WTegous -.397 558.10 | 12.09 | 146.06 .262 .022
al-agev ~-.403 L4hi .50 13.28 176.25 .389 .030

| -gava -.4ok | 539.h0 | 11.26 | 126.75 .235 .021
S,-0.I +BGOYS ~-.408 640.20 | 11.04 | 121.94 .190 .017
Q.IS-S@QSBG -.)412 73’4.’40 11.57 133-88 .182 .016
u_s&saga - )416
arsese—o, ~.1419 676.9C | 11.64 | 135.50 .200 .017
5,-39® -.k21 | 359.30| 9.28 | 86.19 .2LC .026
SBS_0Ud ~.423 578.50 | 12.13 | 147.25 .255 .021
QT_SBSE -.423
WIS—0ue -.42k 475.30 | 10.33 | 106.63 .224 .022
21-gous -.437 | W45.20 | 10.59 | 112.06 .252 .024
wIs-assgoy | —-438
31 _sagae ~. !4)42
S ~. 443 359.40 | 11.91 | 141.75 .394 .033
2, <2ge -.4k6 | 603.90| 11.13 | 123.81 .205 .018
¥-95 = huT ';
SB-S8g - .’4’49 !
wr-sagove | —-454% | 640.20| 11.04 | 121.9%4 .190 .017 !
2,2, ~-.45) 259.00 9.75 95.00 .367 .038 :
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TABLE 8 (continued)

- " s 52 Relative |Variation
- Variance |Coefficient
(b) Variables
sE5-_goue -.458 |621.50 [11.69 | 136.75 .220 .019
wI-8sBGob -.460 |[627.50 |{11.68 |136.50 g .218 .019
®SBg- 9o -.461 |521.80 {11.09 | 123.00 i .236 .021
BSBG- &y -.469 |616.00 |11.85 |1ko.kk | .228 .019
$8]-SBGO -.LE9 §
9-ud -.473 ;
BS-2GOV -.LTh
BGO-UD ~-.480
SB]-8Go -.487 | L453.60 |11.71 | 137.19 .302 .026
WTsBsBg-9, -.488 |[719.90 [11.61 | 13L4.88 .187 .016
B)-SBGS -.493
258ge-9, -.b99 | 579.20 |11.29 | 127.L4k . 220 .019
se-8) -.%01 | 353.20 9.7k gL .81 .268 .016
®ged-o, -.502
B85-govs -.514 |} 527.30 |10.32 | 106.4k .202 .020
BS-BLS =.530
wIses~-ag -.532
&S-B, -.533
WIsesagob -.533
su-3, -.5kh1
SES-&o -.542
SBSBGO-05 -.552 | 673.40 |10.93 | 119.50 177 -016
WISB-5&8, -.553
SBGEOY-9, -.555
GwISB-SEGO -.562
WISB-SBLOU -.568
®&1~-58G -.579
wIss-2g -.581 | 500.10 | 10.38 | 107.69 .215 .021
GIsa-a, -.584 | 457.10 9.91 98.25 .215 .022
oIsesege-a, | -.587 | 777.30 | 10.27 | 105.50 .136 .013
WISES-Bgov -.603
&1 -BG -.60Lk | 302.00 9.06 | 82.00 272 .030
SESE-govo -.605
WLSBS2G ~.608 :
GISBS_998 -.609 | 682.40 | 10.72 | 115.00 .169 .016
QWISEBS-&, -.629
wIsss-gsvs . | -.639 | 725.40 | 10.31 | 106.31 L1477 .01k
I SB-GOUD -.652 | 661.30 8.16 .| £6.63 .101 .012
B81-B5o98 -.653 | 579.20 9.70 94.13 .163 017
2sBg-eve -.673"
s8.sBgabe ~.681
SEBSRGO-VE -.688
SES-Bgovy -.T33
B _sByeve -.T3L
®s5LgoO-VE -.T3k
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TABLE 8 (continued)

r M - g2 Relative | Variation
Variesnce | Coefficient

(b) Variables
@;-aI +2agede | -.736 | 683.10 8.25 | 68.06 .100 .012
QI -BSBYEYS -.759 | T165.20 5.81 33.81 .Oldt .008
SBSBged-o -.768 41.81
BEBYHO-0 - TT7
QI S~-BSBYOUS «.832
QI -SBSBJEve ~-.838
QzSB-BGeLo -.863 | 777.30 6.47 | L1.81 .054 .008
QI sRsH-gebe -.877
arsaseg—ve -.899 | 859.k0 5.04 | 25.38 .030 .006
QrsBSBG-890 -.903
QI S8 SBQE0 -0 -.908
arss-sagebe -.912
QT SBS5-8gS06 -.925




f\\

Relative Intelligibility of Five Dialects of English

Mary Virginia Wendell

166

180



Relative Intelligibility of Five Dialects of English

Mary Virginia Wendell

In the production of the various linguistiec Atlases of the English
language, numerous word lists and phonetic descriptions have been made
of the many regional and social dialects of English, with "dialect"
being defined as special varieties of usage and/or pronunciations
within the range of a given linguistic system. (Reed, 1967, p. 2)
Thus, a language may be considered to be a collection of related
dialects in a particular area, often encompassing a single nationality.
Carroll Reed (1967, p. 2) has said, "Languages are not mutually
intelligible; different dialects of the same language are ordinarily
mutually irtelligible (with some notable exceptions, such &s certsain
dialects of Chinese)." The purpose of this study is to determine how
intelligible certain dialects of English are to native speakers of one
particular dialect.

In a study by L. S. Harms (1961), listeners of three stetus groups
attempted to reconstruct spoken messages of speakers of the three
statuses. Listeners achieved highest comprehension scores when speaker
and listener status were the same. In the present study, this result
has been modified to include unintelligibility of regional dialects.
Five dialects of English were presented to listeners who were native
speakers of one of the dialects. Highest intelligibility scores were
expected when speaker and listener dialect coincided. Since no other
data in relative intelligibility of the five dialects involved in the
study are available, no prediction was made as to the most difficult
dialect to understand.

Dialects for the study were chosen on the basis of their differences

from the control dialect, which was that of Columbus, Ohio. At least
two of the speakers chosen demonstrated idiolectal differences, but the
speakers were selected because their speech patterns were very close

to those of the dialects they represented, and quite different from
those of the control dialect.

The dialects chosen for the study were: Columbus, Ohio, an example
of General American speech; Long Island, New York, Jewish community;
Portsmouth, Ohio, an example of what can be called Rural Southern Ohio
speech, & mixture of General American and Southern speech; one variety
of British stage speech; and Black American, (urban variety of this
dialect, rather than what is known as Southern Negro speech). No
attempt was made to investigate intelligibility of dialectal words and
sentence patterns. The test which was used examined only word
intelligibility, i.e. pronunciation differences.

Brief descriptions of the dislects follow. All are taken from
C. M. Wise's Applied Phonetics (1958). Only the more prominent
features are listed with particular attention to those characteristics
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which are applicable to the listening test items.
Genersal American Speech is characterized by the following pronuncia-

tions:

1. [9] is the most common low back vowel except in words like
water, sorrow, not and possible, where the vowel is [al.

2. [2] and (€] are in free veariation in werds like care and dear.

3. Stressed long vowels diphthongise; for example, [egl in ate
and stay; Coul in go, soul, and below. The diphthongs appear
as pure vowels in weakly stressed syllatles.

4. Central vowels are [Al, which is close to [8] except in
tenseness and duration, and [3], as in bird, turn, and murmur.

5. All unstressed vowels reduce to [3] or [¥] except [el and L[iJ
before another vowel. These two vowels reduce to [1]. [al
before C11, Iml, Crl, and [n] reduces to syllabic C|3J, Cm3,
Crl, and Cnl.

6. [rl is always pronounced and never intrusive except sometimes
in wash.

T. [1J is usually back except after high front vowels, and is
often romnded after rounded vowels.

8. ([tl is frequently lost when final.

The Southern-Generel American border region is characterized more
by stress and intonation patterns than by specific phonetic qualities,
but some characteristics are evident:

1. Retracted stress is common in words like cement and insurance.

2. Vords are frequently run together and forms like you'ns, you'zl,
and y'all are common for you (plural), you will and you =all,
respectively. .

3. [ed goes to [1] always before nasals except in been and since,
where the opposite happens.

4, [CI1, Cel, and (23 are raised before all front consonants.

Black Urban speech is characterized by voice quality as much as
any other factor, but a few outstanding phonetic tendencies are indicated:

1. Word final stops are nearly always lost.

2. [81 goes to [t] and [6] to [£d], particularly in pronouns and
demonstratives.
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3. Stressed vowels diphthongize, and the resulting diphthong
sounds very like the first element. %

4. Voiced consonants are often substituted for unvoiced ones;
the reverse situation occurs equally often.

ot

5. Consonant clusters are simplified usually by deletion of the
stop in syllable final [sk], Cspl, and [stl clusters.

The speech of New York City varies from borough to borough within
the city. OSome characteristics of the speaker from Long Island are
listed here: ;

1. (O8] appears whenever a low back rounded vowel is #3llowed
by [rl as in horse.

2. Unrounded back vowels followed by [r] are lengthened as in --
New England speech, and the [rl is deleted.

3. [@] is in free variation with [€al. i

4. 1In nasalizaticn, the nasal consonants are absorbed by the -4
preceding vowels.

5. [rgl occasionally alternates with [nl as in Long Island.

6. [131 is back and palatalized, often with no contact between
tongue and elveolar ridge.

The variety of British speech used in the study has been somewhat
Americanized, but still retains the "clipped" quality of British sveech,
and has a variety of low back vowels, most of which are not heard in
General American speech.

1. Unstressed vowels reduce to [I3J.

2. [2] usually occurs in words like carry and parry; L[€J occurs
in monosyllabics with [r1l.

3. [al is the so-called "broad a" in bath, half, aunt, etc.

4. [o] is somewhat higher than American [5], suggesting [oJ when
followed by [rl, [1], and Cw3l.

5. [2] occurs in words like bird, turn and murmur; final (r3
goes to [sl.

6. L[rl occurs intervocalically.

T. [X3 is clear and frontal.

The selection of the testing procedure presented the greatest
problem. A test was desired which perceived the different dielectal
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intonations, yet tested the intelligibility of specific words. The
large number of listeners necessitated a test which could be easily
scored. Tests in which the listeners write down their answers,
whether sentences, words, or nonsense syllables, involve a degree of
phonetic sophistication and judgment on the part of both participant
and scorer, particularly if tie experimenter is interested in what
errors ocgur.

Phonetically balanced word lists such as the Harvard PB Lists
and various CVC word lists were unsuitable because intomation pattierns
are lost when the speaker pronounces one word at a time. Fairbanks'
Rhyme Test and the Modified Rhyme Test, developed by House, et al., are
multiple choice tests where the alterrative responses differ from the
pronounced worC by one phoneme. These tests, while eliminating the
need for judgment in scoring, still present the problem of single word
utterances which are inadequate for testing dialect intelligibility.

A problem also arises because listeners only have a choice between four
or five expected responses.

The Cloye Procedure test used in Harms' study presents a form to
the listener on which a short narrative, heard previously, is printed
with blanks replacing certain words. The subject is instructed to fill
in the tlanks with the exact word used by the speaker. This kind of test
has listener comprehension as its main parameter, rather than auditory
intelligibility.

The test selected for the study was the Multiple Choice Intelligi-
bility Test, develcoped by Haugen, Black, et al. (1963). These tests
are constructed of twelve lists of twenty-four words each. There are
four forms, A, B, C, and D, and four alternate response forms, A-1l, B-1l,
C-1l, and D-1. Words are separated into groups of three words with a
carrier phrase, pronounced with no pause, as if it were an incomplete
sentence. The carrier phrase is the number of the test item, with
eight items per each of the twelve lists in one test. Thus, the first
item would look like:

Number 1 crook fair amble

The answer sheet includes four possible responses for each of the
three words and the listener is asked to consider each word and make
the correct response.

The methodology of the test, i.e. the fact that each item of
seven or eight syllables is read as a phrase, preserves the intonation
and assimilation tendencies of each dialect, yet provides an exact
measure of word intelligibility. ZEach word in a particular utterance
is scored separately; analyses of variance have shown little or not
difference among the three scores (Black, 1958). Because a multiple
choice format specifies pousible responses, the importance of linguistic
sophisticaticon among t.e listeners is reduced, and the study of
confusion characteristics between the fixed population of words is
made »nossible. The limitations whick result from fixed responses
are counterbalanced by the need for a test in which phonetic knowl edge
is not necessary.

The twelve lists of each test contain _ifferent words, but are
equivalent in difficulty. Equivalent but unlike lists are necessary
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to prevent a learning factcr from affecting the reliability of the
test as a measure of intelligibility. Ferms A and B are somewhat
less difficult in that they yield higher mean scores than Forms C
and D. Form A was chosen for this study because of the naivety of
high schcol age listeners which were employed.

Methodology

5ix speaxers recorded two lists of twenty-four words using an
Ampex Model 350 tape recorder at T 1/2 i.p.s. One list was taken from
Form 4 of Black's Multiple Choice Intelligitility Tests; the second
list was taken from the alternate response Form A-1l. The lists of
possible responses are identical for both forms; correct responses are
different for each form. The lists were recorded in order that no
sveaker would read a list and its alternate (Speaker 6 was added after
the recordings were Tinished, so that, in fact, he recorded two similar
lists).

SPEAKER DIALECT LIST NO. A LIST NO. A-1
1. C.E. Columbus, Ohio 1 2
2. M.G. New York-Jewish 2 3
3. B.N. Fural Ohio 3 4
4. G.D. British Y 5
5. J.H. Columbus, Ohio 5 i
6. C.D. Urban Black 6 6

The recordings were played on a Tandberg Moael tape recorder to
65 senior high school students from four church groups located in the
north side of Columbus, Ohio. The recordings were played in small
meeting rooms with normal "classroom quite," with no noise in the
signal. Listeners recorded their responses on standardized, printed
answer sheets (Appendix 2), which had been duplicated by Multilith
from the booklet "Multiple Choice Intelligibility Tests." Instructions
for the listeners were adapted from the same booklet. The answer
sheets were scored and checked by another scorer, and a frequency
count of all litenener responses was done. Per cent counts were used
to show how frequently each possible response was marked. Percentages
were calculated by means of a simple Fortran program for an IBM 360
computer. The table was based on 63 as 100%., which was the number of
usable listener responses for each list. Mean scores and standard
deviation were calculated by computer.

Data analysis was performed on the basis of variance of mean
intelligibility scores between dialects, using the Columbus speakers
as controls, and assuming the mean scores of the control dialect to be
100% intelligible. Actual deviations from 100% intelligibility were
assumed to be functions of the testing procedure. -

Results
The results of the experiment are shown in Lists 1 through 6.

The possible responses are shown on the left (N.A. indicates no answer
was given). The numbers are the percentages of listeners who indicated
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A - L .ll

each response. Correct responses are underlined. Since answer sheets
for both Forms A and A~1 are the same, two compilations are shwon on
each list. The speaker who read each list is shown by initials at the
* top. A percentage conversion chart is shown in Appendix 1 indicating
the percentage of 63 versus the number of listeners.
Mean scores for each dialect are shown below--the average number
- correct out of 48. Scores are shown in order of most intelligibie to
ieast intelligible to listeners from Columbus, Ohio.

catn \.“.%{

. Spesker J.H. - Columbus - 45,24
Speaker C.B. - Columbus - 43,72

- Speaker G.D. - British - L2.13
; Speaker C.D. - Black - - 39.83
B Speaker M.G. - New York - 39.03

Speaker B.N. - Rural Ohio - 35.86

Pages 1 end 2 of each listener's test form were separated for ease
in scoring so mean scores and standard deviations were calculated for
- each speaker's lists separately. In the table below two scores are
shown for each speaker; the upper score is from the list on Form A,
the lower from Form B.

-it

; SPEAKER LIST NUMBER MEAN S.D.
J.H. 5 21.79 2.06

) 1 23.LL 0.86
g C.B. 1 20.78 3.40
2 22.60 2.20

G.D. L 25.65 3.24

5 21.46 6.95

C.D. 6 20.38 - 1.93

6 19.44 1.82

M.G. 2 19.05 2.10

3. 19.97 1.82

B.N. 3 15.24 3.49

L 18.97 3.68

It was noted that scores for the alternate response form A-1
were slightly higher than those of form A. This was not predicted
in the preparation of the test materials, and both forms were combined
in the calculation of the overall mean scores.

Since no test of significance for percentages in groups of four
could be located, any deviation over 15% (10 listeners of 63) will
be considered in the analysis. Since some of the words on the test
are easily confused in standard testing situations, some of these
differences will not be explainable in terms of dialect differences,
but rathe> as perceptual confusions inherent in the words and their

alternate responses.

The first Columbus speaker, J.H., shows only a few instances
wiiere less than 85% of tre listeners responded correctly. In all but
three cases, the confusions are between stops, or between stops and
¢. _ between word, were; plot, clock, blot; kind, E_pe, time; gquit,
quick; world, whirl.
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Trial was mistaken for trail 15.87% of the time. The only
plausible explanation for confusion between [aI] and [eJ] would be
that the listeners were mistaken in orthography. The speaker
pronounced trial very clear.y and the experimenter can find no
phonetic basis for the confusion.

Relieve was mistaken for relief 19.05% of the time. [v]
end [f] in final position are commonly confused, and since relief is
the final word of the utterance, the drop in volume would augment this
tendency.

. Legion was mistaken for legend by 22.22% of the listeners. In
the test item, legend is followed by blunder, nearly obscuring the [d],
if, indeed, it was pronounced at all. Legion-legend shows a tense-lax
apposition which is confused in meny Ohio pronunciations as in /mez /
and /mez /.

The errors indicated for the other Columbus speaker, C.B., are
somewhat more complicated. Court was mistaken for quart nearly half
the time. C.B.'s Cw] in quart was unvoiced, and nearly imperceptible.
Instead of a clear [kwl cluster, she produced a slightly labialized
Lk¥]1, which was due to her own idiolect rather than any dialect
characteristic. It is probable that [kV¥] would be common in all dialects.

An interesting error was that concerning the ford flicker, which
was heard by only 58.73% of the listeners. 15.87% heard liguor, easily
explainable by the fact that flicker is preceded by group; [p] and [f]
are quite similar and [f] might easily be miscaken for the aspiration
of [p]. But 23.81% of the listeners heard gquicker. Even if it is
assumed that the [p] creates confusion in the following word, there is
no basis for explaining the perception of [k¥] where [fl] was produced.
In the alternate response form of this item, when the speaker pronounced
quicker, 100.00% responded correctly. It can only be assumed that
flicker 1s a word with high confusion tendencies, because of the low
intensity of the [fl] cluster.

T1.:3% of the listeners heard rage correctly. The remaining
listeners responded randomly among the other choices; four listeners did
not respond at all.

Anger was mistaken for anchor 23.81% cf the time; as in Speaker
J.H.'s lists, voicing is confused, a function of the test words rather
than dialect.

The last case of confusion in the utterances of tne Columbus
speakers is between confer and confirm. The word immediately following
is verse; those listeners who heard confirm must have overcompensated
for voicing, inserting e labial consonant between [r] and [v].

Other errors of these types occur in the responses to speakers cf
the other dialects. These kinds of errors will not be analyzed as they
are functions of the test, and not induced by dialect. However, it
should be noted that a greater number of test-induced errors occurred
in the cocther four dialects than in the Columbus dialect, thus suggesting
that overall intelligibility is affected by dialect, but not in
predictable dialect errors.

One of the most outstanding features of the New York dialects 1is
the distortion, or absence of [r] fcllowing a vowel. Many of the
confusions shown in the lists of the Hew York speaker, M.G. (Lists 2
and 3), occurred in words containing [r]."
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Only 66.67% of the listeners responded correctly to horror.
3.17% heard fether and borrow, respectively, and 26.98% heard power.
The production of horror showed a short [DJ instead of [o] and the
(3] which nearly always replaces [r] sounded very like a [wl; the semi-
vowel was made necessary for the transition to the next syllable,
which was CA)., In syllables ending with a vowel followed by a word
or syllable beginning with a vowel, as horror is pronounced in New
York, Cr] is often intrusive. However, dissimilating influences prevent
the introduction of [r] in this position.l Cwl is quite a common
replacement for [rl] in child language; thus it is predictable that
listeners who are unfamiliar with a New York [r] would hear [w3].

Speaker M.G.'s [rJ-sounds tend to resemble [w] in all positions.
This peculiarity is not to be considered a functionally defective [r1J,
since it is heard throughout this dialect area. It seems evident that
the [r] distortion creates confusion with other liquids, such as [13]
and [w], as occurred when the speaker pronounced grow. 7.94% heard
glow, and 9.52% heard go with no liquid at all.

When drift was pronounced, only 12.70% of the listeners responded
correctly. U49.21% heard drip, which can be explained in a manner similar
to the arguments presented for Speakers C.B. and J.H., but 38.10% heard
thrift. A Cw3l-like [r] would have a longer voicing feature than a
clear [r] and a [d] with a weak onset might easily be mistaken for a
(6]. It is also common in this dialect for initial dental stops to be
slightly affricated.

The responses generated bypproduction of gull are nearly random, but
explainable by the New York substitution of [al for CAJ in stressed
positions. Thus, Tk.60% of the listeners heard the back vowel,
responding with gall, gold, or goal.

Analysis of Speaker B.N.'s productions (Lists 3 and 4) were made
difficult by the high percentage of listeners who did not indicate any
responses.

In many cases nearly all listeners who responded did so correctly.
but percentage scores in these cases sre only between 60% and 80%; as
a result, it is impossible to guess what the listeners thought they
heard; they could not decide themselves. Therefeore, only those items
with a significant number of wrong answers indicated will be looked at.

Most of the errors in Speaker B.N.'s dialect are consonant
cuafusions of menner; a few are errors in place of articulation.
Speaker B.N. also exhibits diphthongization of vowels, common in the
Southiern speech zrea. This tendency has diffused throushcut the
Kentucky, West Virginia, and Southern Ohic area, creating what might
be mistaken for a "Southern drawl." It is probable that this is the
cause of amny of the nc answer responses.

Two confusions ere due to the backness of the [1], which occurs
in both the Columbus and the Southern Ohio dialects. 28.57% of the
listeners heard virtuasl when virtue was pronounced. In both dialects.
the two words sound nearly alike; unstressed sy>labic [1l] often suggests
Lul or (o], and the two words are easily confused. In the second
case, 11.11% heard meadow when mettle was pronounced. Mediel [dJ and
Ct] are usually flapped, and the syllabic [1l] immediately following the
flap is articulated so far in t..e back of the mouth as to suggest Col.
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Of the mistekes in manner of articulation, the most consistent
is spear (34.92%) for sphere. Sphere is one of only a few English
words with an [st'] cluster and would probably be confused in any
dialect.

22.22% of the listeners mistook kernel for curdle, a nasal for
its homorganic stop. UuL.LL% heard burst for birch; an [st] cluster
for a prepalatal effricate, EtJJ. The word immediately following is
praise which could suggest a final stop rather than a fricative
release.

When shave was pronounced, nearly 27% heard shade, a dissimilation
from [f] in effect, the word following. Other confusions of this
type occur as do mistakes in place of articulation; many more than
occurred in the other tests. It is interesting that most of the
listeners laughed when they heard the first few utterances of this
speaker—--perhaps an indication that they thought this dialect was
very different from their own.

One example illustrates the similarity between the vowels [el and
£31] in the two Ohio dialects. When ten was pronounced (after chain),
only 1L4.29% responded dorrectly. The remaining answers were nearly
random between pen, pin , tent, and N.A. Here the stop confusion is
not dialect related, but in the alternate response list, pronounced
by Speaker M.G., nearly one-third of the listeners mistook pen for
pin; since thess two vowels merge ia the Ohio dialects, the listeners
would only differentiate them with careful listening, if at all.

Final [t] in & cluster is lost in Southern dialects. This is
illustrated by this speaker where only 65.08% of the listerners heard
plant.

The British dlalect, spoken by Speaker G.D. (Lists 4 and 5),
also shows a number of items with high percentages of N.A. responses,
although this tendency was not consistent throughout the test. It was
noticed that most listeners tended to have either a great deal of
trouble, or little at all with this dialect. Relatively few scores
are near the average, but at either end of the scale.

Intervocalic [rl is flapped in this dialect as are CtJ and [dJ
in American dialects, so when storage was pronounced, it surgested a
medial [tJ; 7. b67 of the listeners heard shortage.

The conscnants of this speaker which involve oral nressure at
some level seem to be characterized by their Zirmness, e.g. the onset
i3 somewhat stronger than normal, thus some confusions in voilcing
result, as between folly and volley, smashing and matching. Other
consonant confusions were mainly of manner (reverse for revert) but
few of the errors show percentages over 15%. The items where the
correct responses were marked less than 85% of the time were usually
the items with high percentages of no answer. The extremely clinped
quality of this dialect produces only a few test induced assimilation
errors. 3ince most of the errors were not consistent, little else can
be said about dialectal influences on the test responses.

Most of the errors indicated in Speaker C.D.'s Black dialect
(List €) are confusions of final consonants and clusters, although
there are a few vowel-diphthong mistakes. In both lists for this
speaker, prod and proud was confused, although proud was taken for
proéd more often than the reverse situation. The spesker diphthongizes
all stressed vowels, and the resulting diphthong is typically similar
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to the sound of its first element. Thus words like prod and proud are

nearly undistinguishable in this dialect. The tendency is a residual

quality of Southern Negro speech which is frequently heard even in

the Northern urban areas of the country.

Some consonant confusions occur which are not dialect derived,
mostly initial stop confusions and voiced stop-spirant confusions, but
wherever the final conconant is the crucial element, mistakes occurred.
Black speakers tend to dron or obscure final consonants in general,
also a residue of Southern Negro speech; thus errors occurred for:
new, noon, nude; law, log; term, turn; flat, flak; print, prince;
wake, wait, wade; blast, black; jump, Jjunk.

" Tint and tense were confused, but besides the problem of final
consonants, there is the merging of [J] and [&] which occurs also in
the Ohio dialects.

- In urban dialects in general, [P] often goes to [t]. Indications
of this occurred in the test when 20.63% of the listeners heard fateful

- when faithful was pronounced. Confusion also occurred between suit

and shoot, but this is .ot believed to have peen caused by the dialect

! of the speaker, but rather by his tendency to distort [sl] to a slight

- degree.

::.‘_,.." pesaacan, ’ . .

v
¢

; : Conclusion
The mést intelligible speakers to listeners of the dialect of
Columbus, Ohio, are speakers of the Columbus dialect. Relative
- intelligibility varies with dialect; dialects arranged in order of most
to least intelligible are: Columbus, British, Black., lew York, and

]

Rural Ohio. :
Unfortunately, only a few specific instances of dialect features

are extractable from the mass of results for each list. Direct
comparisons between lists are only possible for a list and its alternate
response list. Some deviations occur in one list which do not occur

in its alternate, suggesting differences between speaker-dia_zct
intelligibility, but comparing successive lists 1s difficult because

the test words are dil erent.

A serious problem arose in evaluating the data--that of the test-
induced assimilation errors. Although the number of these errors
varies from dialect to dialect, they tend to obscure the general
results. It is ironic that the reason for which the test was chosen,
the phraselike structure of the test items, was the reason that the
data were so difficult to interpret. Scoring the tests is quite
simpile, but the vprocess of extracting frequencies of all responses is
very time-consuming, since it must be done by hand.

Therefore, in the opinion of the experimenter, the usefulness of
the test as a measure of dialect intelligibility 1is somewhat over-
shadowed by the assimilation errors caused by the testing procedure.
Althougn the results did yield predicted variations, some amount of
Jjudegment was necessary to determine which errors were test-induced and
irrelevant to the purposz of the study. However, it 1s believed that
the multiple-choize format is the most desirable for studies of this
kind. The great number of N.A. responses indicetes that a greater
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number of blank spaces would occur in a write-down test for naive
listeners because they simply would not know what to write down.

Footnote

1Horror is seldom pronounced correctly by speakers of any
dialect. What is usually heard is /hor-/.
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LIST #1 179
RESPONSE C.B. J.He RESPONSE CeBe “JHo.
|
o FORM 00.00 0.00 GROUP 98,41 .00
: WARM 0.00 160,00 TROOP 0.00 0.00
SWARM 100,00 0.00 COUPE 0.00 0.00
- STORM ~ 0.00 0.00 FRUIT 1.59 100 .00
! Nehe 0.00 0.00 N.A. 0.00 0.00
C..M4PU3 L, 76 98.41 QUICKER 23.81 100.00
CANVAS 35,24 1.59 FLICKER 58.73 0.00
- PAMPHLET 0.00 0.00 SLICKER 1.59 0.00
PANTHER 0.00 0.00 LIQUOR 15.87 0.00
i Nedso 0.00 0.00 N4, 0.00 0.00
CCURT 42,86 4,76 BEEF 80.9 0.00
- FORT 0.00 0.00 BEAST E.?é 0.00
FORT 7.5k 95424 BEAT 12,70 0.00
-  UART 45,21 0.00 BEAM 0.00 100,00
i Nefie 0.00 000 Nei 1.59 0.00
~LRFORCE 1.59 0.u0 REASCN 1.59 0.00
~IRPORT B 441 0.00 REGION 7.94 1.59
4IRCORFS 0.00 98441 LEGION 84,1 22,22
- AIRBORNE 0.00 1,59 LEGEND E.?é 76,19
) Tehe 0.00 0.00 N.A. 1.59 0.00
- SFARK 0,00 0.00 WONDER 87.30 0.00
FrRX 3.17 0.00 BLUNDER 3.17 ~00.00
DaRK 3.17 98441 THUXDER 6.35 0.00
34RK 92 406 159 SPONSOR 0.00 0.00
Nedo 1.59 0.00 N.A. 3.17 0.00
TASSEL 98.41 1.59 CORN 1.59 0.00
TaCXLE 1.59 0,00 TORY 0.09 100,00
CATTLE 0.00 0.00 HORN 6.8 ~ 0,00
PASTEL 0.00 98,41 BORN 0.00 0.00
NeAs 0400 0,00 NeA. 1.59 0.00
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RESPONSE C.B. J.He RESPONSE CeBe J.H.

STRETCH 1.59 0.00 RAID 6.35 22.65
THREAT 30,48 1.59 RATE 635 ¢35
DREAD 3.17 S8.41 RANGE 2.52 0.00
BREAD 0,00 0.00 RAGE 1.4 0.00
NeAo 4,76 0.00 Noho o35 0,00
HEAR 0.00 0.00 FITTING 0.00 100,00
STEER 1.59 0.00 PRETTY 0.00 0,00
NEAR 0,00 100,00 CITY 96.83 C.00
DEER B4l 0,00 SITTING 0.00 0.00
N.A. 0.00 - 0.00 N.A. 317 0.00
GUARD 1.59 0.00 owL 1.59 0.00
HEARTE! 1.59 36.83 CALL 0.00 0.00
GARDEN 96.83 1.59 HALL 794 28.41
BARGAIN 0.00 0.00 ALL 85.71 1.59
NeA. 0.00 1.59 NoA. g.?é 0.00
CURTALN 85.71 1.59 UNCLE 6.35 0.00
PERTAIN 0,00 0.00 BUCKLE 1.59 1.59
PERSON 1,59 0.00 NUCKLE 20,48 98 41
CENTiIN 11.11 98.41 STUCCO 0.00 0,00
NeAe 1.59 0,00 Nois 1.5% 0.00
EXPORT 87.30 0.00 DREAD 7,00 0.00
EXTORT 0.00 98.41 DRESS 35,83 1.53
SXPERT 6.35 0.00 REST 3.17 g8 41
ESCOKT 1.5% 0,00 RED 0,00 0.00
NoA. 44,76 1.59 N.4. 0.00 .00
FILE 0.00 2B, 41 SCREECH 64.13 0.00
PANEL 0.00 0.00 PREACH 3e17 0.00
FUNNEL 1.59 0.00 RLACH 3,17 0.00
FINAL 95,24 1.59 STREET 7,94 100,00
Neds 317 0.00 N.A. 1.59 0.00
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RESPONSE

SKID
SKIN
HID
3IT
N.A.

MOVE
MOOD
FOOD
SMOOTH
Ne.A.

SWIM
TwWIN
SWIF
TWIST
PJ‘A [ ]

PROCLA LM
DOsAIN

COCAINE
PROF4NE

Neds

SPIN
PIN
THIN
FIN
NeAo

REPEAT
RECE.LVE
RECELL
REPRIZVE
N.A.

LIST #2

RESPONSE

HEART
BARGE-
LARD
HARD
N.A.

FASTEN
PASSION
FASHION
PASSING
N.A.

ANGLE
AMBER
ANGER
ANCHOR
N.A.

YOKE
JOKE
CECKE
DCPE
N.A.

CRAT
CHAP
SHACK
SHAFT
N.A.

HEADING
SITTING
KNITTING
FITTING
N.A.

M.G.

76.19
0.00
0.00

25.40
1.59

85,71
3.17
704
1.59
3.17

1.59
1.59
93.65
3617
1.59

1.59
38,41
1.59
0.00
0.00

o17
6¢35
28,57

€3.49
0.00

w0

0.00

100.00

0,00
0.00
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RESPONSE MeGo C.B. RESPONSE MoG. CeBe
COURT 4e76 7.94 PIPE 74,60 3.17
CORD 0,00 92.06 PIKE 25,40 0.00
HORSE 6,00 0.00 TYPE 0.00 95,24
COURSE 95,24 0,00 TIGHT 0.00 1.59
N.A. 0.00 0.00 N.A. 0.00 0.00
BALANCE 72 .06 1.59 BEAST 22,06 0,00
BALLOT 4.76 96.83 BEAT 3.17 98,41
GALLONS 0.00 0.00 MEAT 0.00 1.53
VALID 4,76 G.00 LEAST L.,76 0.00
N.Ae 0.00 1.59 Nede 0.00 0.00
DRANK 11.11 1.59 DRAY 0.00 0.00
RANK 88.89 0.00 GREY 1.59 1.59
RANCH 0.00 0.00 SPRAY 96.83 0.00
DRAG 0,00 96.83 PRAY 1.52 28 41
Neio 0.00 1.59 Nede 0.0 0.00
BANK NG 0.00 0,00 THRIFT 38.10 1.5%
FLANK ING 3.17 38.41 DRYP 49,21 0.CO
LANKY 36.83 0.00 DRIFT 12.70 C.CC
BLANKET 0.00 0.00 GRIP C.0D 33,41
N.de 0.00 1.59 N.d. 0.00 C.CO
BORROW 3.17 23.65 CONFIAM 12,05 12.05
HORROR 66467 1.59 CONFER 1e57 80495
FATHLER 3.17 0,00 CONSERVE 20,63 0.00
POWE:: 26,98 3,17 CONCERN 57414 G .00
Nedoe 0.00 1.59 Nohe 1.59 0.00
UNFOLD 88,89 3.17 VERSE 7.94 22,06
UNTOLD 8.35 3.17 FIRST 87.30 L.78
CONTL.CLLED 0,00 0,00 BURST £.73 3.17
UPHOLD b,76 92.0 HURT 0.00 0,00
Noho 0.00 3.17 Nod. 0,00 0.00
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l LIST #3 183

RASFON5L 3N, MeGe RESFONSE 3ol Hede
. DEED 0.00 1.59 DL#ER 6.35 0.CC
kg WNLED 3e17 0.00 DINNER 84,13 0.00
SEED %435 35,24 THINNER 1.59 38.41
- FEED €7.84 0.00 TINNER 0.00 1.5
Heire 20.63 3.17 Nedo 7.4 1.53
) PROTRUDE 1.59 3.17 ENVY 52438 0.00
ZONCLULE 73.02 3.17 SMFTY 1.59 0.C0
§ CONSTRULD 1. 52 92,06 ENTRY 20,63 100,00
INCLUDE L.7% 0.00 ENDING 0.00 0.00
o NeAe 17.C5 le59 Nedo 23,81 0.00
TRALI {8.25 1.59 RUMOR 67,84 12.70
.. CRANL 9.52 1.52 K0AMER 12.70 85.71
STRAL: 1.57 794 RUBBER 0.00 0.00
- TER:L. L0 317 87.30 ROVER 1.59 1.59
) Hede 17.4¢ 1.53 Neho 15.87 0.00
TIRTUAL 23457 26.83 SPHERE 55456 0.00
CURFI 3617 0.00 FEAR 3.17 1.59
VIRTUS £1. 30 3617 SFEAR 34,92 0.00
) VIRGIN 0.00 0.00 BEER 0.00 26,83
Nede 7.0l 0.00 Nods 6.35 1.59
HIDE 3.17 0.00 GULL 7l 25,40
FIVE 2.00 0.00 GALL 6.35 12,70
HIRE 30.35 0.00 GOLD €3.42 32462
FIRE 1.5° 100,090 GOAL 15.87 30.16
Neiie 12.70 0.0C Hene 5.35 0,00
PalK Je17 0.C0 Pilnl, 4,76 .00
F..IC 85.71 0.00 MEDILE 7.78 1.59
CATCI IS 3.17 £iEADOW 11,11 0.00
CaT G.00 36.83 SuTILE 0.00 28,41
Neso £e35 0.00 Hone 6¢35 .00
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RESPONSE’ BQNQ MoGo RDSFONSE BCNQ ;. oG’o

FaULT 74460 7.94 GLOW Ge35 ey
VAULT 12,70 85.71 GO 20,48 9452
DCG 0.00 0.00 GROW 0.00 82454
FOG 000 1.59 GOAT 0.00 0,00
Nedo 12.70 L,76 Nene 3.17 0.00
3WRGT Iy July 74,60 LATE 3.17 100,0C
HURT 3.52 317 LaDEN 1e57? 0,00
FIRST £e35 12,70 TAZY 0.00 0,00
ERRIOLR! 23.81 4,76 LaDY 22,06 0,00
Hedoe 15.87 1.59 Nedo 3.17 0.00
IRADL 2017 4,72 BREAK 80.9E 6;.67
TRAC. 035 75e2 RaKE 7 o« 34 14423
FRAIG: 21.42 0.00 GREAT 3.17 15,87
I‘IGA. 1“’.29 0.00 No& 4.76 0.00
TaCl 0.00 98.41 CHAIN 50,97 49,21
SLACE 20,48 0.00 STAIN 1.59 1e5
FLAK 1.52 0.00 SHAME 1,55 39.68
Noede L,76 0.00 NeAo 12,70 0,00
LT, 22,22 0,00 PEN 26,98 30,16
CURD .L 61,0 6435 PIN 17.46 6E 67
TURT .Ix 11.11 1.59 TENT 25,40 1¢59
JURDL? 0.00 92,06 TEN 14,23 1.59
N.;-‘;. 4,76 0.00 Iquo 15.8? 0.00
GRaF T 0.02 3,17 HARD 12,70 0.00
DRAFT Ee35 68,25 FaRT 17,46 0,00
DRaB E3e 472 28,57 HARSH 3017 28 41
GRAB 22.93 0.00 HEART 53497 0.00
Heis 3,17 0,00 Neseo 12,70 0.00

138

|-a.~=!l”4‘ . 1)’.‘

' ;«u’



g LIST #4
e RI:SPONSE GeD. BeNe RESPONSE
- STARDOM 3.17 0.00 EIGHT
, PARDON 84,13 1.59 ACHE
GARDEN 0.00 28.41 HATE
- AUTUMN 1.59 0.0C BAKE
Nodo! 11.11 0.00 Neds
CALL 1.59 0.00 REVOLVE
BALL 6.35 6.8 INVOLVE
HAT.L 79.37 0.00 RESOLVE
SHMALT. 1.59 0.00 DISSOLVE
- - NeAe 12,70 3.17 Neds
3UBR L 7.9 0.00 NEEDLE
) STUBHLE 1.59 93.65 FETAL
TROUILE 4,76 1.59 EAGLE
DOUB L 76.19 3.17 3EETLE
NJA. 9.52 1.59 N.A.
) TOP 88.89 3.17 ABLE
} HOP 0.00 0.00 STABLE
POP 7 o4 9.52 FABLE
PROP 1.59 87.30 TABLE
Nesieo 1.59 0.00 Nedo
) TOOL 1.59 88.89 RECLINE
CRUEL 32,06 8.35 REFINE
DROOL 1.59 1.59 RECLAIM
CcooL 1.52 0,00 REPLY
- Nedo 3.17 3.17 Nedo
STORn 3k 76.19 6.35 FOLLY
FORR.IDGE 0.00 Bz.zo VOLLEY
SHOR! uGi 17.46 .7 POLISH
STORY 3.17 0,00 TROLLEY
Noke 3417 1.59 Ne.d.
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RESFONSE GeDo BeNe AESPONSE GeDo 3eXe

GAVE 0.00 0,00 CLAD 3.17 3.17
SHADE 32,06 26.98 CLAN 3.52 6.35
FADE 3.17 0.00 PLAN 29.}2 12.7C
SHAVE 1.59 68.22 PLANT 1.59 5,08
Neho 1.5% ‘o7 N.A. L,7€ 12,70
EFFECT 9452 7778 LIFT 88.89 31475
EXPECT ¢.00 QGO RIFT 3.17 14,29
INSPECT 3.17 1.59 DRIFT 3.17 12.70
INFECT 84.12 9¢52 LIST 1.59 22.81
Neros 3.17 11,11 NeAo 3.17 17,

HARD 1.53 84,1 BEHEAVE e 59 0.00
CARD 92,06 17.7% WITHYOLD 6435 9452
CORD 1.59 1.59 REVOLT 0.00 73.02
HARSH 0.00 1.59 BEHOLD 88.89 3617
Ned, L,76 794 N.A. 3417 144,23
STRAIGE 13,05 0.00 QUARRY 0.00 J652
BRING 11,11 0,00 GLORY 22.06 33.33
RAIN 3.17 88.82 GOoRY 3.17 22.97
BRAIK 58.2} 1.59 SORRY 0.00 0.00
NeAo 9,52 9.52 N.A, 0.00 L 4,76
wWAD 1.59 ZEQZB SUCH 1.59 ZQ.OZ
SQUAL 77 4,76 NUT 36.83 1.59
SQUAST 9,52 1.59 BUTT 0.00 6¢35
NeAos 79U 11.11 Nedo 0.00 11.11
PLANT 317 0.00 FORCE 100,00 79U
CLAMP L,76 L,76 FOURTH 0,00 €435
CRAAI 5¢87 85.71 COURSE 0.00 3617
TRAM] 69,84 0.00 HORSE 0,00 26.19
Nvo 6035 9052 Nvo 0.00 035
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i
y

RESFONSE

cacy

CRODK
WK
3N0K

‘J.A .

FalR
3aillk
CAtL
Falit
ilefhe

ne T U‘ .
AP L
AaX 3L
APFLY
Nede

ZRINI
3:IDCy
3RISK
RICY

NeA,

SKL
TN
T L4
DL
H.h.

:tCTIC‘:}
AaTC TLHG
MAGIC
SHASITTIG
Nere

G.D.

1.5
0.00
2841

aNe!
*
O O
(o N e)

BHC\r—-’
[ ] [ ] [ ] [ ]
AN VY]

o
[ ]

(&
o

O
OfO\N =~ O
[ ] [ ] [ ] [ ] [ ]
oldn\n O
O D O O

IST #5

201

RESPONSE

TOOK
SHOOK
SHOCK
COCK

}.\I.do

OPLl
080w
OPAL
OVal

N.A.

TRIAL
FILE

Frall
TRAIL

Z’J.A.

FLANME
BLarE
CLaly
FLaANE
NeAe

WO
WORK
wORD
Wn
I\I eth o

RELLBEVE
RECEIVE
ReLIEF

RELEASE

J'.q.n L
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AESPONSE

CLocK
3LOCK
PLCT
8LOT
Nereo

{IND
PINE
rINE
TIiE
Neto

LEAPL G
SLEEIING
CREET LG
HEAP DTG

I [ ¥ )

ErGdry
ACHIHG
DalNTY
BA3Y
N.A.

PROOT
HOCP

GROU}
SWOOor

Nef o

wHIF
QUIT
UICK
TwIST

N.A.

202

JESPONSE

WORLD
WHIRL
NOOL
WCOULD
N.A.

HAPFY
HANDY
CAYDY
ENVY
N.A.

DODGE
DARK
DOT
DOCK

Nesro

CONSCRIPT
CON#LICT
ASSIST
UNFIT
Nedo

REFER
REHEARSE
REVLASE
REVERT
N.A.

BUDGET
BUCKET
BUNION
BUDGE

N.AO

188
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{ LIST #6 189
REHEARSE Cc.D. C.D. REHEARSE c.D. C.D.
SGUIRM 0,00 0.00 NEGLECT 0.00 0.C0
5 IR 0.00 0.00 DEFLECT 2%.24 0.20
TERE 88.89 38.10 REFLECT o7 28.41
TURN 11.11 61.90 REFLEX 1.5 1.57
Nebo 0.00 0.00 Neie 0.00 0.00
HaTk 26.83 1.57 LOST 0.00 0.00
HASTE 0.00 0.00 LONG 1.59 0.00
=IGHT 3.17 0.00 LOG 28,57 57« 14
TAXE 0.00 98.41 LAw £0.32 42,8
Nesie 0.00 0.00 Noa. 3.52 0.00
COMiy 2841 12.70 R033ER 0.00 38,41
SU3MIT 0.00 0.00 JOBBER 33.65 1.52
PERMIT 0.00 1.59 HARB0R 3,17 0.00
COMITNCE 1.59 85.71 SHOPPER 3.17 0.00
Veho 0.00 0.00 N.A. 0.00 0.00
CIOUD 0.00 0.00 HikID 0.00 25,24
CROWD 7.4 3.1 BEIL 3.17 1.59
i FROUD 30.35 39.68 FELL 9.52 3.17
) PROD 11,17 57.14 TELL 85.71 0.00
Nea. 0.00 0.00 Nod, 1.59 0.00
WAIST 8 3.17 INVITE 88.89 3,17
NAKE 0.00 50,73 INSIGHT 8. 35 0.00
WADE 3.17 25.50 INSIDE 0.00 6.35
walT 0.00 19.05 ADVICE 1.52 87.30
Nedo 0.00 1.59 Ned. ) 3.17 3.17
FLELING 0.00 €.35 BLAST 9.00 68,25
MERTIIG 7 o L.76 FLaT 73.02 35
FEADING 0.00 87.30 FLaX 23.81 €.35
HMEANL G 32.06 1.59 3LaCK 1.53 15.87
Hehe 0.00 0.00 N.i. 1.5y 3.17
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RESPONSE CeDe CoDe RESPONSE Cole CoDe
PLAYFUL 0.00 100.00 EGG 3.17 100.00
FaITI7UL . 0.00 EDGE 95,24 0.3G0
SaTEFUL 20.63 0.00 HEDGE 1.5% 0.00
BaSEBALL 0.00 0.00 HEAD 0.00 0.00
Neho 0.00 0.00 N.A. 0.00 0.00
SUIT 77.78 0.00 FINDING 0.00 0.00
SHOOT 22,28 0.00 RINDING 100.00 35,20
300T 0.00 1.59 BLINDING 0.00 L, 76
ULT 0.00 98 41 LANDING 0.00 0.00
NoA. 0.00 0.00 NeAo 0.00 0.00
DEPEND 0.00 1.5 TINT 0.00 84.13
- DETAIN 15.87 76.83 PRINT 28.5 1.59
3rCaML 82,84 0.00 PRINCE 67.84 0.00
ReTalls 1.59 1.53 TENSE 1.59 14,29
Nod. 0.00 0.00 N.A. 0.00 ¢.00
PLURA™ 0.00 0.00 DESK 25,24 3.17
NEUTRAL 0.00 0.00 DECK 0.0C 75,25
RURAL 80.95 L,76 DEATH 3.17 0.00
RULER 13.05 95¢24 DEST 0.00 1.59
Neas 0.00 0.00 Nod. 1.59 0.00
NOUN 4,76 0.00 BOTH 1.52 0.00
NEd 6.51 61.90 30aT 34,92 100,02
NUDE 15.51 38.10 VOTE 63,0473 0.00
NOOXN L2 .86 0.00 ZUOTE 0.50 0.00
Nesio 0.00 0.00 N.A, 0.00 0.00
Biwu Vi 1.5 0.00 YAWN 0.00 .00
STAVE 6e35 92.46 JUMF 0.00 82.54
BaTIL 1e59 1.59 JUNK ¢.00 17 .47
S4Vis 20,48 6.35 YCUNG 100.00 0.00
N.A. 0.00 0.00 Nede T 0.00 0.00




s APPENDIX 1 191

BASED ON 63 LISTENERS

NUMBER WRONG PERCENTAGE NUMBER WRONG PERCENTAGE

) 2 3.17 3+ 5397
3 L,76 35 55,56
L4 6.35 36 57.14
5 7o Ok 37 58473
- 6 9.52 38 6032
) 7 11.11 39 61.90
8 12.70 Lo 6349
. 9 14.29 41 65,08
10 15.87 42 66 .67
11 17.46 43 68.25
12 19.05 % 62.84
13 20.63 45 7143
i 14 22.22 45 73.02
15 23.51 u7 ‘ 74,60
16 25°% 48 76019
17 26.38 43 77,78
- 18 28,57 50 79437
13 30.16 51 80495
20 31.75 52 82 54
31 33.33 53 84,13
22 34.92 54 85.71
23 36.51 55 87.30
24 38.10 56 88.89
z5 39.68 57 90 .48
26 41,27 58 92.06
27 42,86 59 93.65
2 Lyl 60 95.24
22 146,03 61 96,83
30 7,62 62 98 .41
31 49,21 63 100,00
32 5079

ERIC
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Intensity and Dureation Analysis of Hungarian Secondary Stress

Richard Gregorski, Ohio State University
Andrew Kerek, Miami (Ohio) University

It is generally agreed that in Hungarian, primary stress always
falls on the first syllable of a word. Foénagy (1966) found no
consistent acoustic ccrrelate to this stress, but did find a correspondence
between the activity of the internal intercostsl muscles and stress.
However, Magdics' study (1969) seems to indicate that stressed vowels
are generally more intense, longer, and higher in pitch than their un-
stressa2d counterparts.

The status of secondary stress--both its placement and rhythmic
function--has been much disputed (R&kos, 1966). There are two main
proposals regarding the placement of secondary stress: position and
syllable-length theories.l Kerek (in press) attempts to resolve the
issue by offering an alternative which accounts for secondary stress
placement in terms of context, that is, "on the basis of the speaker's
(subconscious) anticipation of the stress conditions in the immediately
following context." Closely connected with this theory are certain
constraints related to syllable length and unstressed sylleble sequences.
Despite the general interest in Hungarian secondary stress, there
exists, to our knowledge, no experimental research into either its
acoustic or physiological basis. It was the purpose of this study to
determine to what degree intensity and duration function as acoustic
correlates of this secondary stress.

It was assumed that the appearance of secondary stress on a vowel
in terms of intensity and duration would manifest _tself as an increase
of these parameters over the vowel's unstressed counterpart, and not
necessarily as absolute intensity or duration prominences over adjacent
syllables. This is consistent with the view that stress is correlated
with effort of production, i.e., that both stress production and
perception involve a knowledge of the intrinsic physical parameters
of a syllable and the consequent adjustment of effort needed to mark
the presence of stress. Also important in stress analysis is the
magnitude of the increase, for it is decubtful that a non-perceivable
increment can have any functional significance. I%t was decided that
the general perceptual threshold of %1 dB for intensity and 10-40
msec. for duration (Lehiste, 1970) would serve as a fair indicator of
the potential perceptual significance of intensity and duration increases.

The following set of sentences was chosen for the experiment
(© = primary stress; = = secondary stress):

1. A. [fé]tet:e:k pétit] "They painted Pete."
B. [f€[tet:6:k pétit] "They painted Pete."

2. A. [fé€ltet:e:tek pétit] "You (pl.) painted Pete."
B. [fé[tet:e:tek pétit] "You (pl.) painted Pete."
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2. C. [fé[tet:e:t€tit] "You (pl.) painted Pete."
3. A. [féJteget:é:tek pétit] "You (pl.) kept painting Pete."
B. [f€]teget:e: tek pétit] "You (pl.) kept painting Pete."
C. [félt‘get e:t€k pétit] "You (pl.) kept painting Pete."
4. A. [fd[tegéthet:é:tek pétit] "You (pl.) may have kept
painting Pete."
:tek  pétit] "You (pl.) may have kept
painting Pete.™
:tek if pé€tit] "You (pl.) may have also
kept painting Pete."
:tek 1f  pé€tit]l "You (pl.) may have also
kept painting Pete."

1
A
e
A

('0>

o>

B. [fé]tegethet:

D>

5. A. [fé]tegethet:

0>

B. [fé[tegethet:

These sentences were chosen for the following reasons: (1) the numerous
voiceless fricatives and plosives would facilitate segmentation;

(2) for the most part, the vowel qualities could be kept constant
throughout the expanding sequences; and (3) a variety of secondary stress
placements could be employed.

The subject (AK), a trained linguist, is a native of Budapest,
Hungary, who has lived in the United States since 1957. He constructed
the test sentences, which exhibited possible secondary stress patterns
in his dialect. He was presented with a randomized list comnsisting of
ten occurrences of each of the sentence patterns (except 2.C. and 3.C.)
and was asked to produce the sentences at his normal rate of speech. He
was then instructed to produce 2.C. and 3.C. (the alternate secondary
stress assignments for 2.B. and 3.B. respectively) ten times each. This
procedure was followed since a randomization of 2.C. and 3.C. within the
first list might have introduced an uncontrolled variable into the
experiment, that is, the subject could have inadvertently substituted
2.C. for 2.8B. and 3.C. for 3.B. or vice versa. He then repeated the
first list and the alternate patterns. Two additionsl similar sessions
followed at intervals of about a week, at the end of which about 60
productions of each pattern or approximately 720 utterances for the total
set had been recorded.

The recorded utterances were processed by a Fredkjaer-Jensen
intensity meter and pitch meter, the output of which was converted by
an Elema-Schdnander Mingograph (100 mm/sec) into & three-channel display:
(1) osciilogram, (2) intensity curve, and (3) fundsmental freguency
pattern. The duration of the vowels was measured to the nearest 1/2
millimeter (i.e., 5 milliseconds). The intensity of the vowels was
measured in terms of peak sound pressure level in dB relative to an
arbitrary level.

Table I presents the intensity results. There were no differences
between the vowels with secondary stress and their unstressed counter-
parts. Hote that there was a 1 dB difference between the unstressed
[el's of -Ltetl- of 2.A-C and between the unstressed [€d's of -[Ltetd-
of 4.A-B. However, these differences did not occur between similar
unstressed vowels within the other sentences.
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TABLE I
AVERAGE INTENSITY OF VOWELS IN UTTERANCES OF VARIOUS LENGTHS (in dB)
(Secondary stressed vowels underlined)

|
Sentence Syllable Type
Type te(t) | get het te: (k) tek i)

1A 43 L

1B 43 14.]:

2B LY 41 L2

2C 43 k1 42

3A L3 L3 L1 L1

3B - 43 L3 L1 41

3C 43 43 11 41

La L3 43 42 L L1

LB 43 13 L2 L1 42

I

oA 43 43 Lo 41 41 38
SB L3 L3 L2 L1 41 38

Table II presents the duration results. There was a 1-T msec.
difference between unstressed vowels of the same syllable sequence
with the A-B-C comparisons anc also between the secondary stressed
vowels of the same syllable gaguences in the A-B-C comparisons. In
six of the seven unstressed versus secondary stressed comparisons,
the unstressed vowel was longer than its secondary stressed counter-
part; the range of these differences was 6-12 msec. In only one
comparison (1A-b) was the secondary stressed vowel longer; the
difference was 14 msec.
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- TABLE II
AVERAGE DURATION OF VOWELS IN UTTERANCES OF VARIOUS LENGTHS (in msec.)
(Secondary stressed vowels underlined)

Sentence Syllable Type
Type te(t) get het te- (k) tek | i)

- 1A T2 Th

1B 67 88
. 2A 71 88 T0

2B T2 83 66

2C 66 76 56

3A 58 Th 87 69

3B 58 Th 80 64

3C 51 6T 68 55

La 56 80 59 89 70

kA 56 79 55 83 6l

SA 55 81 5L 86 68 5T

5B 56 80 54 8L 65 51

] L

Since the average differences fall below the Jjust noticeable
differences, intensity and duration cannot be considered as acoustic
correlates of secondary stress. lowever, since the fundamental
frequency of the vowel comparisons had not been analyzed, this
parameter could not be ruled out as a possible correlate. To .
determine if this was a promising direction for a future study, a
perceptual test was given to the subject to see if indeed he could
perceive the stress patterns that he had produced. The subject was”
presented with a tape of twenty randomized productions of the sentences:

2. B. [f¢Jtet:e txk , petit] "You (pl.) painted Pete.”
c. [féjtet:e:tek pétit] "You (pl.) painted Pete."

and twenty randomized productions of the sentences:

!

3. B. [fé]ttg%t:é:t%k pé€tit] "You (pl.) kept painting Pete.:

c. [f&jteget:e:tek p€tit] "You (pl.) kept painting Pete.’

These were the two sets of sentences in which alternate secondary stress
assignments occurred. The subject was asked to assign secondary stress
to each sequence. He correctly identified 6 out of 20 sequences in
the 2.B~C set, and 10 out of 20 sequences in the 3.B-C set. Hence,
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his judgments were random. We conclude that an explanation of
Hungarian secondary stress in terms of acoustic and perceptusl

correlates does not seem promising.

Footnote

lMost lingulsts who have conmented on Hungarian stress hold
that secondary stress occurs on the third and every subsequent odd-
numbered syllable of a word, i.e. according to numerical syllable
position. Some linguists, notavly Szinnyei and Lotz, point out that
a short third (and any odd-numbered) syllable causes the stress to
shift to the following even-numbered syllable; hence, in this view,
the relevant condition is the length value of a syllable. For
references, see Kerek (in press).
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Experiments with Synthetic Speech Concerning Quantity in Estcaian

JIlse Lehiste

1. Introduction

This paper constitutes a first repcrt on an experiment designed
to test the relevance of various suprasegmental parameters in the
perception of quantity in Estonian. The test materials consisted of
synthetically produced acoustic stimuli, intended to sample systema-
tically the acoustic spaces containing the minimal triples taba -
tapa - tappa and sada - saada! - saada. The synthesis was performed
by means of a Digital Data Processor (DDP 24) computer at the Bell
Telephone Laboratories.l The synthesi. was carried through entirely
by rule, i.e. no attempt was made to imitate a known speaker. The
stimuli will be described below in more detail. Test tapes containinrg
rendomized stimuli were presented to 26 listeners, who are native
speakers of Estonian, at the Experimental Phonetics Laboratory of
the Academy of Sciences in Tallinn, Estonia.® Two tapes were used,
one for the taba - tapa -~ tappa set, the other for the sada - saada!

- saada set; each contained 252 stimuli. As there were 26 listeners
ané each made SO4 judgments, the data consist of 13,104 individual
judgments. The statistical evaluation of the materials is in progress;
however, some results are already available, and a pre’iminary survey
is given below.

2. Taba - tapa - tappa

The synthetic material was designed to test the ranges of /p/
durations which would be assigned to the three qguantities, and the
contribution of second syllable duration to the perception of the
three test words. The duration of /p/ was varied in twenty-one 10
msec steps over a continuous range from 40 to 240 msec. ZEach of the
21 /p/-durations was combined with three durations for the second
vowel: 180 msec, 120 msec, and 90 msec. The duration of the first
vowel was kept constant at 120 msec; the fundamental frequency was
likewise constant (at 120 Hz). The total of 21 x 3 = 63 stimuli was
arranged in four different randomizations and presented %o listeners,
who had to assign each stimulus to one of the three words taba,
tapa or tappa. The listeners thus made & forced-choice linguistic
Judgment rather than a phonetic Jjudgment. Each listener gave 252
responses, for a total of 6,552 responses. The results of the
listening test are summarized on the following figures and tables.

Table 1 and Figure 1 show the general effect of second syllable
duration on the assignment of the words to quantities one, two and
three. It is obvious that & second syllable duration of 180 msec

- 200
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favors assignment to quantities one and two: the number of tapa and
tapa responses is greatest under this condition. On the other hand,
a second syllable duration of 90 msec favors assignment of the word
to quantity three.

Tables 2-4 and Figures 2-4 show the number of judgments as
taba, tapa or tappa as a function of the duration of intervocalic
/p/. Each of the three tables and figures represents judgments
associated with one of the three second syllable durations. The
discussion of the tables and the figures will be limited to a few
brief comments.

If we consider the crossing-points of curves representing taba,
tapa, and tappa judgments as 'phoneme boundaries' between quantities
1, 2 and 3 of the intervocalic consonant, then we note that the
phoneme boundary between /p/ in quantity 1 and /p/ in quantity 2
depends only slightly on the duration of the second vowel: with
decreasing second syllable duration, the boundary shifts from
approximately 110 msec for a second syllable duration of 180 msec to
105 msec for a second syllable of 120 msec, and to 100 msec for a
second syllable of 90 msec. However, the boundary between quantities
2 and 3 appears crucially affected by the duration of the second
syllable. Figure 2 shows that if the second syllable had a duration
of 180 msec, the boundary between tapa and tappa was at 225 msec,
and even with the longest duration, 240 msec, the differentiation
between long /p/ and overlong /p/ was very tenuous. With second
syllables of 120 and 90 msec, the boundary between long and overlong
intervocelic /p/ occurred at 175 and 170 msec respectively.

3. Sada ~ saada'! - saada

The set of test items designed to test the perception of quantity
in disyllabic words of .he type sada - saada' - saada is a little
more complicated. This time there were three variables: duration of
the vowel of the first syllable, duration of the vowel of the second
syllable, and the fundamental frequency pattern distributed over the
two syllables. The duration of the first vowel varied in seven 20-
msec steps from 120 to 24O msec, while the duration of interwvocalic
/t/ was kept constant at 60 msec. Each of tche first syllables was
combined with the same three second syllable durations as in the
previous case, namely 180 msec, 120 msec, and 90 msec. Furthermore,
each disyllabic stimulus was synthesized with three fundamental
frequency patterns: a level pattern (monotone at 120 Hz), a step-
down pattern (with the first syllable level at 120 Hz and the second
syllable level at 80 Hz), and a falling pattern (first syllable
falling from 120 Hz to 80 Hz, second syllable level at 80 Hz). The
total number of stimuli was again 7 x 3 x 3 = 63, the total number of
items on the randomized tape was 252, and the number of Judgments
was 6,552.

The results are presented on Tables 5-8 and Figures 5-11.
Again, only a few descriptive comments will be given this time.

Table 5 and Figure 5 show the influence of second syllable

duration and fundamental frequency pattern on the overall classification

of stimuli as sada, saada! and saada. As is apparent from the left
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half of Figure 5, the influence of second syllable duration was
comparable to what was observed with the set taba - tapa - tappa:

a longer second syllable favored Jjudgments for quantities 1 and

2, and disfavored Judgments as quantity 3, while the shortest second
syllable increased the number of quantity 3 Judgments in a substantial
manner.

This effect is, however, rather limited compared to tne influence
of the fundamentel frequency pattern. As becomes apparent from
Figure 5, the monotone condition was relstively neutral. The sten-
down pattern, with the first syllable level at 120 Hz and the second
syllable level at 80 Hz, produced the greatest number of quantity 2
Judgments and the smallest number of quantity 3 Judgments. It is
important here to notice that the step-down pattern actually decreased
quantity 1 Jjudgments; for quantity 1, the monotone pattern was the
most favorable one.

Conversely, the falling vpattern significantly increased the
number of quantity 3 Judgments and decreased quantity 2 Judgments.
This decrease took place almost exclusively at the expense of
quantity 2, since the number of quantity 1 Judgments remained
practically constant.

The phoneme boundaries for the duration of the first vowel are
rather cdifficult to establish, since both the second syllable
duratio:n and especially the fundamental frequency pattern have such
a strong influence on perception. Some of the problems are

illustrated on the figures.

Figure 6 shows the assignment of stimuli to quantities 1, 2
and 3 with a second syllable of 180 msec and with a level fundamental
frequency rattern. It may be recalled that these two conditions
favor assignments to quantity 1 and disfavor assignments to quantity
3. As is obvious from the figure, the overlap between quantities 1
and 2 occurs at approximately 160 msec, while the two curves representing
quantities 2 and 3.do not overlap at all. Even at the longest duration,
240 msec, 73 out of 104 jJudgments were still made in favor of quantity

2.

rigure 7 shows the number of Jjudgments with the same second

syllable duration--180 msec--but with a falling fundamental frequency
pattern on the first syllable. As was mentioned before, this pattern
favors sssignments to quantity 3 and disfavors assignments to
quantity 2, leaving quantity 1 practically unaffected. The vhoneme
boundary between quantities 1 and 2 has shifted only very slightly,
from 160 msec to approximately 155 msec. It is now also possible to
telk about a phoneme boundary between quantities 2 and 3: it would

fall at about 210 msec.

Figure 8 shows assignments to the three guantities with a short
second syllable (90 msec) and monotone fundamental frequency. As
may be remembered, the short second syllable favors assignments to
quantity 3, while the monotone fundamental frequency pattern is
relatively neutral. A characteristic of all three curves is tlLe
extensive overlan between them and the fact that all three curves peak
at approximately T75%. The reliability of recognition here obviously
was not very great; the phoneme boundaries, however, seem not to have

been affected.
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Figure 9 shows assignments to the three quantities under
conditions maximally favoring quantity 3: a short second syllable
(90 msec) and a falling fundamental frequency pattern. The reduction
of the number of quantity 2 Judgments 1s particularly striking: even
at the 160 msec dvration, which produced the greatest number of
quantity 2 judgments, their number did not exceed 64 (out of 104).
The phoneme boundary between quantities 1 and 2 is not affected, but
the boundary between quantities 2 and 3 has now shifted from 210 to
175 msec. The peak of the curve has shifted from 180 msec with level
fundamental frequency (Figure 8) to 160 msec.

Figures 10 and 11 summarize the influence of fundamental frequency
patterns on assignment to quantities 2 and 3. The second syllable
in these two sets of examples was constant at the most neutral,
intermediate value, namely at 120 msec.

Figure 10 shows assignments to quantity 2. It is obvious that
the left-hand slope of the curve depends very little on the fundamental
frequency pattern: the phoneme boundary between quantities 1 and 2
is barely affected by the fundamental frequency. On the other hand,
the position of the peak and the phoneme boundsry of quantity 2 with
regard to quantity 3 are both strongly affected: the peek shifts
from about 210 msec with the step~down curve to 180 fer the monotone
and to 1€0 for the falling pattern.

The converse situation appears on Figure 11, which shcws the
influence of fundamental frequency on assignments to quantity 3.

Here the neutral pattern produced the smallest number of assignments,
the step-down pettern increased the number of guantity 3 judgments
somewhat (although the curve never reached T0%), and the falling
pattern both steepened the slope of the curve and made it reach a
hizher peak. It should be noted that even with the falling fundamental
frequency pattern the highest number of quantity 3 judgments was 90

out of 10Lk. The peak value for quantity 3 judgments for the whole

set of conditions was reached when both conditions were met: the
fundamental frequency had a falling pattern and the second syllable

was short.

Let me now summarize briefly where we stand with regard to the
status of the experiments. I am currently in the process of working
out the statistical design for testing the significance of the
relationships displayed on this set of tables and figures. I intend
to compute correlations between the variables and the Jjudgments and
establish the relative contribution of each variable. Until this
part of the project is completed, the results are somewhat impression-
istic. Nevertheless, it is possible to draw some tentative generaliza-
tions.

First of all, I think it is clear that the assignment of a word
to a quantity depends not only on the duration of a first syllable
vowel or an intervocalic consonant, but also on the duration of the
second syllable and on the fundamental frequency pattern applied to
the word as a whole. If one defines the point of overlap between two
distribution curves as the boundary between two phonemic quantities,
one may claim that the placement of these boundaries depends
significantly on both second syllable duration and fundamental
frequency. I believe that this observation lends support to the
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notion that what we are dealing with is a higher-level suprasegmental
pattern distributed over the whole disyllabic word, not with
independently functioning segmental quantity.

It is interesting, furthermore, that the boundary between
quantities 2 and 3 1s more strongly affected by the pattern applied to
the word as a whole than the boundery between quantities 1 and 2.
In a very tentative sense, one might find support here for the idea
that the older two-way opposition between short and long is more
firmly segmentally anchored than the relatively new three-way
opposition between short, long and overlong. The older opposition
is mainly segmental; the newer three-way opposition is mainly based
on differences between patterns manifested over the whole disyllabic
word. The implications of these results will become clearer when

the statistical analysis is complete.

Footnotes

lThe DDP 24 computer is a machine of medium size (12K) and
speed (5 microseconds). The synthesis programs were written by
B. E. Caspers {(B. E. Caspers, "Software Facilities and Opereting
System of a DDP- 224 Computer", Bell Telephone Laboratories, Murray
Hill, N.J., 1968). I am grateful to Dr. P. B. Denes, Head of the
Speech and Communication Research Department., Bell Telephone
Laboratories, for his assistance.

2 am indebted to Mr. Kullo Vende for his invaluable help in
arranging for the listening sessions. I would also like to thank
2ll individuals who participated in the listening tests.



Ele X S

Table 1. Judgments depending on second syllable duration.

Duration of tabsa tapa tappa Total
V2 in msec
180 784 1090 310 2184
120 686 767 731 2184
90 656 731 797 2184
Total 2126 2588 1838 6552

Table 2. Judgmerts depending on the duration cf /p/

Vo = 180 msec

Duration of taba tapa tappa
/p/ in msec
40 10k
50 103 1
60 104
70 104
80 103 1
90 97 T
100 78 26
110 50 54
120 26 78
130 9 93 2
140 3 100 1
150 2 102
160 98 6
170 93 11
180 92 12
190 1 80 23
200 T1 33
210 61 43
220 56 48
230 45 59
2ko 33 T1
Total T84 1090 i 310

=19
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Table 3. Judgments depending on the duration of /p/

Vo = 120 msec

Duration of taba tapa tappa
/p/ in msec
Lo 104

50 103 i

60 102 2

T0 99 5

80 96 8

90 83 21
100 58 45 1

110 33. T1
120 L ST 3
130 1 98 5
140 3 o7 h
150 ' 82 22
160 81 23
1790 73 31
180 31 T3
190 27 T
200 14 90
210 ' 8 96
220 3 101
230 3 101
240 10k
Total 686 T67 731
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Table 4. Judgments depending on the duration of /p/

Vo = 90 msec

Duration of taba tapa tappa
/p/ in msec
Lo 104
50 102 2
60 103 1
TO 100 L
80 89 15
90 67 35 2
100 53 51
110 31 T2 1
120 5 91 8
130 97 7
140 98 5
150 84 20
160 1 76 27
170 50 54
180 23 81
190 1 22 81
200 11 93
210 5 99
220 1 103
230 104
2Lko 1 103
Total 656 731 797
221
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Table 5

Judgments depending on second syllable duration (fundamental frequency
patterns combined)

-ﬁ—

Duration of sada saada! saada Total
V2 in msec

180 717 111k 353 T 2184

120 596 1054 534 2184

90 569 92 673 2184

Total 1882 3110 1560 6552

1

Judgments depending on fundamental frequency pattern (second syllable
durations combined)

F, pattern sada saada! saada Total
Uin 1z)

120-120/120 669 1096 419 2184
120-120/80 605 1326 253 2184
120-80/80 608 -88 888 2184
Totel 1882 3110 1560 . 6552

22
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Table 6. Judgments depending on first syllable duration and fundsmeatal
- frequency pattern (second syllable duration constant at 180 msec)

{
Fo pattern V1 duration sada saada! saada Total ;
- (in Hz) (in msec)
_ 120-120/120 120 101 3
140 89 15
. 160 52 51 1
180 17 8l 3
T 200 1 93 10
. 220 8T 17
2Lko T3 31
) Totel 260 Lo6 62 728
} 120-120/80 120 96 8
140 85 16 3
- 160 L2 57 5
180 10 84 10
200 3 94 T
- 220 89 15
240 1 75 28
) Total -237 ko3 68 728
120-80/80 120 99 >
~ 140 T2 31 1
160 41 58 5
180 5 78 21
200 2 60 42
- 220 1 Ls 58
240 8 96
Total 220 285 223 728
717 1114 353 | 2184
1 4

<23
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210

Judgments depending on first syllable duration and fundamental

frequency pattern (Second syllable duration constant at 120 msec)

F_ pattern V, duration sada saada! saada Total
?in Hz) (in msec)

120-120/120 120 95 8 1

140 T 27

160 23 T2 S

180 10 82 12

200 2 7 25

220 1 61 L2

240 1 3k 69
Total 209 361 158 728
Ay —— -—— - - - -
120-120/80 120 96 8

140 78 25 1

160 17 83 L

180 T 90 T

200 92 12

220 92 12

240 1 TO 33
Total 199 460 69 728
120-80/80 120 8T 15 2

140 69 33 2

160 17 T5 12

180 10 58 36

200 1 27 T6

220 3 12 89

240 1 13 90
Total 188 233 307 728

596 1054 534 2184

<24
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Table 8. Judgments depending on first syllable duration and fundamental
frequency pattern (8econd syllable duration constant at 90 msec)

Fo pattern Vl.dnratioh sada saade! saada Total
(in Hz) (in msec)
120-120/120 120 Th 26 N
1Lo 76 27 1
160 32 63 9
180 1k 7 13
200 3 68 33
220 1 Lo 63
2ko 28 76
_______________ T ————te S N -— —ee ]
Total 200 | 329 199 728
120-120/80 120 78 25 1
140 58 Lk 2
160 22 78 L
180 9 86 9
200 " 87 17
220 1 69 3k
240 1 5k kg
______________ -—— - -— e - acn - __._{
Total 169 Ly3 116 728
120-80/80 120 87 17
1ko 79 - 19 6
160 15 6L 25
180 14 37 53
200 1 20 83
220 2 8 ok
2Lo 2 5 97
———————————— > — —— —— —1
Total 200 170 358 728
569 oL2 673 2184
_ &

22O



212

Figure 1, Number of Judgments as taba, tana

or tappa, expressed as a function of the
duration of the second syllable,

Figure 2, HNumber of judgments as taba, tapa
or tappa, expressed as a function of the
duration of intervocalic /p/. Duration

of the second syllable was constant at
180 msec.
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NUMBER OF JUDGMENTS

Figure 3. Number of judgments as taba, tapa

or tappa, expressed as a function of the
duration of intervocalic /p/. Duration
of the second syllable was constant at .

120 msec.,
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Figure ¥, Number of Judgments as taba, tapa

or -tappa, expressed as a-function of the
duration of intervocalic /p/. Duration

of the second syllable was constant at
90 msec.
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Figure 5. Number of judgments as sada, saadal Figure 6, MNumber of judgments as sada, saada!

or sanda, expressed as a function of the or saada, expressed as & function of the |
duration ot the second syllable (with duration of the first syllable. The ,
first syllable duration and fundamental duration of the second syllable was 180 msec,
frequency patterns combined) and as a . the Hd,smmsn:ﬂmw ».wmoﬂm:ow wmﬂamwz vas
" function of fundamental frequency pattern level at 120 Dz,
(vith first and second syllable durations | :
combined). Fundamental frequencies are 100 .
given in Hz, .o ﬁ. m/ |
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Figure 7. lumber of Judgments as sada, saadal

saada, expressed as a function of the
duration of the first syllable. The
duration of the second syllable was 180
msec, the fundamental frequency pattern
wvas falling during the first syllable,
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Figure 9. Number of usmmaosem as sada, saadal

".‘.‘Illl..l"

or saada, oxwﬁwmmom as a function of the
mc%wwpo: of the first syllsble. The
duration of the second syllable was 90
msec, the fundamental frequency pattern

was falling during.the first mwwwmdwo.
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NUMBER OF JUDGMENTS AS saada

Figure 1l. Number of judgments as saada
(quantity 3), expressed as a function of.

the duration of the first syllable and
the fundamentel frequency pattern.
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Phonological Rules in Lithuanian and Latvian®

Zinny S. Bond

Introduction

Lithuanian and Latvian are quite closely related languages, Latvian
traditionally being considered the more innovating of the two. The two
languages present an ideal case for a comparison of their grammars in
terms of shared phonological rules.

In the ideal case, two independently developed grammars of the
languages wculd be compared. However, though there is an extensive
treatment of Latvian phonology in a generative framework (Halle and
Zeps, 1966), recent work on Lithuanian has been primarily concerned with
an analysis of accent. Only Heeschen (1967) has considered other phono-
logical phenomena, and his treatment of Lithuanian phonology is also
primarily concerned with sccent assignment.

I will simply assume that the analysis of Latvian phonology is
besically sound and see which of the Latvian rules are applicable in
Lithuanian. If the rules developed for Latvian can also be shown to
operate in Lithuanian, then the rules in question can be established as
shared by the two languages. The interesting questions in this comparison
concern not so much the fact of shared rules, but the place of innova-
tions in the two grammars, as well as changes in the form and applica-
bility of rules.

This paper will be limited to rulies primarily involved in the
derivaticn of verbs, though obviously some of the rules are quite genersl.
First, the rules developed by Halle and Zeps for Latvian will be surveyed
briefly. Then, each rule will be considered in how (or if) it is
epplicable to Lithuanian. Some Lithuanian rules will alsc be discussed.
Finally, differences between the two sets of rules will be analyzed.

The Latvian Rules

The fundamental phonological prccesses have been described by
Halle and Zeps (Halle and Zeps, 1966; Zeps, 1970). I will describe the
rules they have developed and add, for clarity, a few examples of their
application. The notation is informal; examples are given in traditional
orthography.

¥This paper was written in the summer of 1970 while the author held an
NDEA Title VI Fellowship.
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S 1. k/c rule
Velar stops are replaced by dental affricates before front vowels:

t NERI R

~ saku 'I say', sacisu 'I will say'
ruaka 'hand', ruacipa 'hand' diminutive

- 2. i/J rule

The rule defines alternations of long vowels with sequences of
- vowel plus v or J:

| B

sit 'to sow', suvu 'I sowed'
i 11t "to rain', lija 'it rained’

3. n/i rule

- The sequence vowel plus n becomes the sequence vowel plus i or u:
B C
. i / Front vowel __

#
- n -

C
) u / Back vowel

- #

- The rule accounts for two tyves of alternations. First, a long vowel
can alternate with a vowel + n sequence, as in dzinu 'I drove', and
dzit 'to drive!. Secondly, the rule provides some of the inputs to
the metathesis rule, thereby accounting for alternations of the form
pruatu 'I know how', pratu 'I knew how'. In the second case, the -n
- never 2ppeers on the surface.

)

&, ¢e/e rule

€ is raised to e before i cr Jj; any number of vowels in a word
will be raised as long as there is no intervening back vowel.

- e »> e [/ __ i,
€c€tu 'I would harrow’, ecési 'you will harrow'

5. Metathesis
- Except where specifically blocked, metathesis applies uncondi-

tionally, to all sequences of the appropriate shape. In spite of the
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notation, there are only two possible outputs of the metathesis rule,
represented as ie and ua in the traditional orthography. The second
element of these diphthongs is a mid or low central vowel of rather
obscure quality: [al, [A] or even [al.

ai ia
au N ua
el ie
Eu ue

skrien 'he runs', skréja 'he ran!
duad "he gives'!, deva 'he gave'

6. Ablaut
€ alternates with i in non-present tense forms:

in non-present tense forms

HBE

T. Vowel truncation

It

Vowel truncation is quite well motivated, although the details of the
rule depend on assumptions about the underlying representations more
than in the case of most rules. The need for a truncation rule, however,
is shown by many alternations: for example, gugu 'I grow' vs. audz

'you grow'!, from /aug + i/.

8. Syncope

The syncope rule converts a sequence of two identical vowels to
a long vowel.

v + VvV =+ \'s

Both the n/i rule and the i/J rule indicate that it is advantageous to
treat surface long vowels as a sequence of identical short vowels. But
this treatment requires the syncope rule to convert the vowel sequence
to a long vowel.

9. Vowel lengtherning
Under rather complicated conditions, the stem of verbs is lengthened.
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in the past-tense forms of
verbs with & palatal present-
u tense infix

s

celu 'I 1ift?!, célu 'I lifted’
kadju 'I kill', kdvu 'I killed'

ST~ B el |

The remainder of the rules are termed 'lower level' phonological
rules by Halle and Zeps, but tney do not specify the criteria for this

distinction.

10. Spirantization

HER Bt

metu 'I threw', mest 'to throw', from /met + t/

11. Dental mutation

-
c, dz c, dz
v v
5, z > 35,z / 3
n, 1, r n, 1, r
2 3

ldcis 'bear' nom. sing., ldca 'bear' gen. sing., from /ldc + ja/
(cf. gulbis ‘'swan'! nom. sing., gulbja gen. sing.)
12. Jj loss
#

palatal consonant
/1ac¢j + a/ + laca
13. Voicing asssimilsticn

All obstruent clusters are either voiceless or voiced, depending
on the volcing of the last element.

+obstruent

L+obstruent] = Cavoicel [/
avoice
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The following are some sample derivations of Latvian verbs. In
the underlying representation, the verb is composed of a verb stem, an
optional tense marker, and a person ending. Many verbs have special
tense izfixes as well. For example, the -tt-~ in klIst is the underlying
representation of the traditional -st- present-tense infix of Baltic

verbs.
lznk + au
Imik + au n/i rule
lizk + ua metathesis
lizku vowel truncation
lieku 'I put! in the orthography
13nk + & + i
lsnc + 2 + i kx/c rule
laic + 2 + i n/i rule
lize + 1 + & metathesis
lizmc vowel truncation (morpheme boundaries are
inserted to enable the rule to apply twice)
lieec 'you put! in the orthography
kliid + tt + a
kliid + tt vowel truncation
klid + tt syncope
k1lIz + st spirantization
klist voicing assimilation (and contraction of

identical spirants)
klist 'he strays'

Lithaanian Counterparts of Latvian Rules

Before discussing the Lithuanian counterparts of the Latvian rules,
it is necessary to say a few words about the underlying representations
that have been selected for Lithuanian. In general, the representations
of verb stems will be selected to be as close as possible to the Latvian
representations, whenever a particular verb has a cognate in Latvian.
Long vowels will be analyzed as a sequence of two short vowels, even
though this analysis may complicate accent assignment; Lithuanian accent
rules will be ignored.

The present tense person endings have been selected on the basis
of the persorn endings that appear with the reflexive verbs, where the
endings are protected by a consonant from vowel truncation. There are
two sets of past tense person endings. Though these endings are apparently
predictable, at least in part, in this paper verbs will simply be
corisidered to be marked [+ -aa past] and [+ -ec pastl and be assigned
the appropriate person endings on this basis. As in Latvian, many verbs
have special tense infixes. |

Of the Latvian rnies discussed, at least seven also appear in

Lithuanian.

1. 1 rule
The i/J rule is identical in Lithuanian and Latvian. For example,
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the rule is needed 1n the derivation of the verb zuti 'perish', with
the present tense zusta and the past tense zﬁvo. “The stem can be
represented as /zuu-/; the infinitive is formed from /zuu+ ti/. The
present tense forms take the -gt- infix: /zuu + tt + a/+ zusta. In the
past tense forms, the second vowel of the stem grecedes another vowel,
so the i/j rule applies: Zuu + ag/ + zﬁvaa, and z{ivo by a later rule.
Similarly, gfti 'heal' has the present tense formed with a palatal
infix:/gii + 1 + a/+ g¥ja; in the past tense, the second stem vowel
directly precedes another vowel, so the i/j rule applies: /gii + aa/f
glio.

As in Latvian, v and J can be regarded as realizstions of under-
lying u and i; for example, verbs like dv&sti (dv8sia, dvése) 'die'
can be entered in the lexicon as/dues + ti/;the i/J rule will produce the
correct output.
, The Lithuanian rule can be formulated to be exactly like the
Latvian rule:

o0

There are some exceptions to the i/j rule. First, there is the
general constraint, shared by Latvian, that the first vowel in =
sequence of identical vowels is exempt from the i/J rule. Secondly, a
few verbs behave anomalously with respect to the rule; for example,
giiti 'chase' keeps both vowels in the infinitive, instead of having
the form predicted by the i/} rule: *gziti. However, since the
exceptions appear to be few, they can simply be marked [-i/j rulel.

Palatalized and non-pslatalized (hard) consonants can contrast
only before back vowels; otherwise, consonants are always palatelized
before front vowels and hard otherwise. In the traditional orthogrephy,
palatalization btefore back vowels is represented by =i-; this device
can be employed in the underlying representations &= well. For example
[k ’Ausas] "skull' would have an underlying representation something like
/kiaus + as/. The i/J rule would produce/kjaus + a9; consonants preceding
J or front vowels become palatalized, and the j can be dropped. Thus,
there is no difficulty with -i- as a marker of palatalization. This,
of course, simplifies the description of the language, since palatali-
zation can be predicted entirely by rule.

2. i/n rule

The i/n rule has no direct counterpart in Lithuanian, but there
are alternations of long vowels with vowel-nasal sequences. For example,
z{sti, 2inda, zIndo 'suck' and brgsti, brésta, bréndo "mature'. Under
rather complex conditions, the nasal of the underlying vowel-nasal
sequence vocalizes, creating a sequence of nasalized vowels. Subse-
quently, all vowels become de-nasalized. Heeschen discusses these
alternations, giving the required rule in a form essentially similar to
the following:
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vV (V)n > v (V) Vv [/
1 1 1 1 1 e, m, r

3. Metathesis
The metathesis rule follows the i/J rule, and is also required

in Lithuanian phonology. In Latvian, the metathesis rule applies

to a great many verbs; in Lithuanian, however, metathesis is a
rather minor rule. It can be motivated only for au and ei, not, as
far as I can tell, for any of the other sequences “which are also
subject to metathesis in Latvian. The verb diioti 'to give! requires
both metathesis and the 1/J rule in its derivation: fau + ti/becomes
dfioti and Aau + d + o becomes dliode by metathesis; fau + ec/becomes
d8ve by the i/J rule.

Some verb stems ending in obstruents have to be entered in the
pre-metathesis form to prevent the i/j rule from applying; for example,
1ligpti 'to order' would have the underlying representation fleip-/. Thus,
the environment for the i/j rule would not be supplied, and metathesis
would provide the correct form.

A very large number of verbs, however, are exceptions to metathesis,
e.g. kl&usti 'ask', geIsti 'desire', k€ikti 'curse', krauti 'heap up',
1éisti 'let', etc. Therefore, it may be more economical tc mark verb
stems to undergo metathesis and to consider the exceptions as normal,
rather than to specify the exceptions to metathesis. The metathesis
rule would still apply to person endings, however. The unmarked state
would be for metathesis to apprly to person endings and not to apply to

verb stems.

4., Ablaut and Vowel lengthening

Since ablaut and vowel lengthening are both morphologically
conditioned rules, the two rules will be discussed together. Lithuanian
has an ablaut rule very similar to the Latvian rule:

in non-present tense forms

HB3BE K

For example, pifkti, pefka, pi¥ko 'buy'.

There are at least two rules lengthening vowels. The rule found
in Latvian, lengthening vowels in the past tense, also operates 1n
Lithuanian, as exemplified by veros like: minti, myne '"tread'; p nti,
p¥ne ‘wreathe'; durti, dure 'stab'; grumti, grume 'combat'.

When the stem vowel_:g:_is lengthen°d in the past tense, it is
subsequently raised to -0-, and, similarly, when =£-~ is lengthened, it
is raised to _g_ For EEEmple, kérti, kdre 'hang'; pléuti, pldve
'wash'; kélti, kele '1ift'.

The vowel lengthening rule can be formulated to be very much
like the Latviean rule:
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- r, 1
v - v / m, n when the verb tekes [+-ce past]
Js V tense

All of the verbs showing lengthening in the past tense take the[-tce€]
past tense, with the exception of eIti (eIna, &jo) 'go'. It would not
be surprising, however, if this verb were irregular, specially marked
to undergo the lengthening rule. The rule must also be prevented from
applying to verbs like afiti 'to put on shoes'! with the past tense form
&vé instead of %ové, as predicted by the lengthening rule.

Many verbs which show lengthening in the past tense forms also have
- a nasal present-tense infix, rather than the palatal infix which appears
in Latvian, e.g. grlauti grlauna, gridve 'thunder'; rauti, rauna, rove,
'tear out'; sduti, sauna, sbve 'shoot'. But this is not true of all
- verbs showing lengthening in the past tense.

Vowel lengthening takes place in the present tense, rather than in
the past, in another set »f verbs. All these verbs have -i- or -u- as
the stem vowel, and all take the[;aa]past tense endings. For example,
aflti, dfla, dllo 'wear away'; dlsti, dilsta, diso 'suffocate’.

Apparently, present tense lengthening does not take place before resonants:
krifita 'he falls', mirsta 'he dies'.

The rule can be formulated as follows:

T S V. > C[+longl / ___ +Obstruent
C+highl
in the present tense, when the verb is marked

[+ -aa] past tense

Finally, there is a clas8 of verbs with long stem vowels that
lower the stem vowel in the present tense: deti, déda, de1o 'put?;
dvestl, dvésia, dvesé 'die'. I can not formulate the rule for vowel
lowering, however, because I can not specify the conditions under which
the change takes place; some verb stems of essentially identical phono-
logical shape and morphologicgl compogition tg those listed above do
not undergo the rule, e.g. greébti, gretia, grebe 'rake'.

5. Vowel truncation

The vowel truncation rule is difficult to evaluate because, more
than other rules, its formulation depends on other components of the
analysis. However, the most economical description seems to call for
vowel truncation in Lithuanian. Ir Latvian, of course, vowel
truncation is very wide-spread; in fact, loss of vowels in final
syllables is one of the major traditionally-cited Latvian innovetions.

Vowel truncation in Lithuanian can be motivated if the person
endings that show up in the reflexive, where they are protected by a
consonant, are considered to appear in the active as well. For example,

lenki + au

lenkj + au i/§ rule
lenkj + ua metathesis
lenkj + u |, vowel truncation
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Finally, the result is lenkiu Lienk’ul 'I bend!

In the reflexive paradigm, the person endings are protected, and tho
reflexive form shows the full person ending: lenkifiosi 'I tow (I bend

myself)'.
Heeschen formulates the rule quite simply:

v - o8 [/ __ (s)¥

However, he has to exclude the rule from several morphological environ-
ments, including the reflexive marker -si, and to postulate extra
vowels to protect some endings. Therefore, Lithuanian vowel truncation

is not nearly as simple as the rule implies.
Three of the 'lower level' Latvian phonological rules are shared

by Lithuanian: spirantization, voicing assimilation, and dental
mutetion.

6. Spirantization
Lithuanian has a spirantization rule which is identical to the
Latvian. For example, /met + ti/ results in m€sti 'to throw'.

T. Voicing assimilation

Similarly, Latvian and Lithuanian share a voicing assimilation
rule, assimilating all obstruents in a cluster to the voicing of the
last member of the cluster. For example, bégti "'to run' is phonetically

Cbe:ktil.

8. Dental mutation
The Latvian dental mutation rule has a very limited counterpart

in Lithuanian:
o
J v
dz +back

For example skaiciafi 'I read' and skaitel ‘'you read'

Lithuanian 'Lower Level' Rules

The verb system of Lithusnian requires a number of 'low level'
phonological processes that do not operate in Latvian.

1. Obstruent metathesis

There 1s an obstruent metathesis rule, exemplified by verbs like
bldksti, blaskia, bl3ské 'hit'; and drekstl, draskia, dreske ‘scratch'.
Apparently, stem-final spirants and velar stops metathesize. That this
metathesis takes place only before consonants is indicated by the following
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two verbs: bl3ksti 'to hi%! and blyksti 'to turn pale'. _The present
tense form of bldksti is blAskia; it is derived from,blaeki + a/without
under301ng obstruent metathesis. The present tense of blzksti however,
is éﬁksta, the underlying representation is bliisk + tt + a/. Because
the obstruent cluster precedes the -st- infix, the cluster is sublect
to metathesis. In the past tense, the cluster appears before a vowel,
and so appears in the pre-metathesis form: blxsko. The ruie may be
formulated as follows:

velar stop + spirant -+ spirant + stop / __ + C

2. Nasal metathesis
Geemingly related to obstruent metathesis is metathesis of the

nasal 'infix' with the last element of the stem when the stem ends in
an obstruent. This is exemplified by verbs like the following: kristi,
krifita, krito 'fall'; (pa-) tikti, tifika, tlko, 'like'; klupti, klufipa,
klupo 'trip'. The simplest way to handle this phenomenon Is to assume
that the nasal infix is added to the stem, metathesizes when it follows
an obstruent, and then assimilates to the position of articulation of
the following obstruent. A sample derivation would be the following:

klup + N + a
klulpa nasal metathesis
klumpe assimilation

klumpa 'he trips'

- If the nasal infix is not followed by an obstruent, i.e. in a present
tense form like plé&una 'he washes', the nasal infix is realized as -n-.
The following rules are required:

Obst. + N + N + Obst. / +
n/ ___t,d

N » m/ _p, Db
n/ ___ &gk
n

- N >

3. Vowel raising

As mentioned before, non-nasal .-aa- becomes long o and —£E—
becomes long €. The syncope rule, which is also requlred in Lithuanian,
and vowel de-nasalization, both 'clean-up' ruies, would be ordered

after vowel raising.

i, Palatalization
There is very wide-spread palatalization of consonants in

Lithuanian; any consonant becomes palatalized in the appropriate
environment, even non-native consonants in borrowed words. For example,
filoldgas 'philologist' and fizika 'physics' botn have palatalized f.
The rule for palatalization is:

front V
c - ¢€¢? / 3

C’
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5. Spirant assimilation
Dental spirants become palatal spirants before palatal affricates:

s e
-+ /
z z az

This is clearly indicated by a form like péscias ‘on foot' which is
phonetically [pes?c?as].

nd{

6. Final devoicing
Consonants are devoiced and de-palatalized in word-final position:

-voice

-sharp

Coneclusion

As is clear from the discussion of individual rules, there are
three possible relations between the rules in the two languages: the
rules are identical in the two languages, a rule has no counterpart
in the other language, or & rule has changed in some way.

Four rules appear to be identical in the two languages: the
i/ rule, vowel lengthening in the past tense, spirantization, and
voicing assimilation. The i/j rule and vowel lengthening are best
considered to be inherited rules, operating at a high level in the
phonology. Spirantization and voicing assimilation, however, are
both low level phonological rules; voicing assimilation is preceded by
several other innovative low level rules in Lithuanian, e.g. final
devoicing precedes voicing assimilation.

It is tempting to speculate that the status of the two sets of
rules is not the same. Though the claim can not be substantiated here,
it may be that a certain set of rules should bve viewed as defining
constraints on the shape of the phonological output, rather than
defining phonological alternations. The spirantization and voicing
assimilation rules appear to be of this 'lower level! typ=.

There are five rules that appear in both languages but not in
exectly the same form. These are the n/i rule, ablaut, metathesis,
vowel truncation, and dental mutation. Only dental mutation is a
"lower level' rule; the other four rules are higher-level phonological
rules. In all cases, the Latvian rules appear to be simpler, in one
way or another, than the Lithuanian rules.

Assuming that the Latvian n/i rule is an extension of the
Lithuanian rule defining long-vowel, vowel-nasal alternations, the
Latvian rule has been simplified in two ways. In Lithuanian, the
vocelized nasal must match the preceding vowel in all features; in
~ Latvian, the vocalized nasal is always a high vowel, matching only in
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the front-back dimension. Secondly, the Latvian rule specifies a
simpler environment, before any consonant, rather than the rather
complicated set of consonants required for the Lithuanisn rule.

As is clear from the prreceding discussion of metathesis, the
rule not only appiies to more sequences of vowels but also to more
stems in Latvian than in Lithuanian. Latvian, therefore, has
generalized the applicability of the rule.

If ablaut and other morvhologically conditioned alternations
are considered together, then it is quite clear that the Lithuanian
system is more complex. It includes not only the two rules that
appear in Latvian vut slso several others: it involves more different
kinds of alternations and more complicated rules tc define them.

Vowel truncation is much more restricted in Lithuanian tharn in
Latvian. As has ceen mentioned previously, virtually all vcwels in
finel syllables have disanpeared in Letviun, but this is by no means
the cese in Lithuenian. Apparentiv, Latvian has extended the
applicability of the rule.

Finally, the dental mutetion rule, assuming thst it is basically
the same rule iz the twe lsnguages, aprlies to slmest the whole class
in Latvian but to only two members of the class in Lithueanian.

Scme rules appear in oniy the ¢zn2 or the other languages. The
various mcerphoclogically-conditicned lengthening rules of Lithusnian
have already been mentioned; these rules szre historical retentions in
Lithuvanien which are iost in Latvien. The status of the two
Lithuanian consonent metathesis rules is not clear; with the Z4sta
presently at my disposal, I could not determine whether the rules are
innovaticiis or retentione in Lithuanian. Palatalization and final
devecicing are both clearly Lithuanian innovations, probably additions
to the set of ‘output condition' rules.

Latvian seems to have innovated two ruies: the k/c rule and the
e/e rule. These innovations are problematic, however, in that both
these rules appear at a rsather early stage of the phonology. The k/c
rule and the e/e rule must precede both vowel truncation and metathesis.
For example, the environment required for the k/c rule msy be deleted
by vowel truncation: audz 'you grow', from /aug + € + i/, vs. aug 'he
grows', from /aug + a/. Secondly, a form like vilki ‘wolves', from
/vilk + ai/, indicates that the k/c rule precedes metathesis, since
the k/c rule is inapplicable when k precedes a front vowel because of
metathesis. That the e/e rule precedes vowel truncation is clear in
the derivatior of mest [mest] 'to throw', from /met + ti/; forms that do
not have a high vowel in the inflectional suffixes keep e: metu
Cmetul 'I throw' and met Cmet] 'he throws'.

It is not clear exactly how the two rules came to be ordered early
in the grammar. Recently there has been considerable discussion about
rule insertion, summarized in King (1970). King concludes that rule
ingertion--the addition of & rule which must be ordered before a
phonological rule present in an earlier stage of the grammar--is a
possible type of linguistic change, but that there are very few good
examples of it. At first glance, the Latvian k/c and e/e rules look
like examples of ruie insertion; nowever, the rules may also appear in
their present order because of rule reordering. The two rules are
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crucielly ordered only with respect to vowel truncation and metathesis,
both rules that have been greatly generalized in Latvian. It is
possible that the k/c and e/e rules appear early in the grammar because
of recordering from 'bleeding' to 'feedinz' order. In an earlier stage
of Latvian, the rules would apply in the following order: metathesis,
vowel truncation, k/c rule and e/e rule. As vowel trunecation became
generalized, more and more environments for the k/¢ rule and e/e rule
were eliminated by the deletion of final vowels; the rules now
operated in 'bleeding' order. At this point, the rules were reordered
to '"feeding' order. To determine which process, rule insertion or
reordering, is responsible for the present rule order in Latvian, more
evidence is necessary than is available to me st the moment.

The relationship of the rules in the two languages can be summarized
in the fcllowing way. Latvian has simplified rules, generalized their
application, and added two high-level rules; Lithuanian has retained
complex rules which apply under complicated circumstances, and added
low-level rules.

The judgment that Latvian is innovating and Lithuanian conserva-
tive is interesting in this context. Lithuanian preserves complex
alternations but rather freely changes their phonetic realization;
Latvian changes the phonetic realization much less, but loses complex
alternations. The observation is slightly trivial but still worth
making: a conservative vs. an innovating phonology is not defined in
terms of surface phonetic realization.

Obviously, the rules discussed in this paper represent only a
small fragment of Lithuanian and Latvian phonology. It seems,
however, that a comparison of the phonological systems of the two
languages can provide very interesting material for a study of language

change.
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