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Abstract

This report documents results of a two-year effort

toward the study and investigation of the design of a prototype

system for Chinese-English machine translation in the general

area of physics. Past research efforts at Berkeley had been

centered on three areas: (1) contrastive study of Chinese and

Ellgaish, (2) development of an automatic dictionary and

(3) programming support for machine implementation.

Our work on grammar (Berk3ley Grammar II) in the past

two years has focused on the expansion and consolidation of our

syntactic rules. Grammar codes in the dictionary and in the rules

axe reviewed for consistency, and redundancies are eliminated.

FUrether sets of rules are added as a result of the continuing

testing and revision of our grammar based on texts in nuclear

physics and also on previously existing texts in biochemistry.

The statistics on our last run shows that our Syntactic Analysis

System (SAS) is able to recognize and parse satisfactorily

strings consisting of 20-25 Chinese characters, indicating the

ability of the SAS to consistently parse 90% of such sentences.

Testing and implementation of interlingual transfer

rules has concentrated on the conversion of Chinese nominalizationE

and relativizations to their English counterparts by implementing

binary permutations and substitution of lexical Chinese-English

data. Work is continuing on the implementation of English



complementizers.

Approximately 15,000 Chinese lexical entries, mostly in

the area of nuclear physics, have been compiled, coded into

standard telegraphic code and added to our dictionary, which now

totals approximately 57,000 lexical entries. These entries have

been assigned grammar codes, romanization and English gloss.

Programs for the Syntactic Analysis System were written

in CDC FORTRAN IV and COMPASS and run entirely on the CDC 6400.

In addition to the continual refinement of the managerial, adapta-

tion and parsing programs of the SAS, we have implemented plot-

ting routines on the Calcomp plotter to output structural trees,

as well as plotting the corresponding sentences in Chinese

characters.

Documentation for all completed programs of the SAS are

included in this report.



I. Introduction

The project on machine translation (MT)ofChinese to English

at Berkeley has been in continuous existence for ten years. Re-

search during this period may be roughly considered to have pro-

gressed in three stages. Phase One concentrated on lexicograph-

ical studies. Major research completed during this period (1960

to 1967).has resulted in the compilation of a dictionary (with

subject matter mainly in the area of biochemistry). Phase Two

initiated syntactic studies near the end of this period with the

creation of a grammar for the automatic analysis of Chinese

sentence structure.

Phase Three is the integration of the previous two phases

leading to interlingual studies concomitant with lexicographical

and syntactic research. The specific subject matter is now in

the area of nuclear physics. In the Final Technical Report on
.

work accomplished in the contractual period immediately prior to

the present one (1967 to 1968), Version I of the Syntactic Anal-

ysis S7stem (SAS) 'Was documented. SAS is a package of computer

programs capable of accepting coded Chinese sentences as input

and producing syntactic trees representing the resulting analysis

of,the Chinese sentences. Limited interlingual mechanisms were

The present report doauments the results of further work

h this 6rea during the period of:September 1968 through August
,

1970.



II. The Background in Chinese-English MT

In order to provide a certain perspective regarding.the

work under report, a brief survey of previous work in Chinese-

English MT is presented below. There is no denying the fact

that present work has stood on the foundations of earlier efforts

in the field and inherited its success and problems. At the same

time it also uncovered further problems as well as some new methods

of sOlution consonant with the state of the art.

11.1. Georgetown

The work at Georgetown in the late 1950's was nnt focused

principally on Chinese but was part of a general assault on MT.

As was to be expected, initial work concentrated on problems'of

Chinese text input. Standard telegraphic code was used as the

most natural for computer input. The translation process was

largely dependent On the result of lexicon look=up. Only a very

smail sample was used. Sentences had to be processed indepen-

dently by sopl_isticated "trial-and error" procedures, since no

appropriate "grammar" was available for :thi"6 purpose.

niVersity of.Washington, Bunker Railio :University of Texas

The work done at-the University of Washington under Pro-

fessOr Erwin Reifler'was'mbre in the sPirit of Pre=MT analysis of

comparative ChineSe-Engliih structUre and-leXicograp gain

,,



the emphasis had to be on the compilation of an adequate glossary

of Chinese. Reifler, early in his report [Final Report to the

NSF, 1962], pointed out the differences in style, constructions

and allowable forms of scientific publications and that no scho-

larly descriptions of the Chinese language had yet dealt with

this aspect of the language. The corpus was not restricted to

one field or subfield of knowledge but rather to Chinese scien-

tific texts in general. The choice of such an approach to the

corpus was apparently dictated not only by the difficulty of

obtaining sufficient material from one subject field at that time

tmt also the hope of gaining "a more representative picture of

the general-language problems of the language of science and
l

technology" [NSF Report, pp. 12-131. As wil]. be seen in our

report below, this approach is still premature to a certain extent,

and it would have been better to restrict our goal to one field.

The effort was concentrated on the study of a refined glossary

which would give better word-for-word translations into English.

The study produced a glossary of 1880 terms which are of some

linguistic value.

The work at Bunker-Ramo was-an application of the Fulcrum

technique in cooperation-with 'Berkeleyand 'University of,Texas.

Their work was.the development of interlingual Mapiiing 'and English

generation phases of Chinese-English MT by adapting the Berkeley

parser and dictionary0.representing early efforts of Phase Three

of the rBerkeleyMT system. It shoUld be noted that the partial

system implemented by Bunker-Ramo used the SNOBOL3 language,

5



whereas FORTRAN was the mainstay of the Berkeley system and there-

fore not directly interfaceable. Texas took on the responsibility

of expanding and supplementing the Berkeley dictionary. Since

1968 the Berkeley project has also assumed the task of imple-

menting these final phases as well as updating of the dictionary.

11.3. Peking

By 1958 the Linguistic Research Institute of the Chinese

Academy of Sciences in Peking has already established a system

for the translation of Russian to Chinese. Although the present

survey is concerned with work done in the mechanical translation

of Chinese as the source language whereas the work in Peking has

Chinese as the target language, the fact that mechanization invol-

ving Chinese is involved should not be ignored. Their initial

investigations took the approach of analysing both languages in-

dependently and then attempting translation based on the results

of such analysis. They later (1961) changed their approach to

that of emphasizing the contrastive analysis aspects even during

initial

,Russian to Chinese, many more surface morphological aspects of

the source language were available

analysis. It should be noted that since their work was

as compared to translation of

Chinese to:English in which information. on grammatical categories

such as plurality, person, noun-verb distinctions, tense aspect-

mood sYsteMs, for example, are not well-marked bY surface mor-

phology and cause many,difficulties'in the initial phase of con-

trastive :analysis.



III. Grammatical Considerations in MT

111.1. Linguistic Analysis and MT

Research into experimental MT must be based on a well

defined framework of linguistic analysis. The results that have

been achieved thus far and the results that can be expected are

predictably circumscribed by the particular framework chosen.

Moreover, such results are also evidence of the range of limita-

,tions and usefulness inherent in the particular theoretical

framework. There are important differences between the goals of

research in linguistic theory and the goals of research

imental MT. Although theoretical research is concerned

in exper-

with

totality of linguistic competence, actual instances of such

research activities usually focus on .particular aspects of this

totality. The general approach is that of deduction. Thus, for

the

example, a proposed

in general does

of the verbs in the

explanation for complementation in a

not exhaustively take into

language. Furthermore, in

language

consideration all

practice, the

rules proposed are never exhaustively crosschecked against others

in the language. On the other hand research into experimental

MT and other activities in computational linguistics must be

constantly concerned with the total range of exhaustive applica

tion of the results of the more theory-oriented research.

Thus inadequacies in the theory oriented'descriptions- are fre-
-

quently and constantly unearthed by the more exhaustive concerns

of coMputationalslingUistics and MT. This underlines the fact



that research in MT, not only in theory but also in practice, is

concerned with the totality of the descriptive adequacy of the

grammar.

FUndamental to all linguistic activities and all other

scientific activities is the concern for the basic units in the

system. In the case of grammar these units will be the gramma-

tical categories. Grammatical concepts, in the sense of Boas

and Sapir, are manifested in the surface structures of sentences

in a language and different languages will have different mani-

festations of such grammatical concepts. Furthermore, semanti-

cally corresponding sentences in different langtages may utilize

different grammatical concepts and categories, which are realized

differently. Numerous scholars have attempted to discuss and

outline the nature and range of grammatidal concepts. As an

example, we may quote Sapirts analysis of 'The farmer kills the

duckling."

I. Concrete Concept:

1. First subject of discourse: farmer

2. Second subject of discourse: duckling

3. Activity: kill

----analyzable into:

1 See, for example, Boas, Franz. 1970.. Introduction tO the
Handbook of AMerican Indian Languages. (Ed.) Preston Ircilrea:
Uniyersity of-NebraskiiFFEls,%Lincoln; Sapir, -Edward.. 1921.
Lanamge: An Introduction to the ST.;:y of, Speech., Harcourt,
Brace, NesrTork; Jesperson;-0TE6. 4.The Philogophy of. Modern
Grammar., New York; Tesniere, Lucien. 19577:Elements de7WEEEkii.
Structurale. Paris., [14]; 'and .Jakobsonk:Roman. 1957."Boas
view of grammatical meaning," in Ameridan AnthroPologist 61V5,
p::144.



A. Radical concepts:

1. Verb:

Noun:

(to) farm

duck

Verb: kill

Derivational Concepts:

1. Agentive: expresses by suffix -er

Diminutive: expressed by suffix -ling

II.. Relational Concepts:

Reference:

1. Definiteness of reference to firsi subject of

discourse: expressed-by first the, which

has preposed position.

Frf

2. Definiteness of reference to second sUbject

of discoUrse: expressed by second the which

has preposed position.

Modality:

3. Declarative: _expressed. by sequence of "sub-

ject" plus verb; and implied by suffixed -

Personal relatiOns:

4. Subjectivity of farmer: expressed by posi-

tion of farmer before kills; and.by suffixed

Objectivity of duckling: expressed by posi-

tion of duckling after kills

:N4mber:

6: Singularity of first subject of discOurse?

9
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Time:

8. Present: expressed by lack of preterit suffix

in verb; and by suffixed

In this short sentence of five words there are ex-
pressed, therefore, thirteen distinct concepts, of
which three are radical and concrete, two derivational,
and eight relational....

Our analysis may seem a little belabored, but only
because we are so accustomed to our own well-worn
grooves of expression that they have come to be felt
as inevitable. Yet destructive analysis of the famil-
iar is the only method of approach to an understanding
of fundamentally different modes of expression....

A cursory examination of other languages, near and
far, would soon show that some or all of the thirteen
concepts that our sentence happens to embody may not
anly be expressed in different form but that they may
be differently grouped among themselves; that some
among them may be dispensed with; and the other concepts,
not considered worth expressing in English idiom, may be
treated as absolutely indispensable to the intelligible
rendering of the proposition....

In the Chinese sentence "Man kill duck" which may
be looked upon as the practical equivalent of "The
man kills the duck," there is by no means present
for the Chinese consciousness that childish, halting,
empty feeling which we experience in the English
translation. The three concrete concepts -- two ob-
jects and an action -- are each directly expressed
by a monosyllabic word which is at the same time a
radical element, the two related concepts -- "subject"
and "object" -- are expressed solely by the position
of the concrete words before and after the word of
action. And that is all. Definiteness or indefinite-
ness of reference, number, personality as an inherent
aspect of the verb, not to speak of gender -- all
these are given no expression in the Chinese sentence,
which, for all that, is a perfectly adequate communi-
cation -- provided, of course, there is that context,
that background of mutual understanding that is

expressed by lack pf,.plural suffix in farmer;

and by suffix -s in following verb

Singularity of second subject of discourse:

expressed by lack of plural suffix in duck-

ling

10



essential,t0 the complete intelligibility of all
speech. Nor,does this qualification impair.:0:u.r:
argument, for in the EngliSh Sentence too we leave
unexpressed a large,:number of ideas: which are, either
taken for granted:Or which haVe been deVelOped or
are about to be:developed iriHte,cOurseOfthe con-
versation... (Language p. 88ff)

On the basis of Sapir's analysis one cannot fail to de-

duce that perhaps it would be easier to translate from English

into Chinese than from Chinese into English. We have already

mentioned the research activities in MT at Peking University.

It was found that at the level of morphology it is definitely

simpler going from Russian to Chinese than in the reverse direc-

tion. The subsequent deduction A.s that the same holds true for

English and Chinese MT. This would mean that for the

English output of Chinese to English MT system we would have to

devote some efforts toward establishing categories that may be

absent in the source language. In the present framework of

discussion it would seem that the mechanics of translation may

vary under the first approach (pairwise approach). on the one

extreme, it could be a word-to-word translation which is quite

f'imilar to expressing a message content in the target language

using the inventory of grammatinal concepts of the cource langu-

age. Abundant examples of this could be found in the early

attempts at experimental machine translation (such as the projects

at the University of Washington and Georgetown University).

Under the second approach (many language approach), on the other

extreme, it would involve several steps: (l) establishing the

universal set of grammatical categories (some scholars have



associated this with an [intermediate] universal language),
2) establishing the correspondences between the source language

and this universal set (or translating into the intermediate
language -- attempts at translating natural language into first
order predicate calculus may be seen as one attempt in this
direction), and (3) establishing the correspondences between thi
intermediate language and the target language. This will ensuri
that no grammatical information may be missing and will also
facilitate n-tuple interlingual translations. We are not aware

of there having been serious and persistent attempts with this
ap-proach in mind, beyond the theoretical level.

We can bring our discussion to a more concrete level
with reference to the following diagram:

Ltl Lt2 Ltn

Ls = source language
Lt = -target language

. = grainmatical concepts

Table 1: "Overt" grammatical catakosies in the surfacE
structi.TresiR=rce and? '4;arget languages



Under the first approach, only L
s

and Ltl are considered

and all features marked for L
s

(i.e., B, C, and E) are marked

for lAti regardless of whether they.are utilized in Ltl and

regardless of others which masvbe called into play in L In
tl.

the second approach, more than one target language may be con-

sidered and all features are marked regardless of their utility

in the languages concerned. For example, even though T4 may not

be called for in any of the languages concerned yet it is marked

for all the languages concerned.

In an approach to MT that is guided by a practical

cern for immediate results, it is necessary to pursue an inter-

medlite course by attempting to analyze L in the parsing pro-
s

gram with a set of grammatical feature6 (codes) that

of the set of grammatical features 'in Chinese and English. For

example, plurality;- which is generally not overtly expressed in

Chineselis recognized, while nominal classifiers, which are

generally not overtly expressed for non-mass nouns in English,

are also recognized. Consider another exaMple based-on the diS-

tinction between partitive and.non-partitive genitive2 in the

two languages under study. The underlyingstructure for parti-

tive genitive is vastly different from

For example, in the following SentenceS

non-partitiVe genitive.

2 This is" sometimes knoWri as subjedtivegenitive and .objective
genitive in the discussion of Sanskrit,and the:other".languages.-.
Subjective genitive is where the noun.in. the, genitive, case-:is
the subject of the underlying sentence, whereas _the- Object:'of the
underlking sentence genitive
objective grammar.



(1) The love of G d (partitive genitive)

(2) The fear of God (non-partitive genitive)

(1) is derivable from "God loves X" (K,-- unspecified object)

where God is the subject, and in fact we can obtain

-(3) 'the love of God for X (men)-.

(1) is further related structurally to .--

(4.). GOdIS.1OVe-(for Men).

On the other hand, (2) is derived from a very different source:

"X fears God", where God is the Object and where the subject is

unspecified. There is no comparable case for (3):

(5)
* The fear of God for X

Instead, it is possible to derive (through nominalization

after passivization):

(6) The fear of God by X.

The underlying structure for the non-partitive genitive

not allow still other derivations:,

(7) *God s fear for X

and (8) *God's fear by X.3

In the case of Chinese there are no non-partitive geni-

tives. The equivalent of (1) is

(2) does

3-If we would return.to, examine (1) again, dt Will be found that
(1) is in fact ambiguous, for laod may also be -t;he'object of the
underlying sentence: "X loves-76d", which parallels (2).

14



gt

Shende-ai

God DE love

The non partitive genitive must be expressed as a full clause.

Thus the Chinese equivalent for (2) would be:

(2 ) gi iN

Ren dui shen de jupa "The fear men have

differende between

the hominalizationAprocedures bf the two:languages. They fUrther

point to the fact that two different Chinese

mapped into one kindof Surface structure in English. The fact

struCtures are

in English but not (7) and:0) has nO

bearing on interlingual considerations for Chinese to English

translation, even though it is most significant for reverse

considerations.

The central theoretical problem here 1.s, of course,-

2-elated to the question of whether We can exhaustively enumerate

all.Such concepts, which is in-:turnlinked to qUestionS such as

whether Meaning can. be.discretely :quantized. At :preseht: lin-

gui-stitheoryandStUdies in COntrastiVe:syntaxhaVe nOt been

able :to offer us all the necessary'insights into langtage. 'I

fact, because of reasons such-as this, many eminent scholars

have shunned and disparaged machine translation. Others

15
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underestimating the unSolved problems and basing-their hoes on

extensive pre- and post-editing;made unreasonable Claims With

respect to their abilitieS to provide good translations without

linguistic manipulations resultingHfroM serious contraptive:
4studies. Y. R. Chao, when Speaking:on translation ,-has. fre-

quently quoted three requirementspet up for translation by a

noted Chinete translatOr, Yen Fu. They are fidelity; fluency;

And elegande. He haS quite convincingly shown that it iS not

-61ways possible to fulfill-all:three requirements with a:.hUman

translator, let alonewith 4 Machine,:If'we'::10Wer:oUrexpecta7

tiOns5 and firstconcentrate on:the Aproblematic,area0of,the

:fidelity requirement, we mayfind. ourselVes able to garner a

reCentfruitoftechnology the coMputer, and harnessit,intO

performing some. siMple tasks quickly for
. .

we may be able to ',shed some light on

commUnicationsystem called language.

US. At the same time,

VieWed

f the human

in such a perspec-

tive, if a machine can render a Chinese Man kill duck into an

English 'man kill duck' which we can and more, the practical

utility and not fUtility of

Tr-Elee Y.R. Chao.
University Press
lectmre given at

this line of human endeavor is

.1,96.8.Janguage and SymbollbSystem. CaMbridge'
and Yal.Chao.T5.69. '''On,TraETTEtionn, a-taped'
UC BerkeIey;CaIlfOrnia.

5. A ,

.

It.is inteesting,to-JiOte the recent opinion:of an earlyeoppo7
nentpOT MT: "MT- researChShould restriCt4004 41.111Y .914.#19#9-',
totne'deVeiOtiMent Of-langUagedePendent7Strategies and-f011oW
tWgeneral linguisticresearCh onlyto_ Such a .degree,as is .

ne'cestary without-losing-oneself in utopian hopes.' Y. Bar-Hillel
1970. "PoSition:Paper on MT in 1970' Texas Symposium on.
.laChine Translation.,



already 4emonStrated.

In the past fifteen years the approachitO the study of

language has been very mUCh;r0Volutionized,and at the,same time

much more rigorous framewOrkhaS bpen introduCedloy transfor7

mation theory with new and:fruitful. resultS4 Tile:universal dis-

tinCtion-l)f deep and sUrface structures hasOffered new insight's

intO the IgeneralstrUcturef:of language, ReCent wOrk In lingUis,-
6tics ,has raise&anew .the queOtion of translation. SPecial,

4ttS in thearea Of second language acquisitiOnhaye nOt laid

tO'rest theontroV7ersy concern1ng:whether mastery, of 0.secOnd'

langUage requires.tne,same process Of progression as 1s requiredH

in first language acquisition and whether a second langUage can

be "completely learned" 1.e., whether the gramtilarof the' second:
,,

langUagp will be exactly identiCal to.one that another,yerson

Hhas as the fir.st language. Related (10,,.Stions canipe PPPO aP tP

'the translation coMpetenpe of the.huMan interpreter. ,COnSider

the followingoihich is aHsibplified representation of:the ltm-

guistic process of translation.

= Source Language

= Target Language--

SS ='Surface_StruCtUre

See Catford, J. D. 1969. A Linguistic Theory of Translation.
Oxford University Press, London.

Nida, Eugene. 1964. Toward a Science of Translating.
Lieden, E. J. Brill.



Decoding of a linguistic message implies the linguistic

tence to'relate SS (Surface Structure) and the DS (Deep Struc-

ture ). The encoding of message 'and the generation of sentences

implies the competence to do the reverse. In fact linguistic

competence may be defined as the ability to relate the two

levels of structures in both directions. For the monolingual

speaker, his linguistic activities will be altogether confined

to a single language. In the case of a translator he has to

decode the message (parsing) in the source language (Ls),

.subject the struCtUral inforMationtOlnterlingUal'proceSsing,

and them.reCOde :it (generation) in the target langUiige (L04'

It is notClear tc:ylinguistt at present whether the tranSlator

:bas to retrieVe all the &trUctural information at: the:level of

i)s before completing:the "(pop for translation.; :There is, hoW,-

ever an iMportant distinction between a monolingUaL.speaker

And a translatOr. .The message originate& in the monolingual'.

speaker and is intimately tied'to 'DS, whereas, on the.other

hand, 'the'message does not originate in the tranilator,

case of a monolingual 'speaker-paraphrasing his'own. or 'anOther:



peraWssettencesl,there is noa. priori-reasontothink that

the amountyofinforMation.processing reaches intOlthe deepest

levelof DS.: It .seems therefOreconcei:vablethat the- linguis.r

tic competence of the bilingual translator' could include a cer-

tain-13154y of information pertinent to the contrastive differences

Of the sourceand the:targetlanguagep, Thit bOdy:ofHinfOrma

tion by no means makes it: altogether unneceSsartoretort :to

analys10,at 4:higher leVel in DS., :for it cOUld be: frequently,

observed,.that:tranSlators do hesitateand pausa.,:and,In fact,

at times,.hava to paraphrase.. If this is true it would mean that

there are-IntermediateStructures (IS) which proviO. a direct

.input into the interlinguaI cOmponent. Individual inPut sen-

tences could have Intermediate Structures that represent differ-

ent leVels

,nature

of completion in parsing.

While the conception of IS is quite clear, the exact

of IS in an actUal context.of translation.:between any

pair of L and Lt still awaits further research in contrastive

StudiesOf the source and target languages. has,beenOne

of the primary ConcernsHof the Berkeley project:.,

,III 2. Grammars and Algorithms

The.efficiency with which we, can harness the
,

in MT is directly dependent on the set or sets of

computer

algOrithms

presented to,the machine.for,implementation. 'In a most

way, we can Understand the irrgrammar of a l4nguage to b that

general



set of algOrithms Which describes that language Most efficiently

We shall, further', restrict our understanding of the term "gram-

mar" to apply to thesyntaX.of the language only. The grammar

then' is the set Of algorithMS or rules which define the syntac-

tic structure of.a language. .(It should be.noted-at this point

thatthe termt 'grammar" and "language are not necessarily

restricted' to our COncePt.of natural.language;) They are

equally .applicable 'to artificial languages, the languages of

algebraic lingUistics(conteXt-free and context-sensitive

langUage families), as' well as the languages' derived from predi-

cate calculut

Recent linguistic theory looks_upon natural lans-uage

'a.s.116.ving the three cOmPonentt: phonology, pyntaxand:semanticE

The latter, tWoare the mott relevantto Our Work in MT- .The

ychoice Of eOnCentratingHour attention on tyntax does-nOt Mean

that the temant166 of'the langUage is' ignOred.

this is in:fact an impossibility.: ,The COnCentration on:.syntactf

is only a reflection of the ttate ofthe art in language::.-

:theOrY.'"11.ecent work by linguittp has thoWn an increasing

:blurring of tha linebetween syntaX and semantio.s as evidenced

,by,the works :of many others-.': It PeeMS.therefOre:thatas .16Tork

in MTprogrestes, more and more attention will be,thared betweei

syntax and semantics.. However, tince the vigorous study of
. .

.

semantics'coupled:to a syntactic framework_is. still in the

developing stage, an attempt ,to implement the former effoirt in

20 .



MT work,cauld also only advance in halting steps.

Syntactic study, on the other hand, hos already provided

manY theoretical and practical results which are amenable to

ComputatiOnal impleMehtatioh., We sha:11 single Oult one SPecific

theoretical treatment,sinCe this has'generated the greatest

amount of work in the application to both artificial and to

natural .languages. , It is.also;directly relevant to,our present

work.in MT. We.refer ta,the theory of Contextfree (CF) lan-

guages.

There is no doubt that CF languages are abundantly use-

ful in computer work, since it has been shown that programming

languages such as ALGOL and FORTRAN are in fact versions of CF

languages.7 In the area of natural language description,vast

amounts of traditional grammatical work on syntactic structure,

in fact, turned out to assume some form of CF framework.8 There-

fore, although inadequacies in basing the total grammatical

description of a natural language on the CF framework have always

been noted, its capability as a vehicle in describing a large

7 Ginsburg, S. and H. G. Rice. 1962. "Two families of languages
related to.ALGOL,"'inJACM 9:3, 350,-371.'

8 Postal, Paul. 1964. 'Constituent StruCtUre: A StudYI:of ,

Contemporary Models of Syntactic Description. IiidrEEE'aiivarsity
Research CentWF-7197-517W7 Polklore and Linguistics.
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portion of the strUctUre-of,a naturaL.language has'neVer been

denied. It has, moreover,IPPPn Shown*that CF languages are

equivalent to push7.downautomata the latter being' One Of the

basic theoretical 9oncepts which COmPuter'..sCientiatshave, iMple-

mented for the efficient manipulation of data structures within

the Computer.:

A Major consideratiOn.in deciding' on the'form of grammar

to use in MT is the.ease of implementatiOn.-. :Because of 'the

affinity of programming languages. to CF 'type based languages, '.

the implementation of a grammar of a-natural language based on.

the CF model is extremely attractive.

However, it has already been mentioned that the CF, or,

rather, phrase-structure grammar framework has many inadequacies

in its ability to handle natural language. As early as 1956, in

his °Three Models for the Description of Language",9 Chomsky had

already pointed out some of these inadequacies. Among them was

the fact that discontinous constituents, which are so much a

part of natural language, could not be handled by phrase-struc-

ture grammars. A set of transformations was added to this

grammar in order to adequately account for these inadequacies.

There have been some extensions, but still within the CF

framework, within MT to suitably account for such disContinuities,

9,Chomsky, Nowm. 1956. "Three Models for the Description of
Language, IRE Transaction On Information Theory Vol. IT-2,
Proceedings on the Symposium on InformatiOR-TEWry. September.

22
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such as in the work of Yngve.1.9

The literature on the inadequaCies of uping a pure CF

graMmar fOr naturarlangUage detcription.:istpo well knoWn and

extensitre, and.'We .shail not pUrtue:this subject-in.detall:herei.

Be that as It may, this does hobt mean that-work:-in: Machine trans7

latiOnmupt stop and:Await the cOMplete and satisfaCtOry solu-

'tion Of all thetheOretical:probletht irlingUittics It thould:

be rioted that:thete lingUittic'ispUep-pertain tothe genbralHand

UpiVersaIApropertiet ofAaatUral. languagea., 'TheL-lessthan dom=-

Itte'ly.01)ebtad4lat achleVeMentt,pf.-earlier atteMptp- at MT

aimed at:obtaining solutions to very general problems o

Or at Obtaining ad hoC tolutiOns

.langtagei

thatspecific problems

could not stand up to exhaustive application. Past experience

indicated that aMore restricted gOalHin MT, takingthe

state of the art of various related disciplines into considera-

tion, will give a better picture of the work on MT. Bar-Hillel

stated that "for high-quality MT it is now generally

recognized that reliance" on the-best available linguistic theo-

rles is a necessary but by no means sufficient condition,"

modern linguistic theories do pot treat

adequately the pragmatical [our eMphasis] aspects of comniunica-

tion haturarlangUages. n11 He has redefined "high quality"

10 Yngve, Victor. 1960. "A Model and an Hypothesis for Language
Structure," in Proceedings of the American Philosophical Society
Vol. 104, #5-
11 Bar-dillel. 22. cit., p 1.
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as a relative term which must take into account the user and the

situation. In other words, it 'is "not inconceivable that a

translation program with an output unsatisfactory for a certain

user under given conditions might turn out to be more satis-

factory if the conditions are changed.". Lowering the aim of

MT from research on "normalization,: canonization or other types

of regimentation" to more "language-dependent" strategies has

helped to clarify the issues of MT and Made it possible for MT

workers to :attack this problem afresh. In .the final analysts

the human user in a particular area also is the -"first sand final

judge", and if he Is willing to .trade quality for speed to a cer-

tain degree, then MT shas accomplished its task for that user.

3 at



IV. Aspects of Berkeley Grammar II

The grammar at present comprises approximately 2100 ruleE

of the context-free phrase structure type. The majority of thesE

rules are of the form

or

A B + C

A D

Only a few rules are ternary or quaternary branching. The

following sections report on the work in grammatical ahalysis

during the contractual period. The main emphasis in this area

has been the refinement and extension of the grammar. The resul-

tent rules reflect a continual process of revision and testing

on samples of running text, in particular in the subject area of

nuclear physics.

IV.l. Scope of Research

IV.l.l. Ambiguities

One of the significant areas of work is thepruning of

albiguities. On account of the style of individual authors,

written sentence could produce both relevant and irrelevantlas

well as spurious ambiguities. The rules of the gradmar should

preserve and indicate in the final analysis the legitimate ambi-

SMities of each sentence. However, consistent attention has



been given to the 'elimination ofspuriousambigUities produced

as A result of incOnsistendy in thegraOmar rules or inadequat

assignment' of grammar codes in the.:dictionary. An example of

such aMbiguities arising asthe result of CarefUl analysis can

be seen in the fd4owing sentence:.

EMAO AMAV
meiguo wull xUehul liaojie tuoqing

AMeriCa(n) physics SOciety undergtand liehydrOgenate(d)

MUMMTMTITgtt
qiti yingyong de kenengxing

-gAs(es) application(S) pE possibility

(1) "The American Phydidal Society' UnderStandg the pc

sibilities for appliCatiOn of dehydrogenated gasesY1 or

(2) "The possibility that the American Physical Socii

understands the applications of dehydrogenated gases . .11

Aga tLm Istt:r Ma tMXIM
meiguo wull xuehuile jietuo qingqiti

America(n) physics has learned extricate(d) hydrogeng



145Agat-534Mlir

yingyOng delceriengking-

application(s) DE_possibiIity ( ies)

may 'be translated as either:

(1) "ThepossibiIity that AMerican physics has learned

the application of extricated,hydrogen:gases .orft

(2) "American physics has learned'the possibilities for

America(n) physics vcEll understand dehydrogenate(d)

AttlinfiltfUlttt

qiti yingyong de.kenengxing

'gas(es).application(s) DE possibility( ies)

may be either:

(1) 'ThepOssibility that American:physics:will under-

stand the applications..Of dehydrogenated gases ..." or

[emphatic]: understand

poisibilities:for application of dehydrogenated gases."



TV.l.2. Complex sentences

Recent statistics on the parsing percentage ability of

the grammar has shown that close to 90% of strings consisting

of 20 to 25 characters in length are successfUlly parsed to some

higher node such as sentence, clause, noun phrase, or verb phrase.

Although relevant sentence length statistics are not generally

available, statistics of such a nature would require the accumu-

lated results of a large quantity of machine-processed texts.

Determination of sublengths of complex sentences also involves

developing syntactic criteria for such segmentations. The Project

is accumulating such data as each run is processed. Our corpus

.indicated that sentences beyond

in nature

this

that is, longer strings

length are largely complex,

C4" charaCters are usually

sentences which are either coordinate or

or which contain several levels of embedding.

subordinate in structure

Among the complex structures that haVe reCeiVed the most

attention were the.sentences with complements,and coordinate

conjoined- structures. . Various -nOminalizationphenomena have also

required a great deaI of study.

Complementation

Revision of a section of the dictionary concerning entries

listed with the grammar code VS (verbs taking sentences as their

object) brought to the surface the problem of accounting for

complement structure in Chinese. The VS category.proper is the



is the set of verbs,whichtake On Complements,-e.g.,

Congdon Lorenz prove

mun tit ftv-Nam4 ra ftt tei mu EL 4 138

survival of heterologous

marrow and irradiation

dosage are related.

The structure Aesignated by IND is the sentential complement of

'4heverb zheng, ming Etipm- 'prove'. This IND itself is a full-

blown sentence. At a minimum a rule linking the VS and its com-

,plement is required in the: gramMar(withATI3 indicating this to

13e a prediCate):

However, -t4ereHaxe verbs whiChare not;eXclusivelyN'Sbut which

.:May':Also take sentential complements i.e., they also act as if



they are transitive verbs followed by an object noun phrase

(rather than sentential object). Other complementizers which

require such specific information to be supplied by each lexical

entry are also entered into the dictionary, e.g., 'for', 'to',

'whether', 'V's -ingl, etc. Another related problem came to

our attention during our investigation of the properties of the

VS verb category. The following sentence illustrates the case

In point:
Sentence 1

Sentence 2

complement

g

(subject) VS

E wg

g
to

cH
o-1

1 2

.0
4.1

0
0
kII
cd

to00
P4

30



The verb 'verify' (zheng shi ) at the end of the

sentence belongs to the VS category. As such, our rules require

that this verb be followed by a complement sentence which does

not occur in our example,because of the passiVe construction.

In other words4 our rules involVing VS 'require the following

structure (each IND indicates a type of clause structure):

Noun Phrase
(SUbjeCt)

VI3

VS

(Complement

whereas our present example has the following structure

(Complement

Subject
Noun:Phrase

31.

4 CPA

VS



Comparing the two tree schemes we note that our sample
sentence represents a transposition of an entire complement strin
to the left of the subject noun phrase. Such being the case, we
would have to complicate the description of the properties of VS
verbs. However, as comparison of the two trees clearly implies,
we should be able to preserve the property. of VS verbs as verbs
followed by complements by applying a string transformation of
ruD2 (in (b)) to the right of the VS before the parsing rules
apply. We thus arrive at the tree in (a).

This method of making use of string transformations
before the actual parsing routine is called into play will be a
powerful step forward in improving the present SAS system.

Nominalizations

The linguistic literature is replete with studies con-
cerning nominalization'in Chinese, in particular where an expli-
cit nominalizer DE is present within the construction. This
problem has also been dealt with continually in our Project. The
present system of rules and the SAS can deal.with explicit DE
nominalization quite satisfactorily. :However, as will often be
the case when the surface string is the primary input, a construc-
tion which is nominalized but which contains no explicit DE will
caUse problems in analysis. Here we are often:dealing with
stylistic variants of.the-sane noMinalized construction.

The author of a particular text may quite.possibly use



DE in a nominalizing construction in one sentence, and then in

the following sentence drop this DE in the same nominalized con-

struction; or even use DE alternately when several nouns occur

in sequence as modifiers of the rightmost noun, e.g.,

JO N
te9

radioactive chemical spray DE. method

(b ) Th

radioactive chemical DE spray method

41 it n frv 71

radioactive chemical DE spray DE method

It is in fact possible to have:the following equivalent nominal

where a DE morpheme is inserted" between every pair of possible

constituents.

(d) a At tt Aira imi;fi 154j tk

radioactive'DE chemical DE spray DE method

_Our present grammar is able to adequately parse construc-

tion (d) when all the DE morphemes:appear explicitly in the text.

However, when the Optional use cf DE, as in the above .exaMples

is endountered, our grammar,would still exhibit aMbiglious parsings.

It Would appear that where sUch stylistic usage Occurs, a probs.--

blistic decision has to be made in:solvingHthe.ambiguities. As

(:)Iir corpus of'texts increases we plan to 2aunch,astatistical,

investigaion regarding the percentage's of insertion and deletion



of DE in such conrtructions.

Not enough is knowry in the present state of Chinese lin-

guistic studies about the structure of nominal compounds, espe-

cially in terms of the transformational derivation of such com-

pounds froM more basicstructUres. NominaliZations in English

have received moredetaile&attention in recent literature [Lees

(1960; 1970); Zeno Vendler (1967); .Ciomsky (1970); Chapin (1957)].

Examples of Chinese nominals which require information regarding

"inalienable" are encountered in the AGG (time or locative) type

rules where the 'left' and 'right' parts of a compound are split

by either a time or locative phrase:

14:1 IMUT ;it ta
Zhongguo jin shi nian lai jidan hen da

In such examples topicalization and/or lexical hierarchial fea-

ture relations come into play. (A very interesting study of this

problem is found In Bever & Rosenbaum, Readings in English Trans-

formational Grammar, 1970 pp. 3-19).

rv..5., Numerals

In our:present corpus of physics text we have come across

quite a nUmber of cases where the rterice ci3uld not be parsed

due tO the inadeqUacyOf,rules for handling numerals.

only fated with:the-task of recognizing Arabiq numerals as part-

icular constitUent0,:but,the Chinese Systtitm, of:numerals is also

We are not



a problem area. There are two cases that we can consider.

(1) Values of Chinese and Arabic numerals having one-to-

one correspondence, e.g.,

Chinese

0
yi lin er ling

E.:ooaAal
san ling ling wu basi

Arabic

1620

300 584

(2) Values of Chinese and Arabic numerals not in one-to-

one correspondence.

Chinese Arabic

1,620

or "one thousand six
hundred and twenty"

yi qian liu bai er shi

+ + 300,584

san shi wan ling wa bai ba shi si or "three hundred thou-
sand five,hundred and
eighty-four."

Our present grammar rules are able to handle case (1) a rather

straightforward manner, i.e., as one-to-one-translations. How-

ever our present rules for parsing such strings actually involve
. -

ambiguities in interpretation. Observe that in English for the
. ,

string "1620" we can have either



(b) "one:thoUsand six hundred and twenty"
;

Our rules recognize the (a) interpretations but would .

not be able to give an interpretation of the 1.ralue" of .(b).

e have.now revised the rules for.parding niOderals

was foUnd that a,:cOnsiderable number Of rules involved-only the

numeral 1, whereas all other rules of a similar nature involved

numerals from 2,upward. The result was that many rules were

"duplicated" In this kind of nUmeral partition. Apparently the

logic for the necessity of these two sets of'rules came'from the

fact that information regarding'singular and plural: was to be

captured. Rules with Ill. will carry information for singul

number and those greater than 1 for.plural huMber.

Nowever, from thesystematic_point

tion'("duplication") of SUChErUlesTdOeu, not seem well totiyated.

Such number agreement-information should,be proitided elsewhere.

OnlyOne,set of rules for nUmerals should be .preSent-4.n order tO'

reflect the faCt that'systematic_generaliZatiOnshOuld be'and

is posSible'in'the SyntaX-Analysis System.

f view the prolifera-

'In our 'case (2), translaticra of,Chinese numerals to the

dorrespOnding English values are much. morecomplex. Although

'both lanages use the decimal.system in expreSsing:units, the,

values -of:these units differ in the, higher values. Nakely, Units

36
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tens, hundreds and thousands are strictly equivalent, but 25

wan is 'ten thousand', Ot is'one hundred thousand'. English

lacks both. 'Million' in English is equivalent to 'one hundred

wan' in Chinese. This means some arithmetic has to be performed

in order to arrive at the correct output from Chinese to English.

The other problem is that if the occurrence of ling 1g

(some:that like the 'and' in English). The deletion or insertion

of ling in Chinese still needs fUrther study (Corsttus, 1970).

It had been suggested that phonetic phenomena may be involved.

But there is a possibility that syntactic-semantic criterion may

be available. In any case, In our project the i:roblem is not as

critical since we are not faced with generating this lexical

item, i.e., inserting it in the correct position. In any well-

fOrmed Chinese numeral string this entry will already be in the

correct place in the string. What is required is then a routine

that will recognize this.

IV.2, Revisions of Berkeley Grammar II

In the following sections, rules of the grammar are

discussed in detail regarding their function within the system.

These represent the more prominent sections in the rules where

more systematic revision andlor expansion have been undertaken.

XV.2.1. Grawar _Codes and Meanimis

Over and above empirical considerations, it is imperative

3T

46 ,



for a grammar such as that embodied in the present Syntax Anal-

ysis System to maintain semantically consistent interpretation of

each grammatically assigned grammar code. The purpose of this is

not merely to Insure systematic correlation between grammatical

form and meaning, but also to reduce, to a great extent, the bur-

den of meaning rules. With this conception of the organization

of grammar, it is for example, logically necessary to delete

rules such as the following:

A -2s VI2

A -4 VA

A -4 VI

A -4 VIN2

A -4 VIH2

A -4 VIA2

where A is an adverbial constituent and all the'V's are verbal

constituents The assumption here is that a grammar .should dis-

tinguish those grammatical elements which are adverbialfrom those

which are verbial. Some of the VA's (auxiliary verbs) in the clic

tionary can be interpreted as adverbial in their syntactic func-

tions, though the converse is not true.

IV.2.2. SVT and Subjectless Expressions

SVT is that grammacal corstituent which, by definition,

absorbs the subject as part of its undrrlying structure. The

38
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need to identify SVT as a grammatical constituent arises from

considerations of the structure of relative clauses in which the

subject and the verb form, at the surface structure level, a

single constituent in the surface structure. But consider-.tions

of other syntactic constructions suggest that we should delete

SVT or at least constrain it so that it has restricted applica-

bility, for instance, only within a relattve clause.

There are two sorts of constructions for which SVT cannot

be the correct structure. First, sentences in which the surface

object is deleted either because it is understood or because it

can be inferred from some preceding context. In either case,

the subject and the verb cannot first concatenate, to which the

deleted object would then be adjoined, as if it were an extrane-

ous element, i.e., this means we do not wish to obtain structurns

of the following type within a sentence:

Sentence

Subject Verb

39
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as opposed to:

Stibject

Sentence

Verb Object

In any event, rules which apply only to a constituent formed by

the concatenation of the subject and the verb have yet to be

demonstrated. Secondly, a grammar which allows for SVT would fail

to differentiate it from the passive construction, identified as

IND + BE - EN. On the surface level, the passive: much like

SVT, consists of a subject and a transitive verb. The difference

between the two lies solely in the fact that features associated

with the subject and the verb in the passive construction are

usually, though not always, Incompatible. Consequently, a con-

sistent differentiation of the passive from SVT requires a fairly

sophisticated system of feature marking. In short, SVT can't be

the appropriate constituent for the elements concatenated in

the following rules:

4o
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SVT NA5 + VH

SVT NA5 + VTHA3

SVT ) NA5 + VT3

SVT NB5 + VT3

SVT NF5 + VT3

SVT NH5 + VTHSS

SVT NH5 + VH

SVT NH5 + VTH3

SVT N115 + VT3

SVT NXS + VTSS .

W..2.3. Ill-formed *R rules

Delete

N f NDER*R

N NDEO*R

N NTEOS*R

NXS NDEOS*R

The *R operation is a binary operation which takes two grammatical

elements and reverses their surface order. These rules are simply

ill-formed and must be deleted.

IV.2.4. Problems Relating to the Lexeme DE

In previous work relating to this project, the treatment



of nominalizations involving the lexcial item DE has received

much attention (see, example, Ching-yi-Dougherty (1964)).

During the period of our contract, this problem has

received further investigation. It should be stated that con-

structions involving DE (overtly or covertly) constitute a very

complex syntactic and semantic problem in Chinese. If one also

includes the homophonic and often homographic use of DE, g
(telecode 1779) and DE te3 (telecode 4104) (the former having

the meaning "must", "possible", "should"), the problem is further

compounded. In fact, since we are processing printed text, the

7-.omgraphy problem is real, although for a specific area such as

scientific writing the likelihood of such occurrence is less.

In the above mentioned report, only those cases involving

a noun, verb, adjective, noun phrase, verb phrase or complete

clause followed by DE and modifying a following noun or noun

phrase was studied, i.e., cases where DE is a possessive or rela-

tive clause marker.

During the present contract period, the study of DE

.phrases was extended to sentence final DE and cases where. DE

is deleted. (See QPR 3, June 1969; QPR 5, October to December

1969; QPR 7, November 1970.)

IV.2.4.1. DE and the Problem of Plurality

There are also rules like the following:
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NDEOS*R > NXS + DE

NDESO*R NXS + DE

NDES VIS + DE p

Where the intended distinction, if any, between NDEOS*R and

NDESO*R fall to come through. Moreover, these Pules were also

misconceived. Once a noun (NXS) or VIS concatenates with a

DE, it is no longer necessary, in fact, incorrect, tc mark the

resulting constituent to carry a feature of plurality, for the

reason that the plurality of that constituent depends not on

the noun or VIS but only on the noun following the DE. Whether

the grammar is capable of recognizing the number of the following
,

noun is another problem. In (a), Aga (pen you tfriendl) must

be

(a) fa Al Ni 75. 10 4g Mi R4 A At B1 :k

Ta shi zhang shan her Li Si liang ren de peng you

He is Zhang-shan and Li-Si two person de friend

(b ) X Y ifil9

X gen y you xiang tung .de difang

X and y have similar place

marked as singular, for the subject is singular; in (b) xiang

,tung is VIX, but it can be either singular or plural, depending/

in part on the context.
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IV.2.4.2. The Scope of DE

Deciding the scope of DE is a difficult problem. In the

following rules

NDEP FNS + DE

NDEP FN2 + DE

NDEP NI< + DE

NDEP -4 NM2 + DE

NDEP -4 NR + DE

NDEP NRN + DE

NDEP NES + DE

Clause-final DE is not subject to the familiar *R operation, and

must be handled, possibly., by disambiguation procedures. But

elsewhere the scope of DE has indeterminacy. The above rules

imply that regardless of where the DE occurs in a sentence, its

scope is always associated with preceding nouns such as kinship

nouns, personal pronouns and foreign names, i.e., it is always

to be construed as a genitive marker. This, however, is false.

In a sentence such as

(a) igiTi13-17-1NPR
yu dao Zhang shan de qinqi

meet Zhang shan de relative

the scope of DE is either the entire clause, in which case (a)

means the relative(s) who met Zhang-san, or just Zhang-san,

11



rTnIMIVIltfillterremeg,

which is an NM, in which case (a) means issimpataly1 met the

relatives of Zhang-san. The same difficulty applies to VIQ + DE

in

(b) alaggnA
hen cong-ming de ren

VIQ

very bright de person

the constituent structure would be

NH2

/NN

NDEQ

and the *R operation cannot apply, since here DE is part of the

modifier phrase. But

(c) A CUD AtA

Kan qi lal hen ru6 de ren

It seems: very weak de peruon



cannot be assigned the same constituent structure. It would have

to look something like

DE takes on the scope or a full clause and the *R operations apply

as required. Until a way of completely identifying the appro-

priate scope of DE is forthcoming, these rules can only provide

approximations of the real structure.

In VIX -4 VK + NDER*R1 NDER*R is to the right of VK, the

linking verb, and DE is dominated by NDER*R. Formerly, the rule

was designed to handle clause-final DE. But, once again, the

rule can apply elsewhere and consequently loses much of its

force, since, as pointed out earlier, we do not yet know just

what the scope of DE should be in each of the sentences in which

it can occur. Similarly, we have to delete the rules:

NDEQ VIQ + DE

NDEG- AA2 + DE

NDEG THO AV? + pE .



These rules can be called into question on two counts. Built

Anto the rules is the false assumption that the scope of DE is

always associated with the immediately preceding element.

Secondly, adverbs, a priori, cannot occur with a DE and the

resulting constituent cannot be a noun phrase contrary to what

the last two rules indicate.

IV.2.5. Sentential Nouns

There is a class of nouns, here called sentential nouns,

Which can take full sentences as their arguments, e.g., proof,

theory, effect, 2.112021, etc.- It is importantto isolate and

identify this class of nouns and assignjlta distinct gramMar

code NBA since of ail the various classes of nouns established

in the grammar, only NBA: can opOUr in the syntactic envi:7onment

IND DE N. We also add the following rules:

NB5*R---DA*R+ NBA

'13A*R--.? IND + DE.

IV.2.6. Problems with Conjunction

One of the many problems connected with conjunction is,

Of course, the identification Of conjuncts assOciated with 'he

one conjunCtion:marker. This:has. not been dealt-with safisfac-

tOrily, partly becaUSe the cOnjuncts'cOuld otcur in different

points in a Single sentende separated by other material not

relevant to the Matter at hand, and partly because the conjuncts

476 t,7



may have fairly different surface s ructures. In the Tollowing:_

rules

VIA3 A + CV + VIA3

IND2 --> V2 + -CV + IND

VIHA3-4 A + CV + VIHA3

VIH3 --> A + CV + VIH3

VIH3-->AV2 + CV + VIH3

VI3-4 A + CV + VIY

VI3 -4A + CV + VI3

AV2 + CV + VIY,

inspection of the elements 6Onstitutive of the cOnjuncts indidates

that CV, which 'conjoins, two verb .phrates,- cannot-PosSibly con-

join such disparate materials as Al VIA3' and:IND. Work' is cur-

rently-being done On the grammatidal Structure of conjunction

in Chinese.

IV.2.7. Passive or, Pseudo-PassiVe Structures

The f011Owing 'rUle has tO deleted:

V.THG + VTH2 .

Since the features associated with NN5 and VTH2 are different,

and since the NN5 precedes the VT112, by convention they concate-

nate to become an IND + NN5 ls no.74;necessarily

an object noun phrase. There is at least one construction in

which the object noun phrase of the verb is preposed to the
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former case, the preposing of object noun phrases is limited to

indefinite nouns and our grammar has provisions for this type

of construction.

IV.2.8. Copular CT

Add

+ VICT

VI3--CT + 11I3

N-->N + VI3CT.

VI3CT is a verb phrase constructed from copular CT,

which is also a nominal clause introducer, equivalent in function

to the whether in English. Thus a noun co-occurring with VICT

can be either a regular IND or a noun phrase, hence the additions.

Note that concatenation of N with VI3CT is to be done at this

level, since we rule out expanding N into IND on the basis of

the following considerations:

(A) IND

N V when what we desire is IND V

IND

(B) VI3 IND2

V N when what we desire is V IND

IND
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TV.2.9. Attributive vs. Predicative Adjectives

Delete

NAS-->ITQS + NA2

+ NB2

NDS--:ITQS + Nre

NFS-H>WS + NF2

NHS-->ITIQH + NH2

NPS-VWS + NP2

NTS-->VQS + NT2

DPS--VWS + DE.

All symbols on the left side of the rule have been replaced by

their corresponding second level symbols, e.g.,

become

NAS--iVQS + NA2

NAS-->VQS + NA2

The existing grammar distinguishes attributive and pre-

dicative uses of adjectives (DJ and WI in the grammar) in ways

that are far too inadequate for interlingual conversion. Adjec-

tives in both grammatical functions are indisCriminately marked

as WW. Ideally, attributive adjectives and predicative adjec-

tives ought to be assigned distinct grammatical labels since

these two classes of words do not overlap. Within the confines

of the category 'VCIS, many can function In either role, which

5 0



would argue against giving distinct labels to the same lexical

morphemes in different syntactic positions. VQS takes plural

subjects when used as a predicative. As an attributive, the

constituent constructed from the attributive and noun is made,

incorrectly, obligatorily plural in the existing rules: NAS,

NBS, NDS, etc. This is mistaken, since information on the plur-

ality of the resultant noun phrases depend on this case not on

the attributive but on-the head noun. These rules would fail

generally In cases in which the verbs in question are not marked

to take plural subjects. There are only a handful of verbs-so

marked In CHIDIC and they do not pose any problem as far as we

can see.

IV.2.3.0. Plurality on Verbal Constituents

The vollowing rules have been deleted from our grammar:

VSS-4-AS + VS

VSSS-=>AT + VS

VIIHB3--S).AS + V11i3

VIAS3-1.AS + VIA3

V1HAS3->AS + V1HA3

V1INS3-->AS + V1N3

VIS3-*AS + VI3

VTHAS3-i->AS + VTHA3

VTBS-->AS + VTH3

VTS-7>AS + VT3

+ VIAS3

V1ASS--) AT + VQA

VIBASSH>AT + VIHAS3

V1HASS-H>AT + V1HA3

VIESS->AT + VIHS3

V1BSS---:AT + V1H3

V1HSS-H>AT + VQH

VINSS--->AT +

VISS-H>AT + VIS3

VISS-->AT + VIY

VISS-4AT + VI3

VISSTAT + VIT



VIASS-3PAT + VIA3

Rich proliferation of grammar codes arising from an attempt to

differentiate, on incorrect grounds, derived nodes from terrain:

nodes Is demonstrated nicely here as the grammar tries to accol

modate such adverbials as AT and AS. AS and AT ordinarily occi

with semantically (though not syntactically) plural noun phrasi

thus singular noun phrases would be2 by virtue of Incompatibi-

lity of features marked, uncombinable with VSS, VSSS, VIHS3, e-

In the present grammar, marking for plurality on a derived

verbal node is redundant, and the rules should thus be deleted.

IV.3. Additional Revisions for Grammar III

IV.3.l. Punctuation

In processing unedited text, a well-developed and sys-

tematic set of punctuation symbols generally contributes to

correct segmentation of a string into smaller parsable units.

In English and other major EUropean languages such a punctuatic

system is available. For example, the functions of a comma are

Well-defined and serve to disambiguate a particular string such

as the following:

(a) It is clear, however, much of this depends on

his ability....

(b) It is clear, however much of this depends on

.his ability....
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Other examples, such as the differentiation between relative and

appositive clauses:

(c) The man who owns that dog did not show up.

(d) The man, Who owns that dog, did not show up.

are too well-known to enumerate. Punctuation symbols such as

the comma and the period are graphic representations of certain

pauses in the spoken language, and serve to reduce aMbiguity.

Chinese text is less fortunate in not having as well-

defined a set of punctuation rules as English. This is a his-

torical problem since in the earlier, classical writings no

punctuation was used at all. The present system of punctuation

is used in the modern written language: a recent adaptation

from the Euxopean system. But since the structure of Chinese

sentences is quite different from that of, say, English, the

use of a borrowed system of punctuation takes on aspects of the

functions of both languages. Punctuation symbols under such

circumstances become less reliable as syntactic markers in the

Chinese text. There is the other aspect of the education of the

Chinese author involved. It is quite likely :that if his

research involves consulting a great deal of. English literature,

his tedhnical writing in Chinese will be in4uenced by English

punctuation.

ln an earlier version of our gramMar, commas were incor-

porated in the rules themselves. Two problems then frequently



affected the results of the parsing program:

(1) Parsing was blocked by a comma where the grammar

did not expect one, and

(2) Parsing was blocked by the absence of a comma

where the grammar demanded one.

In order to remedy these two problems, a new version.of

the grammar together with a new mode of operation of the system

were created so that the parsing system would be insensitive to

the presence or absence of commas. This has proved to be effec-

tive for sentences of shorter length (for example 30 or 40 charac-

ters long). However, for longer sentences which, under these

circumstances, would consist of several clauses, the presence of

commas at strategic positions within this long sentence would

certainly enhance the effectiveness of the parsing. It should

be noted that it is not unusual in the written texts to come

across strings of 150 characters or more in length before a perioc

is found. These are, in fact, complete paragraphs, within which

there occur many simpler clauses separated by commas'Which may

be construed as perfectly well-formed shorter sentences.

However, as was mentioned before, since individual

authors are not as consistent in their uses of commas as one

would wish, placing too much reliance on punctuation would only

bring us back full circle to the original problem. The interac-

tion of punctuation with sentence division within long strings is

one area in text processing in which a great deal more study is



necessary.

IV.3.2. Features

Linguistic planning of the features necessary to initi-

ate programming was begun near the end of the oontractual period.

A first step in extracting information from the grammar codes

and grammar rule configuration was completed shortly afterwards.

The complete reanalysis of the linguistic system will be a major

component of future work in this area.

During the latter half of this quarter considerable

effort by all members of the staff was devoted to formalizing

various approaches to implementing our SAS system using feature

matrices. The present system already contains ewiensive infor-

mation regarding the combinatorial properties of syntactic cate-

gories. This information is represented implicitly in the grammar

codes (both terminal and non-terminal). As a next effort in

improving the parsing ability of the system, more of this cate-

gorical and semantic information will be captured explicitly by

using feature matrices. When this task has been completely Im-

plemented, it is expected that the simplifications of our present

complex system of grammar codes will greatly facilitate internal

consistency in the overall system.

Consider, for example, the different noun (N) categories:

NA, NB, NZ, ND, NAS, NBS, NASS, NBSS, etc. The letters A., B, C,

D, S, etc., each represent a particular sub-categorization of the



category [A = animate, B = abstract, S = plural, etc.]. These

sub-categorlzations, whether syntactic, semantic or functional

In terms of our Implementation, are susceptible of representa-

tion by a computer word with bits turned on or off to represent

the presence or absence of these features.

The following table is an example of some of the recdd-

ing of the present grammar codes Into more generalized features

which can apply to both nouns and verbs.

Naturally, some of these would be redundant or even

Impossible. For example, one would hardly expect the occurrence

of [+HUman] with [-Animate]. As a matter of fact, the features

which are extractable from the grammar codes of the present

grammar were felt to be Inadequate In a full implementation of

features, and many refinements are necessary in working out a

viable feature system.
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IV.3.3. Lexical Disadbiguation

One of the most persistent problems in resolving aMbigu-

ous senses within a particular sentence is that of lexical ambi-

guity. The lexical item in question has the same grammar code

but has several equivalent English meanings. Since the same

grammar code is assigned, the rules of the grammar cannot dis-

tinguish the different usages. One possibility would be the

restriction of the gloss to only one meaning or restriction to

one field of knowledge, such as nuclear physics. This would

enable us to eliminate extraneous or irrelevant meanings, parti-

cularly where nouns are concerned. However, Where aMbiguity

arises, it more often than not involves 'function words', such

as Prepositions, adverbs, subordinating and coordinating conjunc-

tions. Very few aMbiguities arising from these could be accounted

for by restriction to a special subject matter since they are not

restricted to a special vocabulary. For example, in the phrase

anTmiyJait

women xia-miaa de bao-gao
-

our below DE report
_t

could mean either

(la) Our report which follows

(ib) Our report below

(lc) in our following report

(2) the report below (underneath) us.
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It is more likely, given the fact that 'wet is making the
report, that translations (1) are to be preferred. This_type of
information requires more sophisticated retrieval than can be
Implemented in our system in the immediate future. Besides this
type of information, it is also necessary to distinguish between
two very different senses of 'report'. In the first case 'report
is used primarily in an 'abstract' or 'non-physical' sense, and
secondarily in the concrete, physical sense. 'In the second case
the sense of 'report' is primarily physical, i.e., there is a
physical object existing as a report, for example in the form of
a set of documents.

Under these conditions the meaning and function of xiamian
TE must necessarily change depending on whether baogao gt*
ereport9 is abstract or concrete within that particular con-
text. Not only is it necessary to have some method of disambi-
guating this co-occurrence relation in the analysis of the

Chinese sentence; this InfOrmation will also affect the type of
transfer rules which are applicable, since, as is clearly seen

aJove, the resulting English output strings assume quite differ-
ent word ordering.

One initial approach to reducing such lexically specific
ambiguities would be to set up a table or list of frequently

occurring items which are subject to ambiguous analysis and to
assign priority indices to each according to specific environ-
ments. In order to achieve practical results these environment
checks should be restricted as far as possible to relations within
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a string or even optimally within its immediate neighborhood.

For example in

A. 3 0 gt tE 4Y

3 0 du zuo you

3 0 degrees approximately

m m UN M2

AA

NL

The lexical item zouyou has the grammar codes 1421 AA, NL. We .

wish to have only the grammar code MZ available for analysis

rather than allowing all three grammar codes to be passed on to

our parsing system. A check to the left of this item shows the.'

UN and MM grammar codes are present. The previously stored tab:

will indicate that .the grammar code. MZ ,for zuoyou would have thl

highest rank and therefore pass on MZ as the first alternative.

This approach in-effect makes use.,of information supplied by

the rules of the grammar even before the string enters the pars-

ing stage, thus filtering.out some of the less desirable conca-

tenations. Needless to say, there is no absolute guarantee the.-

the ambiguity will be eliminated when such a technique is imple-

mented. ona very general scale.. .It is:necessary that such,

devices be limited to very well substantiated cases (for examplt

based ondata,obtained from,concordances) and,that such tables

be:kept:reasonably.small to achieve_yractical results.



V. Lexicography

Although there is no denying the fact that the lexicon

or dictionary is one of the most vital components in any langu-

age processing system, the exact extent to which the dictionary

plays a role varies and will depend on the descriptive and analy-

tical machinery which can supply adequate descriptions for a

particular sentence in that language.

Only until more recent years has the problem of construc-

ting a dictionary compatible with the grammatical description

been given specific attention. Standard published dictionaries,

such as Webster's, are "too general". Unless the person is al-

ready familiar with the structure of the language and the culture

of its speakers, the dictionary does not enable him to arrive at

the correct analysis. Since present analysis by machine implies

and assumes inadequate or no "knowledge of the world" and only a

partially adequate knowledge of the language under analysis, the

standard dictionary must be supplemented with a great deal of

other pertinent data. For example, it is not sufficient to have

the information that a particular entry is a noun, or even an

abstract noun. Its relationship With the rest of the sentence

and the context is also pertinent data. In a sentence ft such as

The theorem ate bread

is necessary to have the information for the non-cooccurrenceit

of 'theorem with-theverb- -This-noncooccurrence can be



accounted for in terms of the incompatibility of a particular

feature of the noun (namely, [ abstractl) with the feature on

the verb (the latter requiring the [- abstract] or [ concrete]

feature). A consistent approach to treatment of lexical entries

using features has been presented In Chomsky [Aspects of the

Theory of Syntax, 19651.
1

Such a theoretical approach to construc-

f tion of a lexicon requires long study and only initial steps

have been taken. It also assumes that an adequate grammar is

also available to take advantage of this framework.

Another area facing the person attempting to construct a

dictionary is the problem of compounding and, more basically, the

morphological processes of word building. How much information

must the lexicon provide to enable the user of the dictionary to

recognize the morphological relationships? Is it to list all the

derivations fully? No hard and fast rules are available. They

must be decided on the particular application for which it is

designed.

The Berkeley dictionary is being built in a special area

-- nuclear physics. Although effort is concentrated on compiling

entries specifically in this field, it does not mean that other

1
Other more pertinent recent work are those by McCawley, J.D. 1968.
"Lexical Insertion." Papers of the 4th Regional Meeting, Chicago
Linguistic Society; Gruber, .favfery=1967. "Functions of the
Lexicon in Formal Descriptive Grammars," Technical Memorandum
TM-3770/000/00, System Development Corporation, Santa Monica,
Calif.; Lakoff, George. 1965. On the Nature of Syntactic Irregu-
larity. Cambridge, Mass., The CoMTUational 172boratory, Earn7Fia
University; and Binnick, Robert R. 1968. "On the Nature of the
'Lexical Item" Papers from 5th Regional Meetingp Chicago Linguis-
tic Society, (eds. Dade377F.-37, Bailey, C.-J. N., Davidson)
University of Chicago, Dept. of Linguistics.
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entries could be totally ignored since there is a common core of

technical scientific vocabulary which is also applicable to this

field. One of the problems facing a lexicographer is to decide

whether a certain item is a possible entry for nuclear physics

or to pass it up as not likely to occur in such texts. Without

an adequate number of machine-readable Chinese texts and vocabu-

lary count this situation will not be easily resolved. At pre-

sent, adequate data on such extensive proportions in regard to

the Chinese language is not available.

V.1. Role of the Dictionary (CHIDIC)

The various functions of the Berkeley dictionary may be

considered under the following 3 phases:

V.1.1. Look-up Phase

For any string submitted to the SAS, the dictionary must

be used to (a) correctly segment the string and (b) associate

the appropriate grammar codes with each segment, together with the

English gloss and the romanization.

Since the sentence is submitted as a string of unedited

telecodes the correct segmentations must depend on the existing

strings of the dictionary entries to provide the correct match

or matches. SAS makes use of the longest match approach in

order to facilitate look-up. A maximal string of 7 telecodes is

first tested against the input string. When no match is found,

a 6 telecode string is tried, and so on. In general, a string

of 7 telecodes forming a dictionary entry is relatively rare.;

Lengths of 2 and 3 telecodes are the most common. The time
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required for a successful search is therefore quite short using

this strategy. Longest match is most practical when we are deal-

ing with a specialized field. For example, contrast the differ-

ent results obtained by looking up the following 2 string pairs:

(a) it (b) Jc Ai

Ida bai shul vs da + [bai + shuj

(a9 *Oa (b0) A,
hit

[xiao bal shul xiao + [bai + shuj

Grammar code gloss

)t da VQ BIG

4,xiao VQ SMALL

bai (AA. IN VAIN)

VQ, WHITE

Ashu VA RAT or MOUSE

For the longest match the strings (a) would occur as one

entry in the dictionary, with the gloss 'white rat' and 'white

mouse' and the grammar code NA (noun, animate). For string (b),

the resulting look up (by separate telecodes) would be

(b) 'big white rat or mouse'

(b9 'small white rat or mouse'

VQ VQ NA

In fact, we get a wrong match for (b) and (b'). In order to

arrive at the cokrect (b) strings, it is necessary to have the

inforMation that da it and xiao /IN Must first be attached to shu



AX in order to obtain rat' for da shu jtA4 and 'mouse.' for xiao

shu Bai 0 then modifies these two entries. That is, the

correct English meaning could be obtained only if we have

+ j + bai + da + shu white + big + rat or mouse

+ bal + xiao + shu white + small + rat or mouse

not when we have

+fa+ fit da + bai + shu big + white + rat or mouse

4.+0 + xiao + bai + shu small + white + rat or mouse.

For such entries as those discussed above it is much more prac-

tical to forego the 'building-block/ approach and enter these

strings in the dictionary without trying to break them down into

their component parts. The 'longest-match' principle greatly

facilitates the handling Of a string which is equivalent to

something other than the sum of its parts, or of a string such

as da bai shu, the meaning of Which cannot be obtained by pro-

cessing its component parts in linear order.

V.1.2. Analysis and Parsing Phase

As soon as the possible correct segments within a string

are successfully found, the dictionary will also associate the

grammar code(s) for each segment so matched. The parsing pro-

Immn of the SAS makes use of this information in order to parse

the string. If eadh matdhed segment has more than one grammar

code (1Which is often quite likely), it is not always the case



s clepends on thethat multiple parsings would arise since till

grammar rules. For example, Vf5t yanjiu maY function either as

an abstract noun (NB) or as a transitive verb's-0'119 requiri-ng a

human or 'organizational' subject 4t4A hua xue may also serve as

an adjective (DU), as in

0553 1331 1015 0957 CHEmileAL GROUP

hua xue ji tuan

IL mt

Based upon these two examples, there are two elt ries for each

of the above strings in our lexicon. This prouces an informa-

rpetionstional basis whereby all possible choices o for each

string are available for sentence parsing. ow of the tasks

which is left to parsing and especially to tile grammar is the

'weeding out' or rejecting of those choices whi,ch do not match

the syntactic and/or semantic restrictions attached to the

sentence to be parsed. It may be possible to '19e-rset a greater

number of sentences with a minimal lexicon vpich string

functions and attributes are only vaguely speclfied, but the

results of such 'parses' will in most cases re completely irre-

pftmary concernslevant or even meaningless. Since one of oixr

is that parsings be as valid and as correct as Possible, the

comprehensiveness of the lexicon in general aria the completeness

of each lexical entry in particular should contj-nue to receive

close attention.
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V.1.3. The Interlingual Phase

For each segment of the string for which a successful

match is found, there is also associated with it the English

gloss for that segment. This information is carried along

throughout the two previous phases and is available after the

English structural tree becomes available. The English gloss

field of each dictionary entry actually contains other auxiliary

information necessary to obtain the correct English output. For

example, the specific environment or context may be included.

At present we have also entered Information regarding the cor-

rect output of English complimentizers depending on the charac-

teristics of the Chinese and English complement-taking verbs.

However, In order to make full use of this information further

refinement in the present system is necessary. Some of the

implications regarding this aspect of development are discussed

in the sections on interlingual implementation.

V.2. Methods of Enhancing Effectiveness of the crarac

Ideally, the goal which we seek to attain would be to

have a completely comprehensive lexicon based on the structural

principles of Chinese and English morphology. In essence this

will mean breaking down all strings as far as possible during

the stage of aaquiring dictionary entries rather than allowing

the inclusion of longer strings, which could be broken down into

components. For example, in line with this approach, the



following strings, having been encountered in text to be pro-

cessed, would be broken down into their component parts which

would form the dictionary entries:

'chemistry research' or 'chemical research'

4t M Of 4t
hua xue yan jiu huaxue DJ CHEMICAL

NB CHEmIsTRY

yanjim NB RESEARCH

VTH RESEARCH*STUDY

'chemistry work' or Ichpmical work'

It IS OC fg
hua xue gong zuo

'radiochemist'

At 4 t
fang she hua xue jia

iSX fit
fangshe

huaxue

4t
huaxue DJ CHEMICAL

NB CHEMISTRY
J:fp

gongzuo DJ OPERATING

NB WORK

VIE WORK

DC RADIO

DJ EMISSIVE

EP RAMTOACTIVE

VT RADIATE*EMIT

DJ CHEMICAL

NB CHEMISTRY



DP (=NA) DOMESTIC

DR (=NK) MY

14 NB FAMILY
jia

NP HOME

NN HOUSE

1NB-NH -IST * -ER * -IAN

With the last example, around 28 different tparsest are

possible. What is needed here is a set of compounding rules

which will specify how the given components may acceptably be

combined:

EE A At + 41 ] + 1E]

fang dhe hua xue jia

DC RADIO NB CHEMISTRY 1NB-NH -IST*-ER*-IAN

Also, the order of combination is important:

bt At + [ ft la + OZ

DJ RADIOACXIgh BB CHEMISTRY INS-NH -IST*-Fai*IAN

= 'radioactive Chemist' would be acceptable only in a most unusu-

al and highly unlike1y context.

In other words, a/though a lexicon based on morphological

principles would be the ideal and final dictionarn at the Present

point In time linguistic studies in this area have hardly scratdh-

ed the surface. (Lu. ZIA-wells Han Yu de Gomel Fa Okelf0VARM

(1Chinese Morphology') is the only really unified attempt in this



direction.) We think that routines such as strong lexical disam-

biguation procedures and full implementation of a comparatively

extensive system of features would enable us to more fUlly and

correctly utilize such a dictionary. Since the development of

lexical disambiguation routines and the features system will be
part of our next contractual effort, we shall be able to move

gradually toward such a more regularized dictionary. Howelier,

practicality and efficiency will demand that we utilize the

longest match principle for numerous entries which could not

currently be handled otherwise.

It has already been mentioned that it would be very

desirable to formulate compounding rules or productive morphology

rules so as to be able to fUrther refine the dictionary. Deriv-

ing such rules would be greatly facilitated if a large dictionary,

such as which could be produced by merging entries from CHIDIC,

MtGraw-Hill, and any other machine-readable dictionaries -- were

available, as it is essential in the fOrmulating of compounding

or morphological rules to take into account the different func-

tions fulfilled by the same Chinese word or string in different

fields. Examples:

2397 1129 (ELECTRONICS) AMPLIFY or AMPLIFICATION

fang da (OPTICS) MAGNIFY or MAGNIFICATION
ic

(PHOTOGRAPHY) ENLARGE or ENLARGING

3564 (GENERAL) SHINE ON or ILLUMINATE

zhao (PHOTOGRAPHYLTO PHOTOGRAPH [as in EMI
OR sto pho graphs]



(RADIOLOGY)- TO IRRADIATE or TO 'TAKE'
[as in rd X Y6 to take an X-ray
photograph ] or

IRRADIATION [very commonly used as an
abbreviation of NW f, Ito irradiate
or "'irradiation, I

Or we might note the different English equivalents of DAN XING

4ttt 0830 1840 in the following entries:

0830 1840 4907 2994 MONOGENESIS

s
0830 1840 2702 6792 PARTHENOGAMY

083o 1840 5163 UNISEXUAL FLOWER

tt /E

0830 1840 483,4.1395 PARTHENOCARPIA

th fa V

0830 1840 0607 PARTIIENOGENETIC OVUM

ti

0830 1840 3932 2994 PARTHENOGENESIS

0830 1840 1484 SIMPLE ROCKS

fi

Thus, a broadened program of dictionary acquisition would provide

much-important information on which the formulation of morphology

rules could be based.

Of, course, the accumula.ting of large numbers of dictionary



entries is only the first step in the arduous and time-consuming

process of adapting such entries to our use within the context of

the Syntax Analysis System. Each entry could have to be reviewed

and checked for accuracy and applicability, be given a grammar

code and feature representation, etc. But the task of refining

a large number of 'raw' dictionary entries would be most worth-

while from the standpoint of increasing and improving lexical

coverage in more than one field, and also as regards the formulat-

ing of morphology and compounding rules.

In the past, CHIDIC has been a static dictionary, one

which is someWhat unwieldy and difficult to manipulate in terms

of making corrections, additions, and deletions. Verious consi-

derations have been under study as to how CHIDIC might be improv-

ed, be made more 'dynamics, and be made more readily accessible

for puxposes of updating and maintenance. For example, it has

been generally agreed that some fixed system of record numbering

is necessary to simplify the tasks of updating, correcting, and

deleting dictionary entries, and that the data structure of the

dictionary itself will have to be modified so that feature infor-

mation and such syntactic and interlingual information as comple-

mentizers, prepositions, pointers for discantinuous constituents,

and lexical disambiguation tests can be accommodated and, fUrther-

more, be just as amenable to correction and revision as any other

information now in the dictionary.

The introduction of features into the lexicon is a



significant advance in terms of the entire Syntax Analysis

System. Lexicographically speaking, the use of features is a

more Important-step forward than was the earlier adoption:bf

grammar codes, eVen thoUgh a-feature representation and a gram-

mar code may in one sense be thought of as conveying the same --

or at least the same kind of Information. 'One major advan-

tage of the features system as it relates"to the lexicon on the

one hand and to the grammar on the other is that it will permit

adjustments to the paraMeters of a singly-lexical-entry without

demanding that the corresponding rule(s) in the grammal" be

altered, whereas with the old grammarbode System, it was

necessary to rewrite the rules.of grammar in the event that the-

lexical item was to be changed Or differentiated from other

similar'but not equivalent lexical items. For instance, if the

grammar code of lexical item X were VIBA3 and it was desired

that for one reason or another this code needed to be changed to

VIHAAILin order to differentiate lexical item X,from items Y

and-Z, which were similar but not exactly the same, it then be-

came necessary to write a new rule (or more probably, a new set

of rules) around the new grammar code V1HA/g.N. With feature

representations, however, this procedure is no longer necessary;

the grammar code -- VI In this case -- remains the same, as do

the rules. What may Change is the bit representation of the

features to be altered.

Summarizing, the 'Berkeley dictionary has been one of the

major accomplishments in having-acquired a large data base with



which the system could further develop its text processing

capability. However, since this data base must work in conjunc-

tion with continual developments in syntactic analysis and, as

the former task was accomplished at an earlier date than the

latter, further refinements to the data base, such as incorpor-

ating feature descriptions, will be necessary in order for CHIDIC

to keep pace with the rest of the system. Revisions of this

nature require detailed study of each entry and are not suscep-

tible to mechanical manipulation. However, the information that

is already coded in the present CHIDIC grammar codes can be

systematised into feature information to a large extent by

mechanical processes, and this will become part of the Project's

efforts during the next contractual period.



VI. lnterlingual Translation

VI.1. Linguistic Considerations

The interlingual transfer stage may be considered from

several aspects:

1. role of the dictionary

2. role Of the parsing graMmar

3. structure or Interlingual rules

4. Implementation In the SAS

VI.1.1. The Dictionary

The role played by the dictionary varies with one's con-

cept of the actual structure or content of each entry in the dic-

tionary. In the past, when word-for-word translation was already

a viable objective, the dictionary's role was almost overpowering,

although in actual fact the dictionary itself was comparatively

simple in structure. It was only essential that each lexical

entry have an equivalent English gloss. Under this conception,

matters such as morphology, syntactic correspondences between

two languages, non-equivalent word and constituent order, and so

on could hardly, If at all, play any role on a systematic basis.

AB a better system of source language parsing in the form of a
. .

Well-structured grammar Was'implemented, there arose a greater
"sharing of responsibility" between the dictionary and the grammar.



VI.1.2. The Parsing Grammar

The source language sentence must be correctly analysed

by the parsing grammar in order to enable the target language

sentence to assume the corresponding target-language correct

structure, and resultantly to assign the correct semantic inter-

pretation associated with each pair of source-target structures.

At this stage the question arises regarding the shape of an MT

system grammar. Should the grammar be written in such a way thal

the resulting structural tree once it has been parsed by the

grammar, directly reflect the structure of the target language

structural tree? Or, should there first be a structural tree

which shows the source language analysis and then another struc-

tural tree showing the structure of the target sentence as the

result of interlingual separations on the source structure? For-

merly it was thought that since the end product is the target

sentence tree, it would seem that the step of producing an inter-

mediate source-language structure is extraneous.

We have adopted the second alternative, namely producing

both source and target structures based on very practical method-

ology. The first alternative actually implies that we already

have a full-fledged parsing grammar which at all times correctly

analyzes the source language sentence and then the rules of the

target language are applied to it. It would be difficult to lima-

gine-.how Comp/ex such a grammar,would be.

-Takethe case, of the sentences having complements, or
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of topicalized sentences) in Chinese.. The complement sentence

must be first completely recognized as a complement, Information

on the complement verb must be obtained and the correct comple-

mentizers must then be supplied depending on the characteristics

of the target complement verb.

The ability to recognize the complement sentence as a

sentence already assumes that the grammar has the ability to parse

any sentence since the complement sentence is a well-formed sen-

tence. NO grammar has yet proved such ability.

VT.1.3. Form of the Interlingual Rules

Use of interlingual rules is based on the ability to

abstract the correct structure or structures fram the source lan-

guage and then operating on these structures. There are at least

3 levels of such rules.

(1) The most powerful are those which can map structural trees

of the source language onto the structural trees of the target

language but Which preserve the labeling:

A A

/ \\/B\ \
C D



(2) Those which map specific items, resulting in a change o:

labeling:

(3)

A

E B

C D

[verb]

Those which insert or delete items:

[gerund]



VI.1.4. Interlingual Implementation

The permutations and deletions discussed In the previous

section are implemented in the SAS by means of matrix permutation

programs which can permute whole constitutes. During the parsing

stage the grammar rules involving such permutations automatically

assign the resulting node with a tag. The rule representation

Indicates this by the appropriate node name followed by E.g. *R.

When the English equivalent of the Chinese string is required

during the UPROOT stage, this tag triggers the appropriate trans-

formation,on the constitutes. In the following example, a complex

Chinese noun phrase is' first analysed, resulting in the Chinese

tree (I). A Chinese noun phrase involving the lexical item de

requires Inversion ofthe order of the nouns in order to arrive

at the order in (IV) to approximate the order of constituents in

the English noun phrase.-



DE

(I) (II)
interlingual transfer

NAS*R/ \
NDEO*R NAS

DEN

WIR N A S

N/
F4E(R \

DE

NL NXS

*ie I431143.

NDEO*R

(rv)

NDEO*R

DE lip .3 ER



It will then be necessary in the English morphology and

syntax to make adjustments to the above structure to obtain the

English output. Fbr example, the lexical item de has to be de-

leted and the English definite article the has to be Inserted

between in and wooden box as well as preceding mouse. These are

by no means trivial tasks. A great deal more study in the area

of Chinese-English contrastive studies is required to determine

such correspondences.

It should be noted that in the transformation of the tree

structures from (I) to (IV) information for each permutation was

obtainable by inspecting the immediately dominating node. It was

not necessary to go down further to check the constitutes dom-

inated by this particular node. However, the case for obtaining

a reasonable English string is more complex. In general, it will

be necessary to examine the terminal grammar code and even the

English gloss. For example, NL is the grammar code assigned to

the Chinese entry assi whidh has English glosses-in,

inside, within, middle, midst. The correct preposition has to be

chosen with respect to the context. This means at the least that

the following noun must be examined. This latter grammar code

NXS is itself a complex unit Indicating plurality of the noun or

noun phrase. This means that another procedure must be called

in to perfOrm a different set of adjustments. As a matter of

fact, in the present example, plurality is also indicated in the

grammar code NAS. Thus mouse must be changed to mice. This last

ao
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process should of course be a very late step in refinement. 1

7-te present stage of research one probably need not implement

such a step, which is recognized by everyone as being highly

idiosyncratic In the treatment of the English language.

VI.2. Technical Considerations

In line with the foregoing discussion, the parsing of

sentences in the source language must capture enough informatJ

to make generation of corresponding sentences in the target le

gUage possible. This implies that words which function the se

in the source language, but whose translations fUnction diffe2

ently in the target language, must be assigned different gramn

codes.- Similarly, nonterminal syntactic units with distinct

translations must receive distinct grammar codes in spite of s

ilarities in source language function. These considerations a

a crucial part of the writing of the rules by which the SOUXCE

language is parsed. So even total separation of the applicati

of interlingual transformations from source language parsing C

not provide a way to apply meaningfully contrasting alternatiN

systems of interlingual transformations to a given parsing of

given sentence. To correct an Inadequacy in translation, it

usuallynecessary to sUbdivide gramMatical categories, to pro,.;

corresponding-rules for the new dategOrIes;:and_to reparse the

sentence befdre applying any Corrected system Of interlingual

transtormation.

'St



Decisions as to which interlingual transformations (wheth-

er permutations, Insertions, deletions, or combinations of the

three) are to be applied to which type of node are made while

writing the rules and setting up a system of types of node. It

is therefore reasonable that each grammar code or type of node

should at this time be marked for the application of whatever

transformation is deemed appropriate. For this reason, the name

of eadh grammar code intended to receive transformation, "T", is

given the ending "*T". For example NB4*R, NNI-PER, NDEO*R and

many other grammar codes are marked to receive the transformation

uRn or reversal, which is the binary permutation. It is the end-

ing which determines which transformation is applied to which

node, so it-is unfeasable once a sentence is parsed to apply

contrasting systems of interlingual transformations.

The logical integrity of the process of applying inter-

lingual transformations may be maintained equally well whether

the transformation subroutine Is called from the parsing routine

after each constitute is formed, or whether it is called after

the entire sentence is parsed and applied in turn to each con-

stitute in the table. The only thing to be gained by applying

the interlingual transformations to the constitutes as soon as

they are generated is the preservation of information about the

position in the sentence of the left end of the constitute. This

information could be lost since it is not contained in the con-

stitute itself, but only in-the position of the constitute within

the table. This loss of information is not serious, however,
. -



since the lost information is not used by the printout program

and would not be used by any future printout programs now envi-

sioned.

The considerations previously thought to be important in

the question of separating transformation from parsing have now

been shown to be of small consequence. The desirability of sepa-

rate printed trees for both languages seems far more relevant,

for it now appears that we can apply the interlingual transforma-

tions after the entire sentence has been parsed.

In fact, the question may now be raised as to whether to

call the interlingual subroutine from the second pass of the

printout subroutine. The elimination of this step would have the

advantage of saving machine time since the transformations would

only be applied to those constitutes actually relevant to the

parsing of the sentence.

Much effort can be saved by applying permutations to node

associated with long rules. For example, the transformation "x"
fl 2 3 4 5,

is the permutation 2 3 5 1 41 which is appropriate to the rela-

-Ulm clause construction:

IND*X -> EX + SHIR + AA + V + DER

for WhiCh the English order should be':



The application of permutatIolls to long rules is somewhat compli-

cated by the fact that for n: 2 each n-ary rule is represented

In the .machine by a string of 11-1 binary rules. The procedUre

by which thip obstacle is bet4g overcome. may be illustrated by

the following example:

The above ruls,7.

IND*X--) 11-A5 SW ± AA, ± V ± DER

Is represented in the machibe by the four binary rules:

IND*X rocs + 143r

saIR 4;y

4;x AA-1- 4;vr

-+ DER

Where. the grammatical categoTies- ..4.0c4 4 y, and Ii.pr 4re manu-

factured bi t4e machine fox -the representation of this rule only

and can_occur in no other rtiles.

.T4e _constitute table :representation of the corresponding

nodes.,for an .instance of. -ULU hz61.4le In a particular sentence could



ADDRESS

1277 1272 1133 41117x)

1272 A(nx5)

1133 1132 1017 A.(4;y)

1132 A(SHIR)

1017 1015 721 A(4;x)

1015 A(AA)

721 717 4 03 A(4;w)

717 A(V)

403 A(DER)

where L = address. of left constituent'

R = address of right constituent

G = address of grammar code

P = sentence pOSition of-right:sibling

snd A(GC) is the relative address of grammar code GC.

The important thing to note is that it is necessary to

permute just the addresses underlined, only the last of which is

not in an L field. To accomplish this a temporary dummy consti-

tute, 9000, is formed with 403 in its L field. Then just the

L fields cf constitutes 1277, 1113, 1017,. 721 and 9000 are

permuted and the L field of the dlimmy is-returned to the It field



VI.3. Structures Requiring Special Interlingual Rules

The following subsections deal with areas in Chinese

which require specific treatment in the English target language

in order to obtain acceptable output. The conclusions were based

on comparisons with the Chinese text with different stages of

English translation. The translations were at first free in

order to see the differences and evaluate the problems at maximum.

Gradually, however, the translations were controlled in order to

identify the minimum necessary changes to produce not the best

but at least the most faithful and comprehensible English trans-

lation. The comparisons were carried out mainly by drawing the

structural trees for the Chinese and the corresponding English

sentences; deletions from Chinese and all additions necessary

for English were marked.

VI.3. . Insertion of 'Be'

:The absence of:a linking verb be in Chinese and its pre-

sence in English makes it necessary to Insert be wherever neces-

sary. The terminal grammar codes (identified so far) that require

be in English are VQ (the stative verbs), V102 ('weather vezips').

Also, in long relative clauses without a verb, it is necessary

to have.a be in English.

VI.3.2. Article Insertion

-:The-.definite(lthe.") and the indefinite (A/an)::_ articles



are the most frequent additions necessary for English. Article

insertion has always been tackled in previous MT work with vary-

ing degrees of success. It still remains as an extremely com-

plicated task. However, we are at the point where a first attempt

can be made to insert these articles mechanically by applying

some of the formalism developed recently in discourse analysis.

VI.3.3. Pronouns

The addition of pronouns and the,agreement:of. person and

number between-Pronoun and verb requiresfurther work. It is

possible:that recentdevelopments-in discourse analysis will'be

of great-relevance.:

VI.3.11-. Time and Mood

The problem of time and mood as controlling the tense and

aspect In the verb. The time expressions in Chinese and the as-

pect sYttem.of the Chinese'verb areunder study at present.

Time Reference in- Chinese and English

A detailed study of 230 time words (aboxit half collected

from CHIDIC) was undertaken to compare and contrast the syntactic

and semantic properties of time words in Chinese end English.

Time reference in English is Introduced by different prepositions

with relative freedom of word order, depending on duration refer-

-ence or unit reference (more commonly referred-to as point



reference). However, time reference in Chinese, regardless of

duration or unit reference, usually requires difterent or no

prepositions and the requirements of word order are different

:from English. For example,

(1) He came for an hour

(2) ta lal guo xiau shi

fift 3riIR

(3) He camp in an hour

(4) ta zal xiau shi dao le

fttlE-**PIRIT

Sentence (1) and (3) are translations. The Chinese sen-

tence has no preposition when the time refers to a continuous

period of duration. That is, at any time during that hour, he

was present here. Sentences (2) and (4) refer to a period of

t ime which cannot be subdivided. That is, for any sub-period of

t ime within that specific hour he had not yet succeeded in arriv-

ing here. The Chinese sentence requires a totally different

structure, viz., the discontinuous constitutes zai.....nei, which

specifies the totally, enclosed time span: the twithin" duration.

,/



(The reader is referred to Vendler [;967] for further observations

on the English case.)

The structures of the English and Chinese sentences are

quite different, as can be seen in the following diagrams, in

particular for sentence (4) where the time phrase must precede

the verb.

(1)

Verb Phrase

*Prep Phrase

an hour

Noun

He

Verb

came for



(2)

(3)

(10

Noun Phrase

Noun

ta
fia
He

Verb Phrase

Verb

lad low yi xiau shi
NE 1*
came one hour

time

came in an hour

-Verb- Phrase

ta
ffil
He

zal yi xlaushi nel
within one hour

-91
100:

7

Verb

dao le
T

came.



To arrive at the corresponding English structure, (4)

must be subjected to an interlingual transfer rule, similar to

that suggested for compound nominals with de as represented by

the diagram:

ta
fi

lie

dao le
T

came

zai yi xlaushi nel

.111*113

within one hour

The handling of discontinuous constitutes in the time

phrase in (4) is non-trivial and is still under study.

VI.3.5. DE and Noun Compounds

By far one of the most persistent problems we are faced

with is that of noun compounds or the juxtaposition of more than

two nouns without any DE's in overt positions. Wherever DE

appears, the 4-R rules in the present gramniar take care of the

necessary fi41313ing around needed for Rriglish. One possible sol-

ution for- constructions in which no DE appears has been to add

DE in between every two juxtaposed nouns or if at least one DE



occurs in the sequence. However, this Is much too ad hoc and will

lead to just as many aMbiguities as befOre (if not more). A con-

cordance and statistics on these modifying structures in Chinese

and English will be necessary to make the decision of first pre-

ferences and default options easier.

VI.3.6. Prepositions

The problem of prepositions idlosynCratically required

by individual verbs (e.g., 'be interested id') seems to be best

handled if these prepositions are made optional parts of the

English glosses in CH1DIC. Special roUtines will later delete

prepositions that are juxtaposed as the result of interlingual

transfer.

The differentiation Into conjunctions, comparisons, and

complementations of compound sentences which have no direct indi-

cation of which is meant was-Another major problem in our work.

First, a revision of the entries of verbs that require sentential

_complement (the VS category) was found necessary. The revision

of these entries was carried out with the requirements for these

structures in Rrigltsh in mind. Now that that task is completed,

we think we have a reasonAble framework with which to investigate

sentences with sentential complements.

VI.3.7. Adverb Shiftin%

That certain adverbs have:tqLbe in certain positions in

93 ,



English sentences is agreed upon. .But whether an adverb shifting

rule which places most adverbs preceding sentences in Chinese at

the end of sentences in English is still under consideration.

VI.3.8. Classifiers

Classifiers in Chinese is another classical problem since

although English in general does not require such equivalents,

some cases do necessarily require tbem. For example, Chtnese

zhang zuozu and zhang zhi are translated as a table and

a piece of paper respectively. The classifier zhang is consis-

tently used for the Chinese case.

The preceding section mentions only some of the more

recurrLit areas of investigation in the course of work on inter-

lingual transfer analysts. These are very specific problems

requiring down to earth solutions in order to facilitate the

correct translation of the source language into the target lan-

guage.
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VII. Programming

The Input System

VII.l.l. Chinese Characters

The unique system of Chinese character writing has posed,

from the beginning of automatic language data processing, problems

of efficient input of text for a machine which accepts alpha-

numeric symbols. The large number of homophonous words in Chinese

presents great problems of adbiguity resolution if an input text

is coded by means of any of the romanization systems in use today.

Standard Chinese telegr,?..phic code has been the method of

coding which provided a unique, one-to-one representation for each

character. Each character is coded into a four-symbol (generally

four-digit) code. In terms of computer storage and manipulation

of data the fixed length coding for each character is very effi-

cient.

Its drawbacks are that the coding process is much more

tedious and more prone to human error. Besides, once a text has

been encoded, the text is no longer intelligible except to some-

one very proficient in reading telecodes. Ambiguities do arise

in the codes themselves because of changes and rearrangements,

by the addition of characters not originally included, etc.
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VII.l.2. Chicoder

The Project has investigated alternatives for speeding
text input. The device known as the Chicoder has been used by
our project. It encodes Chinese characters from keyboard input
on punched paper tape, which could in turn be converted to com-
puter readable magnetic tape. By hitting. two keys on a typewriter-
like keyboard a five-by-five matrix of characters is shown on a
screen. Pressing a third key will select the desired character
once the correct matrix has been called up.

The two keys which locate the matrix represent the upper
or left part of the character and the lower or right part. 'It is

not always possible to locate this matrix Ian the first few tries.

Although the machine was originally designed with a printer
to produce hard-copy for proof-reading, that feature was not avail-
able on the present machine. It is extremely difficult to cor-

rect errors under such circumstances.

When the Chicoder was delivered to us, it was not in oper-
ation order. We have successfully brought it back into opera-
tional mode again.

A program has beer& written to convert the coded paper
tape to our telegraphic code so as to interface it with.our SAS.
We are still exploring this area of interface but we have come

across instances in which ambiguous or incompatible codes have

been produced by the dewIce.



VII.1.3. Chinese Teletypewriter

At the time of writing this report, the project has ac-

quired the Chinese teletypewriter system developed by Mr. Chung-

chin Kao. We are at the exploratory stage of interfacing it with

our system. It seems that this device, which offers a hard-copy

of the input for proof reading, will help to improve our text

coding procedures.

VII.2. The Output, System

The SAS is able to produce two alternative hard-copy out-

put after a particular sentence has been subjected to analysis

and interlingual conversion.

VII.2.1. Printed Output

The structural trees which result from the analysis were

printed in indentation format in order to identify the different

substructures of the tree. However, a long string may easily

result in a tree which can have 35 levels or more. Moreover, the

-complex references to partially ambiguous substructures Within

these levels further, complicated the task of our staff in coming

to a better understanding of the output without graphic aid.

During the first part of our contract period graphical ,

repreSentation of these printouts was by the laborious means of/

hAnd-plOtted trees using data directly from these printouts.



VII.2.2. Calcomp Plotted Output

One of the major achievements during the latter part of

our contract period was the successful implementing of a set of

programs to plot these trees on the Calcomp plotter. The system

has the capability of plotting both 12" and 30" wide plots, de-

pending on the nuniber of levels.

In addition to writing the telecode string on the plot

itself, aur graphic system also plots the corresponding Chinese

characters. This has proved to be a most valuable aid in iden-

tLfytng the sentences under examination.

The plotting of the structural tree identifies each node

by its grammar code. Each terminal node also has associated with

it the terminal grammar code, the telecodes, romanization and

English gloss. Each branch is also identified by the character

positions in the sentence which is dominated by that node.

All possible ambiguous structures also appear as part of

the whole plotted tree and are identified as alternative branchin

by using dashed lines rather than solid lines.

These plotted outputs show at a glance whether a parti

cular sentence has received the correct analysis or not. The

ambiguous structures on the plot are extremely useful in aiding

the linguist to prune illegitimate ambiguities from the rules of

the grammar as well as setting up more adequate rules for the

sentence.
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The interlingual work also makes use of these plotted

trees as a diagnostic aid, since the relevant nodes involving

InterlIngual rules are also Indicated in the plots of both the

Chinese and English trees for each sentence.

At the close of the contractual period, the electrostatic

plotter's capabilities were also explored. The high speed which

this type of plotter is capable In producing a page of output

offers advantages for high volume output of Chinese character

texts, for example in concordance work. It is less adaptable

for output of plotted trees.



VIII. Structure of Syntax Analysis System _(SAS)

VIII.1. General Strategy

The processing of Chinese text by the Syntax Analysis

System can best be described in the following; logical seauences:

VIII.1 Inputting of Text

The following modes of physical input are available:

(a) punched cards

(b) Chlcoder conversion (see discussion on

use of telecode coding)

VII.1.2. initialization Phases

(1) Subdictionary selection. A subset of the CHIDIC

entries is selected Which is relevant to the field of the text

being processed. Since CHIDIC now has entries for biochemistry,

physics and other general vocabulary, it is more economical and

'efficient in terms of programming to use a subset of the dic-

tionary only.

(2) Dictionary update. After selection of entries from

GbuDIC, this subdictionary Is updated with new entries which occur

in the text and other entries which have been compiled during

the period preceding the run..
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(3) Rule update. The grammar rules must be updated to

reflect changes in the rules since the last text was processed,

as well as changes following g:',"-mmatical studies on particular

areas of grammar which result in the addition and/Or deletion

of grammar rules.

(4) Rule adaptation. After a new version of the grammar

rules has been updated, this program adapts the rules into binary

format. This is necessary since some grammar rules have as much

as quinary (or'5-ary) branching.

(5) Dictionary adaptation. The format of the selected

subdictionary must also be adapted to the correct internal format.

VI11.1.3. Main Processing Phase

(1) Pre-edit. This routine processes the coded text

to adapt the strings fOr the look-up and parsing stages. During

this stage, punctuation marks, paragraphs, special symbols, etc.,

are flagged for special treatment.

(2) Look-up. Each parsing unit (string of telecodes)

is scanned left to right and right to left using the longest

match technique to look-up entries from the sUbdictionary. All

information associated with:the successfully found entry 13

retained. These include the grammar codes, telecodes and English

gloss.
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(3) Parsing. This may be considered the most vital
phase of processing. Each string is processed for all possible

legitimate structures, using the adapted rules. Results of pos-
sible structures are entered into a constitute table, which can
be printed for visual inspection. Information regarding whethei
a string is parsed or not parsed to a highest node which spans
the whole string is also printed.

(4) Interlingual (UPROOT). As soon as structural infor
mation for the successfully parsed string is available, the inte
lingual routines make use of this to adapt the Chinese structura
tree to its equivalent English structure. The most successfully

implemented routines are those which permute a subtree around
its node.

output

Two main types of output are available:

(1) Printer output. The string in telecodes, the result
of look-up, the results of parsing (constitute tables), the
Chinese and English structural trees (UPROOT) plus diagnostic
information are all printed on the printer output.

(2) Plotted output. Two stages are required:

(a) The SAS computer program completely specifies

the form of the plotted output, line by line and

102



letter by letter, and produces an intermediate

file with this information.

(b) The Calcomp Program of GEG reads the inter-

mediate file and translates it into the hardware

conventions for the Calcomp plotter. The result-

ing information is submitted to the plotter to

be drawn on either 12 inch or 30 inch paper.

(Because the only input device attached to our

local plotter is a card reader, communication

between the GDS program and the plotter is through

a deck of punched cards.



IX. Overview of the Logic of

The Present Syntax Analysis System

The present Syntax Analysis System has three phases:

preparation, text processing, and run termination. It is imple-

mented with 54 routines in 9 overlays.

The ten system flowcharts (Appendix I) display the call-

ing relationships between the routines. On these flowcharts the

nonparenthesized name in each block is the entry point or overlay

called. If the name of the routine is different from the name

called, it is included in parenthesis. In the upper right-hand

corner of each block is a pair of numbers designating the overlay

containing the routine. In the lower right-hand corner is either

an F or a C depending on whether the routine is in FORTRAN or in

COMPASS, the assembly language for CDC 6000 machines.

IX.1. Preparation Phase

The preparation phase is represented by the first three

system flowcharts. Program MANAGER begins by reading the run

parameters from a lead card. The first two lead card parameters

determines the mode of rule and dictionary preparation, respec-

tively (see MANAGER documentation).

Flowchart 1 represents the preparation phase of a normal

run without adaptation of rules or dictionary.



If the preadapted rules are to be read into Extended Core

Storage (ECS) from tape, subroutine RR is called.

If freshly updated rules are to be used instead, -then

the call to overlay 10 on flowchart 2 replaces the call to sub-

routine RR. In this case AR, the main program of overlay 10,

adapts the newly updated rules (see AR documentation) calling,

in some cases several times, the various routines under it on

flowehai.t 2. Whether new rules are adapted or not, if a print-

out of the adapted rules is requested, subroutine PR is called.

The dictionary preparation is similar, If the second

lead card parameter specifies that a preadapted subdictionary

is to be read into ECS then subroutine RD is called as on flow-

cart 1. If on the other hand a newly updated subdictionary is

to be adapted then the call to overlay 20.on flowdhart 3 replaces

the call to RD on flowchart 1. Again the printing is specified

separately and may be done whether or not a new dictionary has

been adapted. The printing of the dictionary is done by program

PD of overlay 30, represented on flowchart 3.

Then back on flowchart 1 APILT is called to Adapt and

Print the Interlingual Transformations. This completes the

Preparation phase.

IX 2. Text Processing Phase

The high level text processing calls are represented in



flowchart 4 with their subcalls on flowcharts 5 through 9.

MANAGER begins the text processing phase by.calling overlay 40

(see flowchart 5 for the sUbroutine calls under overlay 40).

PREEDIT, the main program of overlay 40, prints a sentence header

using information including time And date.information obtained

from the operating system through a call to entry point WHEN of

subroutine RUNID. PREEDIT then determines how much of the text

is to be regarded as the first sentence or parsable unit. For

convenience we will refer to parsable units as sentences from

now on even though occasionally they happen to be merely head-
;

lags or miscellaneous fragments included in the text. The first

sentence is then printed and PREEDIT calls LOOKUP which does a

longest-match lookup of the text using the adapted dictionary

in ECS. LOOKUP thereby builds a table of terminals in which the

grammar code is represented by its index in the grammar code

table. Finding this index is the only use LOOKUP makes of the

utility binary search routine DSRCH. Wben the terminal table is

complete, LOOKUP returns control to PREEDIT which in turn returns

control to MANAGER, which then calls overlay 50.

SYNTAX, the main program of overlay 50, then calls over-

ly whose calls are represented on flowchart 6. RTTOLFT, the

main program of overlay 51, processes the sentence from right

to left. For each sentence position it constructs terminal con-

stitutes for all the relevant entries in the terminal table that

begin with that sentence position, andthen calls PARSE, which



constructs all of the non-terminal constitutes which begin at

that sentence position. (For the parsing logic, please see the

documentation on PARSE.) When RTTOLFT is finished with the sen-

tence, it returns control to SYNTAX in overlay 50 which calls

PRNT (see flowchart 7) which wlll print either a table of tree-

tops found in parsing or a table of breaks showing where parsing

failed. Depending on a table of parameters read from the lead

card by MANAGER PRNT may also print the entire constitute table

or, through repeated calls to overlay 53, print all of the maxi-

mal partial trees for the sentence if it was not parsed.

When PRNT is finished it returns control to SYNTAX. If

the sentence was parsed, SYNTAX then calls overlay 53 to extract

the Chinese tree from the constitute table. Depending on lead

card parameters UPROOT, the main program of overlay 53 will either

print the tree or prepare tables from which it may be plotted, or

both (see flowchart 8 for calls from UPROOT).

UPROOT returns control to SYNTAX, which then calls over-

lay 54 if plotting was requested on the lead card (see flowchart

9 for calls from PLOTREE, the main program of overlay 54). PLO-

TREE makes numerous calls to the various entry points of TOMFUNG,

the interface between our Syntax Analysis System and the Computer

Center's proprietary Graphics Display System (GDS). In making

these calls PLOTREE uses as parameters the data stored in tables

by UPROOT.

The Graphics Display System writes an output tape which



will be read later by the GDS routine CALCOMP.

When PLOTREE finishes making plotting calls, it returns

control to SYNTAX in overlay 50. If English trees also were to

be printed or plotted, SYNTAX then calls overlay 53 again, and

this time UPROOT calls TRNSFRM once for each node. This causes

all interlingual transformations to be applied and the resulting

structure is the English tree. If the English tree was to be

plotted, then overlay 54 is called again, this time with plotting

tables for a transformed tree.

SYNTAX then returns control to MANAGER clear up in overlay

00. MANAGER then calls overlay 40 again, PREEDIT picks out the

next sentence and the entire text processing cycle is repeated

until either the text is exhausted or the internal time limit (the

last lead card parameter) has expired. For uniformity, if the

text is exhausted, the internal time limit is reduced, forcing

its expiration.

IX.3. Run Termination

The small routine TIME in overlay 00 is called frequently

throughout the system. Primarily it prints the elapsed time for

the various subprocesses, but each time it is called it also

checks the overall elapsed time for the entire run against the

Internal time limit. When the internal time limit has been

exceeded the run termination phase has begun and the calls on

flowchart 10 are executed.
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It is merely to provide the Graphics Display System with

the opportunity to do its end-of-run processing and file closing

that we execute the chain of calls from time, through overlay

501 to overlay 54 and ENDPLOT

'When control has been passed back to TIME in overlay 00

it then calls overlay 40 in which PREEDIT prints the table of

aMbiguities encountered during the run, and the table of sentences

parsed.

When the Syntax Analysis System has stopped, the GDS

program CALCOMP rewinds the tape prepared by the Graphics Display

System and prepares from it the deck of binary cards which will

drive the hardware CALCOMP plotter.

IX.4. Highlights of Software-Hardware Interface

As has been stated previously, the difficulties arising

from the non-alphabetic script of Chinese affect directly the

efficiency of input/output. Efficiency in I/0 of Chinese charac-

ters has plagued Chinese MT since its inception. Technolo-

gical advances in recent years have.helped to make the task some-

what less arduoUs. One input problem in particular is the several

levels of processing required in order to have an adequate corpus

of machine readable text. That aspect of coding has already been

discussed. As regards the output, it is even more essential that

a scheme has to be devised to enable.the human reader to study

the results of the machine analysia.

I



During the first part of the contractual period, the

analyses were entirely produced on the line printer. Therefore

only the coded Chinese characters were available (plus romaniza-

tion). Furthermore, the analyzed tree structures could not be

plotted by machine; this compounded the difficulties of post

machine reanalysis, since it meant that each tree had to be man-

ually drawn from the output data. Considering that for each run

about 100 sentences are processed, the considerable time lag

between the results of a run and the reanalysis of the results

was rather obvious.

The solution was to obtain graphic output as directly as

possible via machine. The choice of hardware was partially deci-

ded upon by the readily available Calcomp Plotter. Its system

software had already been developed at the Berkeley Computer Cen-

ter, which enable us to use the output from our SAS with a mini-

mum of reprogramming. A drum plotter such as the Calcomp is the

most advantageous choice for producing tree diagrams, because

the only information which must be proviaed to it are the end-

points of the lines to be drawn. This means that we are able to

specify lines in the logical sequence in which they occur during

analysis, without having to associate all information which will

eventually end up in any particular sector of the plot. The

drum Dlotter translates the lines into uniform steps along the

"X and Y axes, re-entering each sector as often as necessary. If

such a procedure were not possible, a great deal more computation

and internal storage would be required since our plots are 30



inches wide and typically between 8 feet and 25 feet long.

A comparison may be made to some recent developments in

plotting hardware, such as the electrostatic plotter. This type

of plotter requires that a page be output at a time. The total

information for that page of output must thus be completely stored

before output, precisely what is undesirable for plotting syntax

trees. Furthermore, the page size is quite limited on current

electrostatic plotters, and a large tree diagram would have to be

manually assembled from the small pieces produced. On the other

hand, this fixed grid method of plotting is very advantageous

for large scale output of text. For a page of text to be output

on such a machine, the advance storing of a whole page of char-

acters is quite feasible and efficient since the information for

a page is logically developed in sequential order. The speed

factor is particularly attractive. Initial comparisons indicate

that it takes as long for the Calcomp to plot one Chinese char-

acter as it takes to output a whole page of characters on an

electrostatic plotter. The latter's application to concordance

work immediately suggests itself. The electrostatic plotter

is rapidly passing through its technical development stages and

would appear to be quite promising for such applications. (The

plotting unit itself is also quite portable.)

We have stressed the programming aspect of our plotting

system because it is sae software oriented. The plotting of

Chinese characters at present makes use of the character vectors



coded by Professor Kuno of Harvard University. One advantage

of our software lies in the fact that it is now possible to plot

not only labeled trees, telecodes and romanizations of Chinese

characters, but also to display the Chinese characters themselves
on the plot.

The ability to display the results of our analysis for

each sentence in terms of its analyzed structure, and the asso-

ciating of Chinese characters with this structure is a solid

contribution to increasing the efficiency of research on the Pro-
ject. This is particularly so, in view of the planned concor-

dances of Chinese texts that are expected to be produced as an
aid to our present research.

For detailed documentatiOn of the Syntax:Analysis System

please see Appendix II.



X. Auxiliary Diagnostic Processes

These routines are not part of the SAS package. They

perform services which are essential to the maintenance of SAS.

X.1. Updating Data Base

The whole of CHIDIC is periodicallyupdated as more en-

tries are compiled. The same routine is .used for updating both

CHIDIC and the subdictionary.

X.2. ConcordanCe

(1) Rule Concordance. This routine will concord the whole

set of grammar rules, listing the occurrence of each grammar code

type and its tokens in each rule.

(2) A program has been written which will concord texts

based on certain syntactic boundaries rather than on a strict

length per line basis. For example, for a particular token which

occurs within a clause, the whole clause will be printed unless

'this clause exceeds some particular length limit. Thus if the

token Is the first word in the sentence, then no output is printed

for that portion of the preceding sentence to the left of the

token. Rather, the position of the concorded item is shifted

left or right on the page to accommodate the largest possible

syntactic unit within that sentence. This is a departure from

the general output format, such etsthat of the KWIC index. The
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emphasis here is to preserve the whole relevant syntactic unit in

which the token occurs. For syntactic analysis by the linguist

this kind of information is most helpful.

X.3. Random Generation

This program will randomly generate sentences based on

a restricted set of our grammar rules. 1 Preliminary documentation

was completed (See Appendix V). It is planned to further restrict

the direction of generation in order to use this problem as a

diagnostic aid in improving the present grammar.

X.4. Character Plotting

A program package which makes use of the CDC 6400 Graphic

Display System package plots Chinese characters using the Calcemp

plotter. The coded information for each character has been made

available to the Project by Dr. Susumu Kuno of Harvard University.

X.5. Break Tables, Constitute Tables

4

Built Into the Parser routine are options for sentence

1
Random generation of sentences based en a parsing grammar should
be differentiated from random generaon based on a generative
grammar. The aim of a parsing grammar is to provide correct
structural descriptions of input sentences, which are well formed.
A generative grammar alms at producing only well-formed sentences.
For contrast, see T'soul Benjamin K. 1963. "Chinese Grammar I:
Random Generation of Adjectival Modifier Constructions" (Internal
Report), Research Laboratory of Applied Electronics, Mechanical
Translation Group, Masschusetts Institute of Technology.
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analysis diagnostics. The Break Tables provide a list of the

"breaks" or gaps in the grammar rules, indicating no higher

constitutes could be formed. The Constitute Tables provide the

full set of possible constitutes into which any particular string

was analyzed. In combination, these two diagnostics provide for

very effective post analysis of every string submitted for machine

analysis.



XI. Analysis of Processed Text

During the contractual period, scientific texts in both

nuclear physics and biochemistry were studied, analyzed, coded

and subjected to analysis by the Syntactic Analysis System. As

of the end of this period, the Project has available 106 pages

of coded, machine readable text, consisting of various articles

from the journals Yuantzu Neng ('Atomic Energy') and Acta Bio-

chimica Sinica.1

Before a text was actually submited for mechanical analy-

sis, it was normally preceded by preliminary processing which

consisted of updating the grammar rules and lexical entries as a

result of varying levels of analysis on the text. Texts which

did not receive such analysis were also submitted for processing

to act as control in assessing the ability of the system.

XI.1. Run Statistics

The accompanying tables represent results of runs made

at the conclusion of the contract period. The tables indicate

the "oercentage of parsing success with respect to sentence

length.

Tables lA and IB show the results of a second run on a

The corpus of new text selected for processing under this
Contract was drawn exclusively from Yuantzu Neng. Some selec-
tions from Acta Biochimica Sinica had been iFfgrhed for the
purpose of ZWITirolling improvements in grammatical ana7.ysis.
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biochemistry text after detailed re-analysis of results of the

first run, which was made during the mid-period of the contract.

(The results of this initial analysis was discussed in the quar-

terly contract status report for the period June-September 1969.)2

The results of the second run showed significant improvement

(64%) over that of the first run (44%) for sentences and for all

parsing units up to 50 telecodes in length.

Tables 3A and 3B represents the combined results of 2

runs of biochemistry text which were not subjected to the sort of

preliminary processing and re-analysis that was made for the text

of Tables 1. As a result, the percentage of units parsed would

not be expected to be as high as that for the previous text.

However, in spite of this the percentage stands around the

30%-2442% area, indicating the ability of the SAS to maintain

reasonable consistency in parsing units of 50 telecodes or less.

It should be noted that during the interim report it was only

after the first text had been subjected to a minimal amount of

pre-editing that a 40% success was obtained for sentences up

to 50 telecodes in length. The much higher percentage obtained

for this same text for the second run represented approximately

six months of effort between the two runs.

Tables 4A and 4B show the results of a sample of phYsics

text which was run after 3 to 4 months of'prellminary processing

and analysis. The percentages according to the 50 telecode length

2
The tabulated results are included here as Table 2.
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5
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criterion were slightly lower than those for the pre-analysed

biochemistry text, but were significantly higher than the virgin

text.

Several factors must be taken into careful consideration

in evaluating the results. Particularly the percentage increase

should not be taken as a linear function of efforts in analysis.

The main factors which affect the results are discussed below:

(1) Small sample. The texts represent an extremely

small sample. Each sample has less than 200 total parsing units.

The results are therefore only specific, not representative.

(2) Subject matter. Two different subject areas -- bio-

chemistry and nuclear physics -- were treated. Biochemistry had

been the area of concentration in work prior to the present

contract. Therefore, the dictionary, as well as the grammar

rules directly 1reflect this prior concentration. The special

area of concentration has been shifted to that of nuclear physics

during the present contract. Efforts were therefore directed

toward acquisition of nuclear physics lexical entries for the

dictionary. At present physics entries fam less than one

quarter of the total dictionary. The results obtained from run-

ning an unedited physics text would not have been meaningful.

However, from the comparable results of pre-edited biochemistry

and physics texts above, it does seem that work on the biochem-

istry and physics text I has carried over some of the parsing

ability of the grammar to the physics text.



(3) Sentence length as a criterion. In the above tables,

we have used the 50 telecode length as a key for comparison.

This may seem like an arbitrary choice; and, in a sense, it is

so since at this stage of research in Chinese sentences, there

is not yet sufficient machine readable text to obtain any good

statistics regarding sentence length characteristics.3 It is not

sufficient to evaluate the system solely In terms of number of

telecodes although this does aye a certain quantitative criter-

ion. However, from our actual experience with analysis of sen-

tences, it is in the range around 50 telecodes that the parsing

ability of the SAS begins to decrease more rapidly. For sen-

tences of about 20 telecodes in length, parsing success is In the

90% range. But for sentences of length greater than 20 telecodes,

it was found that quite a nuMber of these are Instances of con-

joined sentences (either coordinate or subordinate); or they are

sentences with several levels of embeddings. At present our

grammar lacks refinement in handling such complex sentences.

Since our grammar can already process satisfactorily units of up

to 20 telecodes, we expect that if procedures for isolating

simple sentence structures within these complex sentences could

be devised the number of parsed units should increase for senl-

tences with a greater number of telecodes, provided these are

genuine conjoined structures linking simple sentences together.

3 Average sentence length is about 34 for both biochemistry and
physics texts that had been processed so far.
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(4) Limiting factor of CF grammar. As was already

mentioned in preceding chapters, the CF framework limits the

al:laity of the system as sentences become more complex. It is

our task to refine and improve these CF. rules, but it should not

be expected that the addition of more rules will better the abi-

lity of the grammar to parse more and more complex sentences.

Within a connected text, there are many syntactic and semantic

points of cross-;eference, which are characteristic of discourse.

These add to the complexity of the text as a whole. The CF

framework could handle such cross-reference only very Inadequately.

(5) Variability in style. As compared with English,

style variability in written Chinese is more complex. From our

study, we can single out two areas

(a) Synchronic. By this we refer to the variabi-

lity that exists from one text to the next due

to differences in authorship and subject matter.

Anyone who has dealt with texts is familiar with

the complexity of this type of style variation.

It is also within the scope of present theoretical

syntactic research to deal with such problems.

(b) Diachronic. A mixture of modern literary

Chinese and classical Chinese exists in all the

texts we have studied while analysis of texts in

the modern written European languages do not

3.27

12.6_,



present such a problem.4 It means the parsing

grammar must be able to deal with "standard"

modern written Chinese but also have to cope with

different varieties of written classical Chinese.

This taxes the ability of the Berkeley grammar to

its limit.5

In summary then, the run st.atistics presented in the

above tables are indicative of texts which underwent vigorous

analysis. The results of such analysis have improved the ability

of the system as a whole. However, in processing raw text, the

range of variability will be great on account of the factors

just mentioned. Realistically, the parsing percentage can be

lower from those presented. The factors are such that the above-

mentioned increases in parsing percentage cannot be expected to

indicate linear Improvement for the system as a whole.

XI.2. Plotted Chinese Trees and Intel-lingual Trees

Appendix III presents a set of 8 plotted tree structures

representing the analysis of 4 sentences. Each sentence is first

analysed in its Chinese linear string order. The following plot

11- Comparable Cases exist for other written traditions. Modernliterary Arabic for example uses a mixture of classical and
modern Arabic. Modern literary Thal also makes use of colloquial
Thal and classical Sanskrit elements.

5 This has necessitated the project to devote some efforts to
classical Chinese for there is a notable scarcity of relevant
literature in this field.
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shows the resulting structure after interlingual procedures have

applied. (These plots were abstracted from our 30-inch Calcomp

plots to facilitate discussion.)

XI.2.1. Chinese Tree

The dashed lines indicate alternative analysis for seg-

ments of a string. For example, in Sentence 1, the 3 dashed lines

radiating from the node VI3 Indicate there are 3 alternative

analyses of the string which lead to the node VI3. Nodes which

are not expanded downward to terminals indicate that the subtree

of this node is the root which already exists in the plot. (In

the actual plots cross-references to these nodes are noted auto-

matically on the plots.) For example, the nodes NP*R all have

the same structure as the left most NP*R.

On the plots, the alternatives are not linearly ordered,

in the sense that the one on the left is to be considered the

best analysis, the second left, less so, and so on. The alter-

natives all have the same validity as far as the grammar is

concerned. It is only in the post-mortum analysis stage that the

human analyst can decide which, if any, of the alternatives are

acceptable in terms of the context of a particular text.

FOr example, in Sentence lA two alternatives for the

entry hou appear._ The first one has grammar code NL (place

noun) and glossed 'rear'. The second has grammar code 1V-NT (a

time noun suffix), glassed iaftert. On eXamination, it can be



decided that the second alternative has more validity and the

human analyst will continue to examine the rest of the structure

connected with this second analysis.

XI.2.2. Interlingual Tree

The B sentences show the results of ihterlingual trans-

formation on the A sentences. We have already discussed the

interlingual processes In Chapter VI (Interlingual Translation).

Continuing with our example In Sentence 1A the entry hou with

grammar code 1V-NT participates in an interlingual permutation

due to the rule

NT*R > IND + IV-NT .

The resulting structure (in Sentence 1B) shows that the string

under liT*R have been reordered:

NT*R

IND

animal die

1V-NT

after

becomes

NT*R

after animal die

The desired English word order is achieved. Similar permutations

are performed whenever a node with *R occurs.

The ability to plot the:original structure of the Chinese
,



sentence and the resulting interlingual structure has Provided

a visual aid which greatly increased the efficiency of post-

mortum analysis.

XI.2.3. Ambiguities

While the output of the system provides numerous alter-

natives, including some spurious ones, it should be pointed out

that ambiguities per se do not invalidate the parsing ability

of the system. There are occasions when the grammar discovered

legitimate ambiguities that the linguist was not yet aware of.

It points up the exhaustive nature of analysis by machine and the

advantages of subjecting human analysis to such an impartial

tool as the computer. However, examination of the plots also

gives us a very good indication of where ambiguities might

be pruned.

Referring to Sentence 1 again there are actually 7 alter-

native analyses for the sentence. Two of the alternatives of

the A172 node are very similar and call for further refinement

of the grammar rules with possible reduction of ambiguities.

It is expected that at a later stage of our research, when English

string extraction is implemented, the nmmber of string represen-

tations would be far less than the actual ambiguities as presently

represented on the plots.



XI.3. EValuation of English Output

During the present contractual period emphasis was nec-

essarily placed on obtaining correct analysis of the input Chinese

string which would eventually result in as few ambiguous English

translations as possible. Previous chapters have already dis-

cussed the role of the interlingual transfer rules, the restric-

tions in the dictionary to the field of nuclear physics, and the

lexical disaMbiguations which will be required in both the pre-

parsing and possibly post-parsing stages.

As evidence by the output represented by the English

structural trees, two interacting general areas regarding refine-

ment to the English output will have to demand a great deal of

future effort.

(1) Reduction of invalid and irrelevant ambiguities via

analysis of the structure of the Chinese input stiinG. This is

the direction of development in our present effort, as was

already mentioned in the previous paragraph and in the foregoing

chapters of this report.

(2) The reduction of English string paraphrases. The

legitimately produced ambiguities of (1) above may also incorporate

within themselves several paraphrases for each ambiguiously pro-

duced string. Paraphrases are, of course, not ambiguities. (For

an example, see the sentences (1a),(Ib), (lc) under section on

Lexical Disadbiguation.) However, they do represent a proliferation
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on the total number of English strings that are available for

the corresponding Chinese string and the English synthesis com-

ponent of the system must take account of this fact.



XII. Summary and Conclusions

During the two-year contractual period (September 1968 -
August 1970), the Project on Linguistic Analysis has expanded thP
size of the dictionary (CHIDIC) to 57,000 lexical entries. Al-
though it is possible to access all these entries directly, it
was more efficient to use a subdictionary of about 3,000 entries
obtained from CHIDIC during each run of text. Another advantage
was the ease with which any changes may be made in the subdiction-
ary without the necessity of overhauling the whole of CHIDIC. The
later task is undertaken during the periodic updating of the
whole dictionary.

The main tasks have been the refinement and expansion of

the grammar and the improvement of the programming routines in the

Syntax Analysis System. Two major runs of continuous text were

made at the end of the first year and also at the end of the sec-

ond year. It was found that SAS can recognize and parse satis-

factorily strings up to 25 characters long with comparatively low

degrees of ambiguity. But that ambiguity increases with increase

in length. As long as the grammar rules are in the form of con-

text-free phrase structure grammars, many spurious ambiguities

will arise. Since this type of grammar is still the most efficient

to implement, the resolution of ambiguities must also be supple-

mented by other procedures besides pruning redundancies within

the grammar rules themselves.

Aside from the dictionary and the grammar, within the
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present system there are several areas where procedures may be

specified in order to reduce the amount of ambiguity.

(1) In the pre-editing program. This is conceptually

the simpler procedure since it will require a fixed table from

which particular lexical ambiguities may be resolved. Disconti-

nuous constitutes which occur frequently may be placed in such a

table and associated with particular addresses which specify

certain editing procedures. Certain procedures may In fact be

equivalent to particular "transformations" on the string in order

to edit them into normalized form for parsing.

(2) Features in the parsing program. In the chapter on

syntax we have discussed problems of ambiguity involving active

vs. passive, compounding, nominalization, deverbal nouns, etc.,

which require more detailed Information regarding their feature

selection properties with respect to one another. It is most

important that during the parsing stage these features, which

are supplied to the parser by the dictionary, be highly compa-

tible in their mutual selectional properties. This basically

extends the capabilities of the present system, which already

incorporates to a lesser extent certain selectional features

within the grammar rules and the grammar codes assigned to each

lexical entry in the dictionary.

The task of zeroing in on the most acceptable analysis

after the sentence has been analyzed was aided tremendously by

having each sentence so analyzed .gkaphically plotted to show
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their different tree structures. Examining such plots in graphic

representation has enabled us to determine particular nodes in

these trees where interlingual rules may profitably be created

and applied in the Chinese and English trees.

During the present phase of development we have achieved

significant results in analysing Chinese sentences. While we have

also implemented procedures for interlingual transfer the results

have not been as concrete since the state of knowledge regarding

Chinese-English contrastive studies and their application in the

area of computational linguistics is still in its infancy.



.
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SUBROUTINE CALLS AFTER INTERNAL TIME ESTIMATE HAS EXPIRED

00

TIME

OVERLAY 50

(SYNTAX)

OVERialLY 54

(PLOTREE)

ENDPLOT

(TOMFUNG) F

OVERLAY ho

(PREEDIT)

151

Flowchart 10 .



APPENDIX II

SAS DOCUMENTATION



Name and Type: Program MANAGER in overlay (0,0)

Function: MANAGER is the resident code to manage the overlays of the SYNTAX

ANALYSIS SYSTEM.

Called By: (MANAGER is the main program of the system and is not called.)

Calls: TIME, RR, PR RD, and APILT, as well as overlays (1,0 (2,0), (3,0),

(4,0) and (5,0)

Reads: MANAGER reads the LEAD card on SCOPE file INPUT . See LEAD CARD

PARAMETER TABLE.

Writes: nothing

Parameters: none

General Description: MANAGER reads the lead card, calls TIME, sets up sone

masks makes the appropriate calls to read or create the adapted rules,

dictionary, and interlingual transformations, and then once for each sentence

ca2as overlay. (4,0) and overlay (5 0), until either the text o the Internal

time estimate is exhausted.

ComMentsr :MANAGER contains all I/07-buffers; the global common blocks FRSTREE,

DIM TRANSF, CAMBIG, STATUS, TERM, PARADIS, TFUNGBS, ID, INN, POINTER, TEXT,

MASKS, TYME and SENSTAT are within its fieldlength also.



LEAD CARD PARAMETER TABLE

The following Parameters are read from the Lead Card:

Card Column Parameter

1 Rule Processing
(see MANAGER)

5

Dictionary Processing
(see MANAGER)

Constitute table
(see PRNT)

Partial trees
(see PRNT)

Commas and Semitolons
(see PREEDIT)

English (see SYNTAX)

Chinese cutput
(see UPROOT)

.English .output.,

(see pPRooT)

Value

0
1

Action

Read adapted rules
Read and print adapted
rules

Read, adapt, and print
rules

None

Read adapted dictionary
Read and print adapted

dictionarT
2 Read, adapt and print

dictionary
3 None

0 None
1 Print constitute table

None
Print partial trees of
unparsed sentences

Print partial trees of
all sentences

O include
1 break on
2 skip

t's and S's
C's and S!s
C's and Ws

O Do Chinese trees only
1 fiaso do English trees

O Neither print nor plot
1 Print only
4 Plot only
5 Print and plot

O Neither print nor plot
1 Print only
4 Flot only
5 Print and plot

11-14 Internal timm limit In octal seconds
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Name and TYpe: Subroutine APILT in overlay (0,0)

FUnction: APILT adapts and prints the interlingual transformations.

Called By: MANAGER

Calls: PC (entry point of subroutine ICH)

Reads: interlingual transformations (card images on SCOPE file INPUT) one per

card until a card with a 9 in column 1 is encountered

Writes: Echo prints each transformation as it is read on SCOPE file OUTPUT.

Parameters: none

General Description: The ten parameters specifying the transformation are

read from columns one to eleven as Integers, the 8th parameter being two

digits, the others one digit. The twelfth column contains a character whose

octal representation serves as the index into array TT in common block TRANSF

of the word into which the ten parameters are packed for use by subroutine

TRNSFRM.

Comments: AULT vill soon be modified to handle insertions.

Interlingual Transformation Parameter Table

Card Column

1 Input daughter position of output daughter 1

2 Input daughter position of output daughter 2

3 Input daughter position of output daughter 3

4 Input daughter position of output daughter 4

5 Input daughter position of output daughter 5

6 Input daughter position cre output daughter 6

7 Input daughter position of output daughter 7

8 & 9 (Reserved for pseudo dictionary address of insertion)

10 Net number of daughters deleted

Single Character address symbol for transformation
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Pine artc.) Subroutine RMOVE in overlay (0,0)

Ftnction: moves a sequence of bits from s, word or vector to another word or

vector

R.s.lksti_JIE: AD, ALP, ALT, PENT, UPROOT ADDWDTH, PLOTREE

Calls: nothing

Reads: nothing

Writes: LLothing

parameters: 1 - the number of bits to be moved

2 - the source word (vector)

3 - the bit position in P2 at which the transfer is to start

4 - the destination word (vector)

5 - the first bit position in P4 into which transfered bits are

to be Placed

General Description: MOVE gives FORTRAN access to bit manipulation and

_transfer best done in assembly language. Looping occurs only when bits from

vae vector are transfered to another.

Comnents: Bit positions in vectors are not addressed by giving word number

sad bit number. Instead the convention that bits in word I are numbered 1-60.

bits in word 2 are numbered 61-120, etc. is used.



Name and Type: Subroutine DSORT in overlay (0,0)

FUnction: sorts a matrix on the first row 'by the collating order of the 6400

character set; up to ten additional vectors can be carried along in the sort.

Called By: AR

Calls: NARGS, KEQF, NISWAP

Reads: nothing

Writes: nothing

Parameters: 1 - the matrix to be sorted

2 - the number of columns in this matrix, i.e , the number of

entries

3 - the number of rows in this matrix

4 13 (optional) additional vectors to be carried in the sort

General Description: DSORT is an in-core exchange sort using the Shell sort

algorithm. Briefly, the Shell algorithm proceeds as follows:

(a) find the highest power of 2 less than_P2 and subtract 1, call it I

(b) use the Lthcolumn as a boundary about which 1columns whose Indices

differ by L. are exchanged when pairwise out of order

) if 2L is less than the number of columns continue exchanging

columns whose indices differ by L in a backwards chain when necessary

(d) set L = L/2 (fixed point); if L = 0 sort is complete; otherwise

go to step (b) using the (P2 - L)th column as a boundary point.

Comments: DSORT does nct use the FORTRAN matrix representation directly; the

matrix structure is transmitted by P2 and. P3. The number oftvectors carried ,

in the sort is determined by the number of arguments In the call of DSORT as

determined by subroutine NARGS.
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Name and Type: Subroutine DSRCH in overlay (0,0)

Ftnction: DSRCH is a binary search routine designed for used with FORTRAN

matrices.

Called By: AR, LOOKUP FROM

Calls: KEQF, KGOTO

Reads: nothing

Writes: nothing

Parameters: 1 - matrix to be searched

2 - the number of entries in P1

3 - the number of rows in P1

4 - Pl-index of a search goal successfully found

5 - the seardh goal

6 - a vector in which tbe entire row for a goal successfully

found is stored for return

7 - a branch address in case of an unsuccessful search

General Description: If P2 is less than zero, DSRCH assumes PI is sorted from

high to low on first words of each column; if P2 is greater than zero a low

to high order is assumed.

KEQF is used for comparing entries in the search.

Briefly, the search proceeds-as follows:

(a) find middle of P1 and compare with P5 (the goal of the search);

if not equal determine which half ofP1 NAMEcould be in;

(b) then find middle of that half and compare if not equal, find

in -whi h goal could be.

(c) iterate on (b) until either NAME i found or failure is assured

13Pon failure one branches to P7 in the calling routine. If a search for

P5.is successfUl P6 contains-the index of the entry In Pl.
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Comments: Immediate failure return occurs when P2 (the number of entries)

4'1 or P3 is :SO.

DSRCH does not use the FORTRAN matrix structure; calculations of the

memory position of matrix entries are done explicitly.



Name and Type: Ftnction KEQF in overlay (0,0)

FUnction: Compares fixed-point members to determine the greater using the

convention that any non-zero quantity is greater than zero.

Called By: DSORT, DSRCH

Calls: nothing

Reads: nothing

Writes: nothing

Parameters: 1 - a 60-bit fixed point number

2 - another 60-bit fixed point nunber

General Description: KEQF returns values as follows using 60-bit integer

comparisons; if

P2> P1 or P2 = 0 -1

P2 = P1 gives 0

P2 < P1 or P1 F 0 1

Comments: The convention that zero is less than any non-zero quantity is used

because KEQF is used to make lexicographic comparisons on the internal represen-

tation of alphanumeric materialforDSORT, a sort programand DSRCH, a binary

search program.



Name and Type: Subroutine MXSWAP in overlay (0,0)

Function: Exchange a column of one matrix for a column of another (they can

be the same).

Called By: DSORT

Calls. nothing

Reads: nothing

Writes: nothing

Parameters: 1 - position in first matrix (considered as a vector) for the

start of an exchange

2 - position in second matrix for the start of the exdhange

3 - the number nf rows in the matrix (= the number of words in

each column)

General Description: MXSWAP exchanges the P3 words starting at P1 with the

P3 words starting at P2.

Comments: MXSWAP is coded in COMPASS. It does not make use of the FORTRAN

matrix representation. Before making a call to MXSWAP parameters 1 and 2 have

to be calculated using the column indices of each matrix and the number of

rows.
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Name and Type: Function NARGS in overlay (0,0)

Function: When called from a FORTRAN routine R determines the number of

arguments specified in the current call of R.

Called By: DSORT

Calls. nothing

Reads: nothing

Writes: nothing

Parameter: 1 - NARGS is called with a dummy parameter to insure its recog-

nition as a ftnction during compilation of a calling program.

General Description: This routine uses CDC RUN FORTRAN subroutine linkage

conventions. It traces back through linkage words to find a linkage vord

in the routine (say P) vhose current call (say R) called NARGS. The linkage

word in P specifies the number of arguments in the current call of R.

Comments: NARGS is coded in COMPASS.
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_ _

Name and TYpe: Subroutine PC (an entry point to ICH) in overlay (0,0)

FUnction: extracts a character or sequence of characters from a memory word

and places them in another

Called By: AR, AD, APILT, PREEDIT, LOOKUP, TRNSFRM, PENT, SUMMARY, RTTOLFT,

PARSE, UPROOT, PLTREE

Calls: nothing

Reads: nothing

Writes: nothing

Parameters: 1 - the 60-bit word from vhich characters are to be extracted

and noved

2 - the starting character position in P1 of the (sequence or)

characters to be moved

3 - the 60-bit word in which characters moved are to be deposited

4 - the starting character position for placement of characters

in P3

5 - the number of characters to be transfered

General Description: PC gives access from FORTRAN programs to the shifting

and masking necessary for accessing and transfering packed characters.

Comments: PC is coded in COMPASS.

412
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Name and Type: Subroutine PERN[in overlay (0,0)

Function: Permutes columns of an array.

Called by: AR

Calls: nothing

Reads: nothing

Writes: nothing

Parameters: 1 - array name

2 and 3 - dimensions of array

4, 5, 6 7, 8, 9, 10 input column numbers of output columns of

the array.

General Description: PEEN petmutes up to seven columns of an array of words.

Here 1. column is the set of all array elements having:the same first coordinate.

Comments: It is used in the rule adaptation phase (AR) in order to pemmute

the grammar codes in each rule.



Name and Type: Stibroutine PR (Prints Rules) in overlay (0,0)

Function: This routine accesses a table grammar codes, incidental rule infor-

mation, and a table of grammar rules and prints the information in each.

Called By: MANAGER

Calls* RECS (an entry point of ECS) and PC (an entry point of ICH)

Reads: nothing

Writes: the information described above on the SCOPE OUTPUT file

Parameters: none

General Description: The table of grammar codes and the incidental rule in

formation are printed directly from the COMMON blocks in which they appear.

The rule table appears in adapted form in ECS when PR is called. It is trans-

ferred to core using RECS; using PC, refemices to-the grammar code table by

index are unpacked from the one word representation of the rules; print
-

representations of the grammar codes in each rule are then accessed via index

and printed.

Comments: The incidental rule information is: (1) NG, the number of grammar

codes, (2) NR, the nuniber of rules, () IRV, the rule version (4) IRD, the

date of rule adaptation, and (5) IRR, the tape reel on 'which adapted rules are

stored. In adapted form a grammr code in a rule is denoted by an index which

points to the entry for that grammar code in the grammar code table. That

entry includes the BCD representation of the grammar code.
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Name and Type: Subroutine RD (Read Dictionary) in overlay (0,0)

FUnction: RD reads dictionary information from FORTRAN Logical tape I into,

core and transfers the information to ECS (Extended,Core Storage).

Called By: MANAGER

Calls: WECS (an entry point of ECS)

Reads: FORTRAN logical tape number I

Writes: nothing

Parameters: (1) I, the number of the FORTRAN logical tape from which dictionan

information is to be read.

Comments: Dictionary, information is read and transferred in blocks of 2000

words.

1.75=
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Name and Type: Subroutine RECS (an entry point of ECS) in overlay (0,0)

FUnction: transfer information from ECS (Extended Core Storage) to core

Called By: PR, AR, WR, WD, PD, PREEDIT, LOOKUP, RTTOLFT, UPROOT

Calls: nothing

Reads: nothing

Writes: nothing

Parameters: 1 - the absolute address of the first word in core to which

transfer is to be made

2 - the absolute address in ECS of the first word to be

transferred

3 - the number of words to be transferred

4 - a failure pointer; returns (a) 0 if there is no parity error

in the transfer, (b) (if positive) index of word at which parity error occurs

when that index is found exactly, and (c) (if negative) the absolute value of

P4 is the index of a word within three words of where the parity error occurs.

General Description: RECS evaluates P1 P2, and P3 and attempts a transfer.

If the transfer is successfUl P4 is set to O. If not, five rereads are

attempted. If the parity error, persists a binary search strategy of rereads

is performed bracketing down to the offending word. P4 is set according to

the success of the search.

Comments: RECS is written in COMPASS to Rive FORTRAN access to the COMPASS

instruction RE which performs the transfer.

RECS and WECS are both entry points of ECS but are logically independent.

Indices mentioned in the description of P4 are taken ylth respect to the

length of the transfer.
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Name and Type: Subroutine RR (Read Rules) in overlay (0,0)

Function: This routine reads grammar codes, incidental rule parameters, and

grammar rules. The rules are transferred to ECS (Extended Core Storage).

Called By: MANAGER

Calls: WECS (an entry point of ECS)

Reads: logical-tape number 1 (rule and grammar code information)

Writes: nothing

Parameters: none

Comments: This routine consists entirely of fortran READ'S and a call to WECS

vhieh transfers material read into ECS.

2:69



Name and Type: Stibroutine RUNID (Entry when) in overlay (0,0)

Function:- format and retrieve results of calls on the system to give the

time-of-day clock and calendar

Called By: PREEDIT

Calls nothing

Reads: nothing

Writes: nothing

Parameters: 1 - word to return the date

2 - word to return the time

General Description: WHEN sets up the gibberish bit-strings necessary to ask

for the time and date, asks a PP to fetch each in turn (hanging in recall

until the PP complies), then formats the returned information--inserting

colons and blanks, and turning the numerical date into one containing an

alphabetic month. (WREN does its own testing of the PP status bits, using its

own macro RECAL in place of the compass library macro RECALL.)

The two words which return the result contain display code, of the form

indicated by the following examples:

pl -$19:03:5716

p2 - li08160CTV70

The time is based on a twenty-four hour clock; the month is always reduced to

a three-character abbreviation. For most purposes, this form returned is suit-

able for printing out directly in two A10 formats.

Comments: This routine is coded in COMPASS, and is wholly machine-dependent;

it involves crucially the CDC conventions for system requests and formats,

and will have to be completely different in any other environment.

It should be mentioned that, for runs of the SAS, the combination of the



date and time (nearest second) is certainly a unique identifier. For this

reason, the data accessed by WEEN are intended to become part of the master

key for sentences in test runs, as yell as being part of the run identifica-

tion.



Name and TYpe: Subroutine TIME in overlay (0,0)

FUnction: Monitors SAS "internal" time limit, and prints out elapsed time

(in seconds and milliseconds) between az.; two successive calls.

Called by: MANAGER, PREEDIT, PENT

Calls: SECOND, SYNTAX, PREEDIT

Reads: nothing

Writes: SCOPE fileset OUTPUT

Parameters: none

General Description: The current time is obtained by a call to the system

clock, which is accessed by the system routine SECOND. If the "internal"

time limit is not exceeded, processing continues. When time limit is exceeded,

a message is printed and a status word is set, according to which plotting

files will be closed and ambiguity tables will be printed as well as a count

on the number of parsed and not parsed sentences.

Comments: It is nearly impossible to predict accurately how long processing

of an unfamiliar text will take, yet if execution of an SAS run is abnormally

terminated by a "time limit" interrupt it is not possible for SAS to regain

control--which it must have so as to skip through the overlay structure clos-

ing files, and printing summary information which has been accumulating (the

loss of which would reduce the value of the run considerably).

A solution to this problem is embodied in TIME: TIME is provided with an

"internal" time l4mit--2008 seconds less than that known to the system. Each

time control is returned to the resident qiANAGER" overlay, the elapsed time

is compared to the internal limit and if the limit is exceeded a series of

calls through the higher overiay structure is initiated. Each overlay begins

with a block of code which interrogates the global statusword to decide

whether it has been called for regular processing, or just for end-of-run

action. (see flowcharts]



Name and Type: Subroutine UNBLANK in overlay (0,0)

Ftnction: Converts blanks to octal zero's

Called By: AR, AD

Calls: nothing

Reads: nothing

Writes: nothing

Parameters: 1 - integer array

2 - size of array

General Description: UNBLANK examines each 6 bit character position in the

given array. Whenever it encounters a character position whose value is octal

55 (internal BCD blank) it resets the value to octal 00.

Comments: The removal of blanks is usually to create uniformity and proper

collating sequence to facilitate comparison and sorting.
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Name and Type: Subroutine WECS (an entry point of ECS) in overlay (0,0)

%action: Transfer information from core into ECS (Extended Core Storage)

Called By: RR, RD, FRECURS, AR, AD, LOOKUP, UPROOT

Calls: nothing

Reads: nothing

Writes: nothing

Parameters: 1 - the absolute address of the first word in core to be

transferred

2 - the absolute address in ECS of the first word to which trans-

fers are made

3 - the number of words to be transferred

General Description: WECS evaluates P1 and P2 and performs the transfer; an

error branch is taken when ECS is not ready and an error message is written.
0

Comments: WECS written in COMPASS, to give FORTRAN access to the COMPASS

intrusion WE which performs the transfer.

WECS and RECS are bcth entry points of ECS but are logically independent.



Name and Type: Program AR (Adapt Rules) in overlay (1,0)

Function: AR reads rules in card image form, binarizes all but unary rules,

permutes the generated and generating grammar codes, prepares a printout

representation and reference table, and prepares a core-image representation

using indices from the reference table.

Called By: MANAGER

Calls- UNBLANK, PERM, DSORT, RECS, WECS, PC and WR

Reads: Rules in card image form from FORTRAN logical tape number 4

Writes: nothing

Parameters: none

General Description: Rules are read from FORTRAN logical tape number 4 in

card image form. They are expected in the form: one generating grammar code

and up to 6 generated codes. All non-unary and non-binary rules are binarized

from left to right using unique new grammar codes for each new rule required.

Rules are then permuted so that schematically a rule A goes to B C is stored

as B C A. A reference table containing a hollerith representation of all

grammar codes in the rules is constructed. A one-word packing of the rules is

constructed using the indices of the grammar codes in the reference table as

a representation of the grammar code. To each grammar code in the reference

table a pointer to its first occurrence as a left constituent in a rule is

added (the rules having been sorted so that rules having the same left consti-

tuent are grouped together).

Comments: The representation of the rules as packed indices is for compact-

ness.



Name and TYpe: Subroutine WR (Write Rules) in overlAY (1,0)

FUnction: WR stores a grammar code table, adapted grammar rules and associa-

ted information.

Called By: AR

Calls: RECS (an entry point of ECS)

Reads: nothing

Wites: FORTRAN logical tape number 1.

Parameters: none

General Description: The entire function of WR is to record rule information

for future use. The grammar code table and associated information is written

directly from core. Adapted rules are transfered from ECS and then written.

Comments: WR is called by AR to record the results of the rule adaptation

which AR performs.
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Name and TYpe:
Program AD (Adapt Dictionary) in overlaY (2,0)

FUnction:
AD reads a dictionary whose entries are each 12 vords lone. These

entries are segmented
and stored in Extended Core Storage.

Tables ak.e pre-

pared which provide quick access to each entry through that entrY's rust

telecode.

Called By: MANAGER

Calls: UNBLANK, WECS, BMOVE, WD

Reads: FORTRAN logical tape number 2

Writes: ncthing

Parameters: none

General Descrivtion:
Dictionary entries contain (1) grammar

code ci 60-bit

word), (2) telecode sequence (3 60-bit words), (3) romartiotion
(4 60.-bit

words), and (4) English gloss 04 60-bit words). It is
convenient to store

the grammar code and the telecode together and the romaniyation
a4d voglish

eratey, but in

gloss together.
These two

parts of an entry are stored sep

parallel and similarly addressed tables.

Entries are grouped together by initial telecode.
Addressi4e

of the

entries is by that first telecode. AD segments and stores
the ezItries and

prepares an address table IADDR, and a. telecode substitution
table,

Comment: The dictionary,
whidh is on FORTRAN logical

tape aumbz. 2 is pre_

sumed. to be sorted by telecode.



Name and Type: Subroutine WD (Write Dictionary) in overlay (2,0)

Function: VD stores an adapted dictionary and incidental dictionary informa-

tion.

Called By: AD

Calls: RECS (an entry point of ECS)

Reads: nothing

Writes: FORTRAN logical tape number 3

Parameters: none

General Description: The entire function of WD is to store the adapted dic-

tionary for fUture use. The adapted dictionary is in ECS when WD is called.

It is transferred in 2000 word blocks from ECS to core and written.



Name and Type: Program PD (Print Dictionary) in overlay (3,0)

Function: PD prints an adapted dictionary and associated tables, all of which

are presumed to be in ECS (ExtendedCore Storage) at the time of call

Called By:

Calls: RECS, ALP

Reads: nothing

Writes: dictionary information on the SCOPE OUTPUT file

Parameters: none

General Description: Dictionary information is stored in ECS in a special

form (see documentation of AD). Using the address table provided two separate

parts of each dictionary entry are accessed; they are then combined and printed.



Nene aad Type: Stibroutine ALP in overlay (3,0)

Function: provide the ECS address and length of a character subdictionary

Called By: PD

Calls: BMOVE

Reads: nothing

Writes: nothing

Parameters: 1 = a numeric telecode (integer)

2 - returns adapted-subdic
sequence number for the telecode in pl

3 - returns length of relevant entries

General Description: ALP is a routine for accessing IADDR, the core dictionary

address table. Given the desired telecode in pl, ALP looks up in IADDR and

returns the sequence number (p2) and the'length--the number of entries begin-

ning with this telecode (p3). The sequence number is thirteen bits, the

length 7 bits; each is returned right-adjusted in its output paraneter.

Comments: Table IADDR contains the addresses and lengths packed three to a

siXty-bit word; the computation of ALP is to unpack the relevant twenty bits,

and then to divide it between p2 and p3.



Name and Type: Program PREEDIT (in overlay 4,o)

Function: locate a string from the text, to be processed by the SAS and

perform some initial editing.

Called By: (MANAGER)

Calls: LOOKUP, TIME, PC, RECS

Reads: Text, card images, on SCOPE fileset INPUT

Writes: diagnostic messages on SCOPE ileset OUTPUT plus a display of the

text segments located

Parameters: none

General Description: PREEDIT scans the unedited input text looking for breaks

indicating parsable units suitable for input to SAS--sentence-final punctuation,

end-of-headings, etc. The options to break on commas and semicolons as well

are selectable on the parameter card. PREEDIT removes extraneous punctuation

(commas), all graphic infor-ation about type sizes and styles, and deletes

everything within brackets and parentheses. Substitution of telecodes equi-

valenced in the dictionary is also performed.

The text string, thus cleaned up, is submitted to LOOKUP for lookup, and

creation of a terminal table.

Comments: The current buffer for holding parsable units will hold strings

up to two hundred characters (= telecodes) long.



Name and Type: Subroutine ALT in overlay (4,0)

Finaction: provide the ECS address and length of a character subdictionary

Called By: LOOKUP

Calls BMOVE

Reads: nothing

Writes: nothing

Parameters: 1 - an actual telecode

2 - returns adapted-subdic sequence mnber for the telecode's

entries

3 - returns length of relevant entries

General Description: ALT is a routine for accessing the table IADDR, the core

table of dictionary addresses. ALT accepts a "raw"--alphameric--telecode in

pl. It replaces a possible final letter with a zero, then converts the display

code to integer format. That integer is used to access IADDR, to find the

sequence number (p2) and number of entries beginning with that telecode (p3).

The sequence number is thirteen bits, the length seven bits; each is returned

right adjusted.

Comments: ALT presently does its BCD to Integer conversion with a DECODE

statement.



Name and Type: Subroutine LOOKUP in overlay (40)

Ftnction: find longest-matches from text in dictionary

Called By: PREEDIT

Calls: ALT, PC, RECS, WECS, DSRCH

Reads: nothing

Writes: error diagnostics on SCOPE file JUTPUT

Parameters: 1 - ECS base address of terminal tdble

2 - length of terminal table

3 - index of first telecode in text currently being looked up

4 - index of last telecode in text currently being looked up

General Description: LOOKUP begins by reading its basic address table IADDR

in from ECS, and zeroing out the table to be filled with terminals. It then

packs a comparison string of telecodes from the text, calls on ALT for indexes

and brings in the relevant character sub-dictionary from ECS. This character

dictionary is searched linearly, from the bottom up, and all longest matches

are accepted (matching left to right). If no match results on a maximally

long string (seven telecodes) progressively shorter matches are tried. On a

success, a terminal (format below) is constructed and added to the table of

terminals. This process is repeated through the text string. When LOOKUP is

complete, the terminal table is written to ECS and return is made.

Comments: The format for terminals written:by LOOKUP is a single sixty-bit

word, divided into five twelve-bit fields. From high-order to low-order,

these are:

1 - sentence position "from"

2 - binary zero's

3 - dictionary ID number of this entry,
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Name and Type: Program SYNTAX in overlay (5,0)

Ftnction: SYNTAX manages overlays (5,0) through (5,4) which do the parsing,

uprooting, transforming and plotting for each sentence. It also holds those

large common tables which are used by more than one of these overlays, but not

by overlay (4,0).

Called By: Control is passed to program SYNTAX by calls to overlay (5,0):

once from program MANAGER in overlay (0,0) (which is executed once for each

sentence), and once from subroutine TIME, also in overlay (0,0), which is

executed only when the internal time estimate on the lead card has expired.

Calls- SYNTAX calls PRNT and calls overlays (5,1), (5,3) and (5,4) whose main

programs are RTTOLFT, UPROOT, and PLOTREE, respectively.

Reads: nothing

Writes: nothing

Parameters: none

General Description: When SYNTAX is entered from TIME it calls overlay (5,4)

to close the plotting. When SYNTAX is entered normally, i.e. from MANAGER, it

calls overlay (5,1), subroutine PRNT, and overlays (5,3) and (5,4), according

to their status word bits set in overlay (4,0), and to requests for plotting

and transforming specified in the lead card. It then sets the status word for

the next sentence and returns.
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Name and Type: Stibroutine BLIMIT in overlay (5,0)

nanction: BLIMIT returns the index J of the last constitute for sentence

position 1, and the sentence position K of the first terminal to the left of

I.
Called By: SUMMARY

Calls: nothing

Reads: nothing

Writes: nothing

Parameters: 1 - the input sentence position, I

2 - the constitute index J

3 - the sentence position K to the left of I

General Description: BLIMIT works by decrementing I successively until a

sentence position K for which some terminal exists, is found. J is then set

to one less than the index, B(K), of the first constitute for position K.

The case I=1 is handled separately.

1,9 4
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Name and Type: Subroutine FROM in overlay (5,0)

FUnction: Returns the sentence position J, of the Ith constitute.

Called By: SUMMARY

DSRCH

Reads: nothing

Writes: nothing

Parameters: 1 - input constitute index I

2 - output sentence position J

General Description: FROM uses DSRCH to research the B table. (B (N) is the

first constitute having sentence position less than or equal to N.) When

called by FROM, DSRCH returns the least J such that B(J) is greater than I,

then J is incremented until B(J) changes.



Nene and TYpe: Subroutine FENT in overlay (5,0)

Function: PENT prints the treetops, the B table, and the constitute table,

and calls UPROOT and SUMMARY.

Called By: SYNTAX.

Calls: Overlay (5,3) (UPROOT), SUMMARY, TIME, BLIMIT, BMOVE, and PC (entry

point of ICH)

Reads: nothing

Writes: output (described below) on SCOPE file OUTPUT

Parameters: none

General Description: PENT first 'mils TIME for the elapsed time for parsing,

then if the sentence was not parsed PENT prints "not parsed" otherwise it

reorders and prints the tree tops putting the preferred one first (1st choice

SEN, 2nd choice NX5, 3rd choice IND2). If plotting is to be done the treetop

count is then reduced to one so that only the best tree is plotted. Next the

B table is printed, and if requested,on the lead card, the constitute table

is printed. If the sentence is not parsed then SUMMARY is called to print the

breaks in parsing. If partial trees are requested on the lead card, overlay

(5,3) is called and recalled to print them.

Comments: PENT uses information from common blocks TEXT, POINTER, LYNE,

WRKSPAC, GRCD, RULE, DICT, LDCD, DIM, CONST, SENSTAT, and TOP.



Name and Type: Subroutine SUMMARY in overler

FUnction: SUMMARY prints the breaks in an unparsed sentence.

Called By: PRINT

Calls: BLIMIT and PC (entry point of subroutine ICH)

Reads: nothing

Writes: prints the break table heading, and prints each span between breaks

with the type of break and all grammar codes found for the span. An error

message may also be printed if for some span the above grammar codes overflow

,their table, which is dimensioned 100. (all on SCOPE file OUTPUT)

Parameters: none

General DescriPtion: Beginning with sentence position one, SUMMARY makes a

list of the grammar codes of all constitutes which begin with the current

sentence position and span a ThilXiwykl portion of text. Then the constitutes

for the sentence positions of the rest of the span are examined to determine

whether the break is absolute. The results are =lilted, and the sentence

position immediately to the right of the maximal span becomes the current

position. The cycle is repeated until the sPntence is exhausted.



Name and TYpe: Subroutine TRNSFRM in overlay (5,0)

Function: TRNSFRM performs interlingual permutations and deletions.

Called By: UPROOT (during the uprooting and printing of the English tree)

Calls: PC (entry point of subroutine ICH)

Reads. nothing

Wites: two error messages (on SCOPE file OUTPUT): one for the attempted

execution of undefined transformations, the other far incorrectly specified

transformations with more than seven fields to be permuted.

Parameters: none

General Description: TRNSFRM applies the transformation indexed by the char-

acter following an asterisk in the penultimate character position of the print-

out representation of the grammar code of the current node. The transformation

so indexed is applied at one level of indirection. That is, the pointers to

the nodes are permuted or deleted, rather than the nodes themselves.
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Name and Type: Program RTTOLFT in overlay (5,1)

Function: RTTOLFT "walks through" each sentence from right to left creating

the constitutes for each terminal and calling PARSE for each sentence position.

Called By: SYNTAX (overlay (5,1)

Calls: PARSE, RECS. and PC (entry point of subroutine ICE)

Reads. nothing

Writes: prints two error messages on SCOPE file OUTPUT: one for ECS parity

errors, the other for terminal table out of sequence

Parameters: none

General Description: RTTOLFT first brings in the rules and terminals from

ECS. Then it zeros out the constitute table and initializes its pointers to

walk through the sentence from right to left. At each sentence position it

examdnes the terminal table end generates one terminal constitute for each

terminal. It then calls PARSE for that sentence position and goes on to the

next, repeating the cycle until position zero is reached and then returning

control to SYNTAX in overlar (5,0).

199
191



Name and Type: Subroutine PARSE in overlaY (501)

FUnction: PARSE creates all nonterminal constitutes, which begin at the

current sentence position.

Called B7: RTTOLFT

Calls: PC (entry point of subrolitine ICH)

Reads: none

Wites: printv error messages on SCOPE file OUTPUT if the constitute table

or the ambiguity table is full. The third error message, "PARSE 160", would

indicate a bug involving the creation of the B table.

Parameters: none

General Description: PARSE begins by setting up some masks and initializing

ILC, the index of the left candidate, to point at the fictional zeroth consti-

tute for the current sentence position.

Then the outer loop is entered, incrementing the left candidate index and

creating all possible constitutes for which the current left candidate has

been used as left constituent. That this will happen is guaranteed by the

absence of loops of Unary Rules, together with the finiteness of the list of

possible right candidates for use with Binary Rules. Within the above loop

the process tbr each left candidate is as follows:.

First the list of rulee (productions) in which the grammar code

of the left candidate appears in left constituent position is determined.

Second, each of the Unary RUles on this list is used to create a

now Unary constitute.

Third, the list of all constitutes spanning strings beginning

immediately to the right of the string spanned by the left candidate is

determined. This is the list of possible right candidates.
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Fourth, an intermediate loop is entered incrementing rptc, the

index of the right candidate, -kind creating all possible constitutes

vhich have the current left and right candidates as left and right

immediate constituents respectively. For eadh right candidate this

is done by going through an inner loop incrementing the rule index,

IR. For each value of IR, the grammar code in right constituent

position is compared with the grammar dodo of the right candidate.

If equal, a nev binary constitute is constructed.

Mhenever a new (unary or binary) constitute is formed a dhedk is made to

determine Vhether another constitute with the same grammar code spans the same

string. If so, the old constitute is moved up to follow the nev one, and in

its old place, catdhing all references to it, a summarizing constitute is

created, vith the new and old constitutes as left and right immediate alterna-

tives respectively. The nev and old constitutes themselves are then rendered

quiescent, and say not be used in future parsing. The grammar code common to

these nodes is then lodged up in the albiguity table. If found, its counter

is incremented and it is btbbled up into proper position by counter. If not

found it is added at the end of the table with counter set to 1.

Any non-quiescent constitute vhose grammar code does not go up via unary

rules is recorded as a °treetop" (=root).

Comments: PARSE uses common tables LEADCD, TEXT, DIM, POIWTER, COMET, CAMBIG,

RULE, GRCD, and MRESPAC. During the execution of PARSE, WM:PAC contains the

adapted grimmer rules. A faster parser, using bath tables, and providing

greater grammmtical flexibility, is under design and mill soon replace this

one.
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Name and Type: Program UPROOT in overlay (5,3) (Rote: overlay 5,2 does not

exist.]

FUnction: UPROOT "pulls" a tree out of constitute table by its root (also

called treetop, since these trees are upside down).

Called Br: SYNTAX, PENT

Calls: TRNSERM, TRMWDTR, ADDWDTR, FROM and BMOVE, PC (entry points of sub-

routine ICH) and RECS and WECS (entry points of subrouting ECS)

Reads: nothing

'kites: prints the output trees and their heading*, and two error messages,

one for more than 499 'see *heves', and one for read parity error. A third

error message would indicate that through a bug an empty constitute vas to be

used in creating the tree.

Parameters: none

General Descrlmtion: UPROOT begins by seeting up its control words and masks,

forming a clean copy of the constitute table in ECS, and zeroing out the

space for new tree tables. Then UPROOT enters its main loop, through which it

vill pass once for each node in the tree it is uprooting from the constitute

table. It tramerses the tree in the order: top-left-right.

UPROOT begins with the tree top constitute whose index ITT is received

through common block TOP. If the English tree is being uprooted then TRNSFRM

is called after each node is processed and before determining which node to do

next. After processing anon-terminal constitute UPROOT proceeds to its left

immediate constituent or alternative via tbe imdex in the parent constitute.

After processing a terminal constitute, UPROOT checks its tables of pseudo

siblings, true siblings and parents, to find the lowest branch to the right.

Pseudo constituents and pseudo alternatives resulting from the binary format

of the constitute table are eliminated at this stage. Not to be conftsed with

these pseudo nodes which arc eliminated are the pseudo tnininals which are
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in all ways like true terminals except that they are Obtained from a second

dictionary either through interlingual insertions or through special handling

or names. Although UPROOT is designed to handle them, these pseudo terminals

are not created by the present version of the system; they will be added Eloon.

Each time through the big loop, UPROOT first determines whether the cur-

rent constitute is new or old. If it is a previously encountered constitute

then it has already been expanded as a part of' some other alternative and will

this time be represented only by a note "see above" and the number of the ex-

panded node. In other respects these "see above" nodes function as terminals

- both in computing the X-coordinates and widths of nodes to be plotted, and

in determining which constitute to process next, the "see above" nodes are

handled the same as terminals.

Based on whether UPROOT was called with status word

one, UPROOT does the Chinese or English tree. For whichever language it is

doing, it checks the lead card parameter for that language, which specifies

separately whether or not to print the tree, and whether or not to plot the

tree. UPROOT should not be called when neither printing nor plotting is to

be done for the language specified. If it were called in this case, then the

tasks required bath by printing and by plotting would be executed. These are

the generation of the tables of tree nodes without their widths and plotting

coordinates. If printing is requested it is this information that is printed.

If plotting is requested, then TRIVDTH is called to compute the width of the

terminals and "see aboves" and ADOWDTH is called to compute their X-coordinates,

and to accumulate the widths and compute the X-coordinates for the non-terminal

nodes.

The plotting itself is done later in overlay (5,4) from the tree node

tables created by UPROOT.
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Comments: The tree is created as two tables in common blocks WBESPAC and

ENTRY and will also be printed If requested on the lead card. If plotting

Is not requested some of the fields in the tables are not computed.

UPROOT uses common blocks: PLOTSIZ, STATUS, LEADCD, EYE, ENTRY, WRKSPAC,

CONST, GRCD, TBEESIZ and TOP.
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Name and Type: Subroutine ADDWDTH in overlay (5,3)

Function: ADDWDTH computes the width and X-coordinate in character positions

for each tree node to be plotted.

Called Ry: UPROOT

Calls: BMOVE, AM

Reads: nothing

Writes: prints an error message on SCOPE file OUTPUT if an unexpected zero'

node is encountered.

Parameters: none

General Description: ADDWDTH accumulazes the widths of the lowest level pre-

ceding nodes (terminals and "see shoves") to get the X-coordinate of the

current lowest level node, and then computes the width and X-coordinate of

each higher node from those of its constituents.

Comments: ADDWDTH uses the treenodes which are in common blocks WRKSPAC and

ENTRY.

2aa
197



Name and TYpe: Subroutine TRMWDTH in overlay (5,3)

Function: TRMWDTH returns 1 4. the width in character positions of a string

of non-blank characters.

Called By: TRMWDTH is called by UPROOT.

Calls: nothing

Reads: nothing

Writes: nothing

Parameters: TRMWDTH has three calling parameters:

1 - M, an array containing the string

2 - /I, the number of words in

3 - K, one paus the width

General Description: TTINWDTH begins at the right end of the given string, t

tenth character position of word M(N), and scans leftward until it encounter

a character which is neither blank nor octal zero. This is the Jth characte

in MCI). TRMWDTH then sets K = 10*I J - 9, and returns.



Name and Type: Program PLOTREE in overlay (5,4)

FUnction: PLOTREE manages the plotting.

Called By: entered by calls to overlAY (5, 4) from SYNTAX in overlay (5,0).

Calls: BMOVE, RECS (entry point of ECS), PC (entry point of ICH) and entry

points TOMFUNG, NEWTREE, PLOT, LABEL, and ENDPLOT of subroutine TOMFUNG. LA

call to entry point SERIAL of TOMFUNG has been temporarily removed pending new

record formats to make use of it.]

Reads: FORTRAN logical tape 41, the sentence labels

Writes: prints only an ECS read parity error message on SCOPE file OUTPUT

Parameters: none

General Description: If PLOTREE is called with the eighth bit on in the

status word, signifying that the internal time estimate has expired, it calls

ENDPLOT and returns. When called for the first time, PLOTREE begins by calling

TOMFUNG. Otherwise it begins by calling NEWTREE. Then it calls PLOT once for

each node, calls LABEL and returns.

Comments: uses the adapted dictionary in ECS as well as common blocks STATUS,

TERM, PLOTSIZ, GRCD, WRKSPAC, 2airtY, FRSTREE and MASKS



Name and TYpe: Subroutine ENDPLOT (an entry point to TOMFUNG) in overlaY

(5,4)

FUnction: Carries out closing housekeeping on the file of plot commands,

after all plotting has been completed.

Called By: PLOTREE

Calls: GDSEND (a part of the proprietary Graphic DisplaY System)

Reads: nothing

Writes: FORTRAN logical tape 99

Parameters: ENDPLOT ignores its argument list.

General Description: ENDPLOT is simply a call to the GDS routine GDbt.riD,

required for its own purposes. No plotting calls after a call to ENDPLOT can

produce any output.

Comments: Through the device of multiple entry points, ENDPLOT shares the

communications areas of TOMFUNG and the other plotting routines.
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Name and Wipe: Subroutine LABEL (an entry point to TOMFUNG) in overlay

(5,4)

FUnction: to label plotted parse trees with text sentence, grammar and

dictionary version, and other identification

Called By: PLOTREE

Calls: T1TLER (a part of the proprietary Graphic Display System)

Reads: nothing

Writes: FORTRAN logical tape 99 (an intermediate file)

Parameters: 1 - the label to be written. May take the form either of (a) a

hollerlth constant or (b) an array reference where the array containing the

text is blank filled, last partial text word left-justified and blank-filled

first non-text word all octal zeroes.

General Description: LABEL will write up to 1060 characters per line verti-

cally at the right-hand side of the paper, where the labels may be seen by

unrolling the scroll of output a little way.

Successive calls to LABEL are automatically off-set further and fUrther-

away from the plotting area; thus, LABEL maybe called repeatedly for multi-

line titles.

Comments: Through the device of multiple entry .boints, LABEL shares the co=

nications area of TOMFUNG and the other plotting routines.
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Name and TYpe: Subroutine LFIX in overlay (5,4)

FUnction: Character manipulation for see-above's

Called By: PLOT

Calls: nothing

Reads: nothing

Writes: nothing

Parameters: 1 - see-above information (passed to PLOT as its parameter eight;

see PLOT)

2 - grammar code reference for current node

3 - a three-word array, in which results are written by LFIX

4 - returns (a) -1 if a see reference is to be written; (b) 0 if

a labeled grammar code is to be written for later reference; (c) 1 if no see-

above treatment is required

General Description: LFIX begins by left shifting its pl and testing against

zero; if the word received contained 18 high-order zero bits, then return is

made immediately taking no action.

If the zero test fails, then the shifted word is tested for being negative

--that is, is the bit adjacent ot the former high-order 18 on? If it succeeds,

the grammar code from p2 and the see-above reference number from pl are

joinedseparated by a slashthus labeling the grammar code. The results are

returned in p3, followed by et least one zero word. The combination may ex-

ceed a single word, and LFIX will handle this.

If that ia not what is wanted, then the next adjacent bit is tested; if

off, return is made as in the first case mentioned above. If on, then a word

is constructed from the letters "SEE", a blank, and the three-digit reference

passed in pl; the result is written as the first word of p3, and return is made.



A record of which action is taken is returned in pl, in a convenient form

for FORTRAN testing and brftnching.

Comments: The routine is coded in COMPASS, primw-ily for efficiency in the

unpacking loop needed for labelling grammar codes.



Name and TYpe: Integer FUnction LIAS in overlay (5,4)

FUnction: performs circular (logical) left shift of a 60-bit word

Called By: TOMFUNG

Calls: nothing

Reads: nothing

Writes: nothing

Parameters: 1 - word to be shifted

2 - number of bits left shift (dec(mal)

General Description: pl is left-shifted p2 bits, circularly. If p2 is

negative, shift is arithmetic right by ABS (p2) bdts. Result is left in

register x6, the RON FORTRAN convention for function calls.

Comments: Routine is coded in COMPASS, and corresponds to a hardware facility

in the order code of the CDC6400.
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Name and Type: Integer Function LRS in overlay (5,4)

FUnction: performs arithmetic right shift of a 60-bit word

Called By: TOMFUNG

Calls: nothing

Reads: nothing

Writes: nothing

Parameters: 1 - word to be shifted

2 - number of bits right shift (decimal)

General Description: pl is right-shifted p2 bits, end-off with copies of the

sign bit shifted in for fill. If p2 is negative, shift is left circular by

ABS (p2) bits. The result is left in register X6, the RUN FORTRAN convention

for function calls.

Comments: Routine is coded in COMPASS, and corresponds to a hardware facility

in the order code of the CDC6400.

205



Name and Type: Subroutine NEWTREE (an entry point to TOMFUNG) in overlay

(5,4)

FUnction: initializes successive frames of a single plotting run

Called By: PLOTREE

Calls- NXTFRM (which is part of the proprietary Graphic Display System)

Reads: nothing

Writes: FORTRAN logical tape 99 (an intermediate file)

Parameters: 1 - number of character positions along the X-axis for the new

tree frame (floating-point)

2 - number of levels for the new tree along the Y-axis (floating-

point)

3 - returns 0.0 for successful initialization, or -1.0 if re-

quested density of information is too great to be labeled successfully

General Description: NEWTREE closes the old plotting frame and moves to a

new frame on the plotter paper. It resets paper margins which may have been

changed by a labeling call. It then physicall7 transfers control to the TOM-

FUNG entry point, and TOMFUNG initializes the next frame in the usual way.

If the second parameter is negative, then NEWTREE will close the old

frame without initializing the following frame After such a call, a call to

TOMFUNG must be made explicitly before further plotting can be done.

Comments: Through the device of multiple entry points, NEWTREE shares the

communications areas of TOMFUNG and the other plotting sdbroutines.
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Name and Type: Subroutine PLOT (an entry point to TOMFUNG) in overlay (5,4)

Function: the basic plotting call; draws a line from one point to another,

and labels the second point.

Called By: PLOTREE

Calls: LLS, LFIX (plus SLLILI, DLLILI, and =LEG, which are part of the

proprietary Graphic Display System)

Reads: nothing

Writes: FORTRAN logical tape 99 (intermediate file)

Parameters: 1 - X-coordinate of point 1, in character positions (floating-

point)

2 - Y-coordinate of point 1, in levels (floating-point)

3 - X-coordinate of point 2, in character positions, (floating-

point)

4 - Y-coordinate of point 2, in levels (floating-point)

5 - 0.0 for solid line; non-0.0 for dashed line

6 - Integer location in CONMON/GRCD/ of the display-code string

which is the label for point 2. Each label is In one word, left-justified,

blank-filled.

Integer 0 for non-terminal nodes; if non-0, then COMMON/TERM/

contains 12 words of annotation for this terminal node--four words each of

telecodes, romanization, and English

8 - A, tbree-digit see-above reference number, plus information

for handling it. If the high-order 18 bits of the word are octal zeroes, no

see-above handling is wanted. If those 18 bits are non-zero, they are dis-

play code for the see-above reference. If the adjacent bit is on, then this

node is to be labeled so that a see-above may refer to it; if the bit adjacent

to that is on instead, then this nodeas to be a see-above node. The right
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41a bits of the word are ignored.

9 "from and to," the sentence positions dominated by the node

to be labeled; two three-digit display code numbers. To is in the low-order

18 bits of the word, From in the adjacent 18 bits.

General Descrintion: PLOT first checks to see id' it has previously been

initialized properly (by an acceptable call to TOMFUNG); if not, it returns

immediately taking no'action.

If all is well, PLOT draws a line from point one to point two, solid or

dashed (dashed lines are used to indicate alternatives of suabiguities). The

points are automatically offset by PLOT to avoid drawing over annotation, so

the calling program may treat the points as real points.

The grammar code for the second point is centered and written, and the

sentence positions dominated by this node are connected by a dash, centered,

and written below. If see-above treatment is requested, either (a) a refer-

ence number is prefixed to the grammar code or (b) a see-above line is written

(both handled by subroutine LFIX).

If this is a terminal node, another line is drawn to the line of terminals,

the grammar code is repeated there, and three lines of annotation (telecodes,

romanization, English gloss) are centered under the grammar code. Note that

no provision is made for combining see-aboves and terminals; if a node is

labeled with a reference number or contains a see-above line it is assumed to

be non-terminal (this is not a restriction, but the result of a conscious

decision).

Provision is made for one special case; if pl is negative, no line is

drawn, but a grammar code is written at the point specified by p3 and ph

(used for the top node of the tree).
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Comments: Basic plotting parameters, such as character size, are inherited

from the original call to TOMFUNG whiCh Initialized this plotting frame.



Name and Type: Subroutine SERIAL (an entry point to TOMFUNG) in overlay

FUnction: writes a master serial number on each frame plotted

Called By: PLOTREE

Calls* TITLEG (a part of the proprietary Graphic Display System)

Reads: nothing

Writes: FORTRAN logical tape 99

Parameters: 1 - the serial number for this frame. May be either (a) an

hollerith constant, or (b) an array containing the display code number--

blank filled, last word left-justified and blank filled, first non-number

all octal zeroes.

General Description: SERIAL writes a serial number (or any other identify-

information) at the lower right of the plotting frame.

SERIAL changes some of the general TOMFUNG parameters relating to cha:

acter size, but restores them before returning.

Comments: Through the device of multiple entry points, SERIAL shares the

communications areas of TOMFUNG and the other plotting routines.



Name and Type: Subroutine TOMFUNG in overlay (5,4)

Function: initialize a plotting frame for graphic display of SAS parse trees

Called By: PLOTREE

Calls" LLS (plus TITLEG, PLOT30, and SLLILI, which are part of the proprie-

tary Graphic Display System)

Reads: FORTRAN logical tape number 40 (pre-selected Chinese character vec-

tors)

Writes: FORTRAN logical tape number 99 (intermediate file)

Parameters: 1 - number of character positions along the X-axis (floating

point)

2 - number of levels in tree along the Y-axis, including one

level for terminals but no allowance for associated annotation of terminals

(floating-point)

3 - returns 0.0 to indicate that no plotting is possible because

the density or information is too great to be labeled

General Description: TOMFUNG first checks the number of character positions

and levels against constant limits (currently 5000 characters and 95 levels);

if either is exceeded, initialization is aborted and p3 returns -1.0. Future

calls to plot routines after such an abort will be fielded and returned

properly, but no output will be produced.

If the requested plot is within those limits, all housekeeping for plot-

ting is carried out. Trees of less than fifteen levels are plotted on 11-

inch paper; trees of fifteen levels or more generate a request for 29-inch

paper. In either case the tree is spread out so that the plot occupies all

space on the paper not needed for annotation. Character sizes are chosen

from three sets of possibilities depending on the number of characters to be

plotted.



TOMFUNG then reads the telecode text from COMMON/iTall, plots it along

the bottom of the paper, and reads the character vectors from tape 41, plot-

ting each character above its telecode; each telecode is also annotated with

its sentence position.

Comments: The reading or vectors from tape 41 is a temporary arrangement;

vectors will be stored in ECS when it is clear what plotter hardware will be

standard, and thus what ECS packing scheme is optimal.

As a device to permit a shared communication pool, subroutines PLOT, NEW-

TREE, ENDPLOT, LABEL, and SERIAL--logically independent--are written as further

entry points to this (formal) routine.



Name and Type: Subroutine DLLILI in overlay (5,4)

Function: Sets up plot calls for dashed-line drawing

Called PLOT

Calls: internal routines of the Graphic Display System

Reads: nothing

Writes: FORTRAN logical tape 99

Parameters: documented in GDS manual

General Description: [DLLILI is not part of the-SAS system, but rather of

the GDS System used for plotting.]

Comments: DLLILI is part of the proprietary Graphic Display System, and

would normally be available only in object code; until it is made a part of

the regular system library for GDS, it must be incorporated into user programs

As a courtegy to us, a source deck was made available to ease our problems

in overlay handling. We have no internal documentation of this routine, nor

any notion of the significance of its calls



Name and TYpe: SUbroutine DSHLNE in overlay (5,4)

Function: generates actual line segments for dashed-line drawing

Called By: DLLILI (a GDS routine)

Calls internal routines of the Graphic Display System

Reads: nothing

Writes: FORTRAN logical tape 99

Parameters: documented in GDS manual

General Description: [DSHLUE is not part of the SAS system, but rather of th

GDS System used for plotting]

Comments: DSHLNE is part of the proprietary Graphic Display System, and woul

normally be available only in objct code; mntil it is incorporated in the

regular system library for GDS, it mmst be Included in user programs Az a

courtesy to us, a source deck was made available to ease our problems in over-

lay handling. We have no internal documentation of this routine, nor any

notion of the significance of its calls.

214



Name and Type: Subroutine PLOT30 in overlay (5,4)

Function: generates a plot-time request for hanging of 29-inch paper

Called By: TOMFUNG

Calls: internal routines of the Graphic Display System

Reads: nothing

Writes: FORTRAN logical tape 99

Parameters: documented in the GDS manual

General Description: [PLOT30 is not part of the SAS system, but rather of the

GDS System used for plotting.]

Comments: PLOT30 is part of the proprietary GDS, and would normally be

available only in object code; until it is made a part of the regular system

library for GDS, it must be incorporated in user programs As a courtesy to

us, a source deck was made available to ease our problems in overlay handling.

We have no internal documentation on this routine, nor any notion of the

significance of its calls.



Name and TYpe: Subroutine SIGNON in overlay (5,4)

Ftnction: initializes intermediate plotting files

Called By: internal routines of the Graphic Display System

Calls: internal routines of the Graphic Display System

Reads: nothing

Writes: FORTRAN logical tape 99

Parameters: [flirter:mato GDS]

General Description: [SIGNON is not part of the SAS system, but rather of the

GDS system used for plotting]

Comments: SIGNON is part of the proprietary Graphic Display System, and is.

normally available on the system GDS library only in Object code. The system

lfbrary version is not suitable for our purposes, since SIGNON (uniquely)

depends on modifying a status wordand if that status word is located in a

high-level overlazi- its status will be lost each time a new copy of the overlay

is obtained.

As a courtesy to us, a source deck was made available to us and we have

modified it by inserting a card declaring the status word as the contents of

the one-,word common block COMMON/PARADIS/, located in overlay 0,0. In this

way the status is saved properly in spite of overlay swapping.

Apart fram this custom modification, we have no internal documentation

of this routine nor any notion of the significance of its calls



Name and TYpe: Subroutine TITLEG in overlay (5,4)

Function: Sets up plot calls for centered annotations

Called By: TOMFUNG, PLOT, SERIAL

Calls: internal routines of-the Graphic Display System

Reads: nothing

Writes: FORTRAN logical tape 99

Parameters: documented in GDS manual

General Description: [TITLEG is not part of the SAS system, but rather of

the GDS system used for plotting]

Comments: T1TLEG is part of the proprietary Graphic Display System, and is

normally availdble on the system plotting library only in object code. For

some time a bug has existed in the system library version, and so we acquired

a corrected copy to incorporate in our own programs. As a courtesy to us,

a source deck was made available to ease our handling of overlays. We have

no internal documentation on this routine, nor any notion of the significance

of its calls.
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APPENDIX III

SAMPLES OF PLOTTED TREES
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Appendix IV. Chicoder Coding (or Decoding)

The Chicoder is a device for punching a tape represen-

tation of English or Chinese text entered through the keYboard.

In Engligh mode the Chicoder acts as an off-line teletype, pro-

ducing one pundh dharacter for eadh key struCk. This includes

non-printing keys, such as tape keys, and the English and Chinese

mode keys themselves. The operation of the Chicoder is, however,

rather more complex_in Chinese mode. In this mode each.printing

key also represents a top and bottom portion of (usually) several

Chinese characters. When two of these keys are strudk, a five-by-

five grid Is displayed showing thepossible characters correspond-

ing to these keYa. Sequence:and position keys Indicate respectively

the row mid column in the'grid of the desired-dharacter. If the

character is not displayed, the machine canget reset and a new

initial pair of keys can be tried. If the dharacter is found,

a code is punched When the position key is struck. The code con-

sists of four punches, the first two being the usual punches for

the printing keys struck, the third punch giving the binary repre-

sentation of the roW and column nuMbers (each from 1 through 5),

and the fourth a special onoff-character punchthe same for all

dharacters coded.

Using both thei.English and Chinese mode features, an

operatar.canen4ode Chinese 4haracter text on tafe, entering

EngiiShmOde to.insert telecodes for punctuationfof Chinese

characters not represented on the Chicoder. Since the Chicoder

2-21- 230,
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neither punches characters in telecode representation, nor

punches alpha-numeric characters in a standard teletype code, a

program is being written tO both translate and transliterate

Chicoder code to telecodes. In English mode the transliteration

of Chicoder mode to the appropriate internal character codes

of theCDC 6400 simply requires a table of correspondences between

the numerical codes assigned to each character. (This process

is complicated slightly by the fact that, since the Chicoder

punches are non-standard, the 8 bits of each punch position are-

broken up by the remote terminal system into two 6 bit internal

characters. The 6 bits of the 8 which actually carry information

have to be reconstituted as a single charaater before- a,corres,

pondence can be determined.)

In Chinese mode, however, the transliteration is :3ome-

what more cumbersome. In essence, most of the internal logical

structure of the Chicoder must be duplicated in the translating

program. The program will use the,first two punches to choose

a particular 5 by 5 matrix and then Interpret the third punch,

containing the row and column information, to select_a cell

wherein will be stored the telecode corresponding to the character

punched. The fourth punch will also be examined to make-sure

that it is the end of character puneh, no error has occurred-in

the punching. In addition other error checking will be done.

For example, checking that the row and column IndiCated give

possible positions within the grid.



Appendix V. The Sentence Generation Program (SGP)

GENERAL: This program takes a grammar code and generates

example expansions of it from a grammar. Grammars to be used with

it have two parts, a set of phrase structures, and a dictionary

of lexical entries. It operates with the most recent set of rules

and a recent subdictionary of GHIDIC. There is a provision for

adding new phrase structure rules in order to anticipate their

effect on the grammar as a whole.

Subject to several constraints which insure finite ter-

mination of generation it works as follows. The input for the

SGP is (1) a set of new rules and (2) a set of generation

instructions. The new rules are adapted into an efficient com-

puter internal form and their use is integrated with the current

rules. The generation instructions each contain a grammar code,

parameters relating to generation constraints, and a parameter

giving the nuniber of generation-instances to be produced. Gen-

eration proceeds in pre-order -- that is the left-most daughter

node of a given node is expanded before its sisters are. At any

node (i.e. grammar code) two courses of generation are a priori

possible: rule expansion and dictionary or lexical expansion.

A choice is made randomly when both are actually possible, i.e.

when there are both rules and lexical entries expanding the gram-

mar code. Once this is decided a particular rule or lexical entry

is selected randomly from those available and expansion is per-

formed.



In order to make the addition of new phrase structure

rules useful, expansion is mandatory on them. That is, when a

grammar code is encountered for which there are new rule(s), such

a rule must be selected for expansion.

All output is printed in a labelled pre-order format

concurrent with generation. An example is in order:

Suppose the phrase-structure rules S --0 BP + VP,

NP Det + N, VP -+ MV + NP and the lexical entries Det -4 the,

N -* dog, N Man, MV bit, are selected during the course of

generation so as to form the tree

A
Det N

the man bit

ND

/ \
Det N

I I

the .dog.

The SGP program will output this expansion of the grammar code

S in the form



-S

NP

3 'Det

2

3

NP

Det

Det

the

man

MV

bit

Det

the

dOg

The numbers to the left of the grammar codes indicate the level

at which they appear la the tree; compare the output with the

tree.

Aside from the basic input, viz., the new phrase structure

rules and the generation instructions, the SGP requires several

other portions of data; the program itself, the current rules,

236
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the current dictionary and dictionaries. When operated in pure

batch mode the program is loaded on cards and the remaining

ancillary Information is loaded from tape. When operated from a

teletype, all information is loaded from tape. In either case

use is made of the disc files and the Extended Core Storage (ECS)

facilities of the CDC 6400 for storing the large files necessary.

There now follows a more detailed explanation of the

workings of the SGP. Since it is not highly modular this pre-

sentation simply follows the main flow of control.

INPUT: There are four blocks of information (in addition

to the program itself) required for a generation run: two tape

files and two sets of card (or teletype) input. The two tapes are

referred to by their SCOPE (the CDC operating system) file names:

TAPE1 and TAPE5. These particular names are a consequence of

the FORTRAN file reading conventions.

(1) TAPE1 contains a dictionary sorted in ascending order

on the BCD representations of the grammar codes of the entries.

(2) TAPE5 contains (a) the BCD representations of the

grammar codes, (b) a table for referring to all current rules and

dictionary entries for each grammar code, and (c) an adapted ver-

sion of the current grammar rules. The rules are sorted on the

BCD representation of the grammar codes they expand. The two

other sets of input information are

237
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(3) the new phrase structure rules -- the rules whose

expansion will be mandatory. whenever usable, and,

(4) generation instructions; these have four parts:

.(a) the grammar code to be expanded

(b) a level beyond which generation by dic-

tionary entry is forcing wherever possible.

(c) a count parameter which forces generation

by dictionary entry whenever the number of

occurrences of any grammar code exceeds the

specified amount, and,

(d) the number of generation instances to

be produced.

The SGP is written in CDC Fortran and uses several

utility routines.

SUBROUTINES:. The utility routines perform such tasks as

character handling, storage and retrieval from Extended Core

Storage, and sorting. They are

(.l) SHIFTR.i a COMpASS (assembly language) routine for-

shifting:the contents Of a- CDC 6400-word left ,or right.

'(2), WORT,:and its subroutines NARGS, MXSWAP, KEO;
,

this is a package for performing a shell sort and is documented

In the SAS wrIteup.
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(3) RANDMOD, given an input value n it produces a

(pseudo-) random Integer between o and n-I. It is documented in

the SAS writeup.

(4) ECS, this is a COMPASS (assembly language) program

used for reading and writing segments of information from and

to Extended Core Storage. It is documented in the SAS write-up.

A final subroutine named EXPAND is peculiar to the SGP;

its operation is explained in the detailed explanation of the

workings of the SGP (which is named GENUN).

THE WORKINGS OF Thh SGP: The following is a description

which parallels a printout of the program.

Initially a variety of arrays of variables, masks, and

format statements are set. The information fran file TAPE5 is

then read into main core.

The dictionary information on TAPE1 is read into core and

is transferred by segments into Extended Core Storage. All

references to grammar codes except on outgat are by index. The

index of a grammar code is its position in the grammar code table

on. TAPE5. (See above.)

After reading all the tape-stored information, the new

rules are read into core. They are sorted and a list of grammar

codes is prepared, grammar codes which are expanded by the new.

rules.
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Using the index representation of grammar codes, new

rules are packed into single CDC 6400 words. The grammar rule

A B +C+D+ E

is represented in the computer by a word of the form:

index (B) index (C) index (D) index (E) index (A)

12 bit segments in the 60 bit 6400 word

(This is exactly the same representation of rules which is used

for the current grammar rules 'which were read from TAPES.)

It would be useful at this point to explain the contents

of the main grammar code table, labelled "G" in the program.

There is one entry for each grammar code and it is composed of

three 6400 words: G(1 I), G(2_,I) G(3,I) for the Ith grammar

code in the table.

G(1_,I) contains the BCD representation of the Ith

crrammar code.

C(2,,I) contains directory information for accessing the

entries expanding the Ith code.rUles and dictionary



It is of the following form:

G(2.9I): 12 bits 18 bits 12 bits 18 bits

1 2 3 14.

Portion 1 contains the number of dictionary entries.

Portion 2 contains the ECS address for the first dic-
tionary entry expanding the Ith grammar code.

Portion 3 contains the number of rules.

Portion 4 contains the address in array R of the first
rule expan,7'..ng the Ith grammar code.

G(31I) is used to flag existing grammar codes used in
new rules.

Since both the entries in dictionary and the rules in

array R are sorted by the grammar code, this is all the infor-

mation needed for access.

After new rules containing unexpandable grammar codes

(1.e. grammar codes for which there is no rule or dictionary

expansion) have been eliminated, a reference table for grammar

codes not appearing in G is prepared, but only Portions 3 and

4 above are inserted here, since for these grammar codes no

dictionary expansion will be possible.

FUrtherMore, all of the currerit grammar codes for which
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there are new rules are flagged. This is accomplished by placing

the address of the entry for that grammar code in GNR (the new-

grammar-code reference table) in G(31I).

After this preparatory work has been accomplished, gen-

eration instructions are read. The index of the grammar code

to be expanded is determined, and is placed atop the pushdown

stack labeled PD. Several switches are set (SWITCH1, SWITCH2)

to a neutral condition. If during the course of generation

the specified level is exceeded, or if there are too many occur-

rences of any grammar code, they are set to a flagged state and

dictionary expansion is forced wherever possible. The switch SWNR

is set whenever expansion by a new rule is mandatory. The entries

in the pushdown stack PD are of the form:

12 bits 48 bits

level of grammar code Index
occurrence

GENUN performs generation using PD by looping on the

condition of the stack pointer at the current node, named J. At

the beginning of manufacturing a specific generation instance,

a word of the form:

12 bits bits

index (GC)



is placed in entry one of PD0 the array serving as a pushdown

stack. At each node J is either decremented (when lexical inser-

tion occurs) or incremented (when rule expansion occurs). When

J finally receives the value zero, the generation instance is

completes and the next example generation is started.

Suppose generation is at an entry I in the pushdown

stack.

First G(1,J), the printout representation of grammar

code PEI position J is accessed and printed along with its level.

Then several Boolean tests on the switches are made to determine

If dictionary expansion is mandatory. If so, a random entry is

selected using the directory information and subroutine RANDMOD

(if in fact, there are entries available). If not, then the

number of rules is added to the number of dictionary entries, and

a nuMber between 0 and that sum minus one is selected using

RANDMOD. If it is greater than the number of rules, a dictionary

entry is determined by subtracting that sum from the.number of

rules and adding the result to the position of the first dictionar;

entry. The pointer to the top of. the PD is decremented by 1 after

dictionary expansion. If the random number is less than the

number of rules, a phrase structure rule is selected by adding

it to the position of the first rule. The rule will expand into

several grammar codes; they are added to PD by the subroutine

EXPAND, which alsomaintwins proper bookkeeping on the condition

of the stack.



As EXPAND is entered PD will be In the state

level Index (GC)

(GC is the grammar code at the "top" of the stack.)

Both level and GC will have been printed. Suppose the rule

selected was GC -0. GC1.+ GC2 + GC3. (GC is constrained by

SGP to expand into from one to four grammar codes.) In adapted
form this rule will be in a 6400 word

zeroes index (GC1) index (GC2) index (GC3) index (GC)

This word is cyclically shifted by 12 bits to remove these
indices in the order: index (GC3), index (GC2), index (GC1).
The level is incremented so the Levelt = Level + 1 and the

level information is placed In the left 12 bits of words con-

taining these Indices. These words are successively placed on
the top of the.stack and J Is Incremented. After they are

entered PD is in the state



old value of J

new stack pointer
= J -I- 2

Level'

Level t

Level'

inai (GC3)

index (GC2)

index (GC1)

As these words are processed, a counter for each grammar code

incremented in the GC table, noting that GC1 GC2, and GC3 hav

appeared one more timc. Control is then returned to GENUN

( the SGP).
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