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Abstract

This report documents results of a two-year effort
toward the study and investigation of the design of a prototype
system for Chinese;English machine translation in the general
area of physics. Past research efforts at Berkeley had been
centered on three areas: (1) contrastive stndy of Chinese and
English, (2) development of an automatic dictionary and
(3) programming support for machine implementation.

Oour work on grammar (Berk»ley Grammar II) in the past
two years has focused on the expansion and consolidation of our
syntactic rules. Grammar codes in the dictionary and in the rules
are reviewed for consistency, and redundancies are eliminated |
Further sets of rules are added as a result of the continuing
testing and revision of our grammar based on texts in-nuclear
physics and also on previously existing textS»in.biochemistry,‘J
The statistics on our last run shows that our Syntactic Analysis
System (SAS) is able to recognize and parse satisfactorily -
strings consisting of 20-25 Chinese characters, indicating the
ability of the SAS to consistently parse 90% of such sentences.

Testing and implementation.of interlingual transfer
rules has concentrated on the conversion of Chinese nominalizationc,
and relativizations to their English counterparts by implementing
binary permntations and substitution of lexical Chinese-English
data., Work is continuing on‘the 1mplementation of English “jVj

A
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complementizers.

Approximately 15,000 Chinese lexical entries, mostly in
the area of nuclear physics, have been compiled, coded into
standard telegraphic code and added to our dictionary, which now
totals approximately 57,000 1ex1ca1 entries. These entries have

been assigned grammar codes, romanlzation and English gloss.

Programs for the Syntactic Analys1s System were written
in CDC FORTRAN IV and COMPASS and run entirely on the: CDC 6400.
In addition to the contlnual refinement of the managerlal, adapta-
tion and par51ng programs of the SAS, we have 1mplemented plot-
"tlng routines on the Calcomp plotter to output structural trees,‘

'as well as plottlng the correspondlng sentences in Chinese

characters. ,

'7;Ddcnmentati0n*for;all'COmPlétéd”Programs ofdtheﬂSAS.are

~ inciuded in this report.
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I. Introduction

| The project on machine translation {MT)of Chinese to English
at Berkeley has been in continuous existence for ten years. Re-
search during this period may be roughly conslidered to have pro-

gressed In three stages. Phase One concentrated on lexicograph-

ical studies. MaJjor research completed during this period (1960
~to 1967) has resulted in the compilation of a dictionary (with
subject matter mainly in the area of biochemistry)._ Phase Two

initiated syntactic studies near the end of this period with the
creation of a grammar for the automatic analysis:ofyChinese

sentence structure.

- Phase Three is the integration of the previous two phases

leading to interlingual studies concomitant with lexicographical

and syntactic research._ The specific subject matter is now in
_the area of nuclear physics.} In the. Final Technical Report on.
work accomplished in -the contractual period immediately prior to
the present one (1967 to 1968), Version I of the Syntactic Anal-
gysis System (SAS) was documented. SAS is a package of computer

prrograms capable of accepting coded Chinese sentences as 1nput ‘

"nf]and producing syntactic trees representing the resulting analysis

"‘3mof the Chinese sentences. Limited interlingual mechanisms were

ZVTfValso implemented in these structures.v o

The present reportjdocuments the results of furt ermwork_mg“_.

sffffin this area during the period of . September 1968 through August




IIXI. The Background ln Chinese-English MT

In order to provide a'certain perspective regarding_the
work under report, a brief survey of previous work in Chinese-
English MT is presented below. There is no denying the‘fact"
that present work has stood on the foundations of earlier efforts
in the field and inherited its success‘and‘problems.1’At.the.same
time it also uncovered further'problems'as‘wellraS’SOme new methods

of solution consonant with the state of thefarti“

The work at Georgetown'in‘the iatelQSd's waspnot focusedr
"principaily3ond5hinese'butfwas'partfof'a7generalfassau1t'on;MT. |
As was ‘to be expected, initial worﬁ”éoﬁééhtratéa*bn'ﬁrcblemsfof

'1Chinese text input.» Standard telegraphic code was used as the

_’mosu natural for computer input., The translation process was .

‘flargely dependent on the result of lexicon look—up. Only a very
small sample was used., Sentences had to be processed indepen-“

dently by sopuisticated "trial-and-error" procedures, since no

”7iate "grammar" was available for this purpose. e

IIzUniversity of Washington Bunker-Ramo , ‘University of Texas




the emphasis had to be on the compilation of an adequate glossary
of Chinese. Reifler, early in his report [Final Report to,the
NSF, 1962], pointed out the differences in style, constructions
and allowable forms of scientificlpublications and that no scho-
‘larly descriptions of the Chinese language had yet dealt with’s
‘this'aspect of the language. The corpus was not restricted to
one field or subfield of knowledge but rather to Chinese scien-
tific texts in general The choice of such an approach to the
*corpus was apparently dictated not only by the difficulty of )
.obtaining sufficient material from one subject field at that time
:Hbut also the hope of gaining-"a more representative picture of o
",the general-language problems of the language of science ano N
:technology" [NSF RePorts PD. 12 13] . As will be seen in our ’jy
Breport below, this approach is still premature to a certain extent,
‘_and it would have been better to restrict our goal to one field.‘ |
tThe effort was concentrated on the study of a refined glossary ””
hwhich would give better word for-word translations into English.
'ahThe study produced a glossary of 1880 terms Which are of some 1:

bflinguistic value.ftit@f

+The work at Bunker-Ramo was an epplication of the Fulcrum x

‘j}technique in cooperation with Berkeley and University of Texas.ﬁw

'ajThgir"ork*was the development of interlingual mapping and English_f

"1”gfgeneration‘phases of Chinese-English MT by adapting the Berkeley




whereas FORTRAN was the mainstay of the Berkeley system<and there-
fore not directly interfaceable. Texas took on the responsibility
of expanding and supplementing the Berkeley dictionary. Since
1968 the Berkeley project has .also assumed the task of imple-

: menting these final_phases as well as updating of‘the,dictionary.

I1.3. Peking

y l958 the Linguistic Research Institute of the Chinese

Academy of Sciences in Peking has already established a system
“for the translation of Russian to Chinese. Although the present
‘survey is concerned with work done in the mechanical translation
Hof Chinese as the source language whereas the work in Peking has‘
hChinese as the target language, the fact that mechanization invol—
”ving Chinese is involved should not be ignored. Their initial |
*investigations took the approach of analysing both languages in-

_ dependently and then attempting translation based on the results
fbof such analysis.f They later (1961) changed their approach to
-that of emphasizing the contrastive analysis aspects even during :
'fiinitial analysis. It should be noted that since their work was
‘ﬂRussian to Chinese, many more surface morphological aspects of

7,the source language were available as compared to translation of

"rQChinese to English, in which information on grammatical categories

P

o ﬁ,ffsuch as plurality, person, noun-verb distinctions, tense-aspect-

a’h;fmood systems, for example, are not well—marked by surface mor--: .

ﬁ‘iﬁ{phologypand;iause many;difficulties in the initial phase of con-‘




ITI. Grammatical Considerations‘in MT

ITI.l. Linguistic Analysis and MT

| Research into experimental MT must be based on a well :
»defined framework of linguistic analySis. The results that have
| been achieved thus far and the results that can be expected are
predictably circumscribed by the particular framework chosen.,‘
pMoreover, such results are also eVldence of the range of limita—

'ftions and usefulness inherent in the particular theoretical

S

'f?framework.‘ There are important differences between the goals of_

‘;i?research in linguistic theory and the goals of research in exper-

§f‘:‘?£fimental MT.' Although theoretical r"search is concerned with the.'

°itotality of linguistic competence, actual instances of such
H“research activities usually focUs on,particular aspects of this
'}totality. The general approach is that of deduction.‘ Thus, for

‘iexample,ia proposed explanation for complementation in a language

in general does nou exhaustively take into consideration all o

,of the verbs in th‘ language.~ Furthermore, in practice, the

'ffrules proposed,are never exhaustively crosschecked against others‘
; tfglfin the language. On the other hand reSLarch into experimental
‘ *Qf MT and otner activities in computational linguistics must be“

: ﬁidi}constantly concernedeith.th:‘total range of exhaustive applica—‘




that research.in MT, not only'in'theoryﬂbut also”infpractice, is
concerned with the totality of the descriptive adequacy of the
grammar- | e '(«ﬁ,lﬁw-f;WLVJ, | L .
| Fundamental to all 1inguist1c activ1t1es and all other
scientific activities 1s the concern for the basio units 1n the
'system., In the case of grammar these units Wlll be the gramma-
tical categories. Grammatical concepts, in the sense of Boas |
»‘rand Sapir, are manifested 1n the surface structures of sentences
,in a: language, and different languages will have different mani—‘
ifestations‘of such grammatical concepts.l» Furthermore, semanti-

':Jcally corresponding sentences in different languxges mav utilizes

1

”'adifferent grammatical concepts and categories, which are realized'v

i fiﬁ' fdifferently._ Numerous scholars hav"fattempted to discuss and <

’”fffoutline the nature and range Of grammatical concepts. AS an d'

?"The farmer killS the '

- ;rexample, we may quote Sapir's analysis of

Y

_,duckling.; L

I. : 'COncrete Concept-f o e et A

ﬂfﬁffi First subJect of discoursj:}_farmer f"

Lh

| _‘Meé Second subject of discourse.. duckli .f

T-analyzable into°

Activity;

Introduction to the
,/(Eds) Preston Holder
| apir, ‘Edward.- 1q21,_,

s

. -The P 1'~oSOphy of" Moderh“
l95§_wElements dé?ﬁf??




A;}'Radical concepts-" | - | o
(1. Verb: (to) fam
2. ‘Noun: duck“j BT

3. 3Verb?r;k111gf'

-B}_,Derivational Cnncepts-ﬂ‘ o
,1,- Agentive L expresses by suffix -er

Diminutive‘* expressed by sufflx 5
fff_fII.f_Relatlonal Concepts°5f"'

mﬂ%.fReferenceflr°"::“

expressed by‘sequence”of sub;f

of discourse: '



expr ssed by lack of plural suffix in farmer;
and by suffix -s in follow1ng verb
7,V'Slngu1ar1ty‘op second subgect of dlscourse-
expressed by 1ack of plural sufflx in duck-f

11ng B

Times. . |
?:8; ,Present’ expressed by 1ack of preterlt sufflx

- in verb, and by sufflxed —s._,,u;f;.V

In this short sentenca of flve words there are ex—
'~ pressed, therefore, ‘thirteen distinct concepts, of
- which three are radical: and concrete, two der1vatlona1
- and eight relatlonal.... o
~ .Our analysis may: seem & 11tt1e belabored, but only
“because we are so accustomed to our own well-worn =
-grooves of. expreSS1on “that’ they have come to.be felt
- as inevitable. . Yet' destructlve analyS1s of the famil-
; : . .iar is the only method of. approach to.an understandlng
T e of fundamentally ‘different modes of express1on....-
T ..., ‘A cursory examinatlon of. other languages, near and
“far, would soon show ‘that 'some or.all of the thirteen
concepts: that our sentence happens to:. embody may not
. only be expressed in different form but that they. may
. be dlffereutly grouped among themselves; that: some -
- among them may be ‘dispensed w1th, and the other concepts,
- not. conS1dered worth: ‘expressing-in. Engllsh idiom, may be
';'treated ‘as’ absolutely 1ndispensab1e to the 1nte111g1b1e"‘
amrcuuczxng ‘of the- propos1tion..f :
L Inthe: Chinese ‘sentence ''Mar 111 duck" Wthh may
_ fpbe looked upon-as the. practlcalr'Qulvalent of . "The -
" ‘man kills the duck;" theére is by no means’ present
", for the Chinese" conSC1ousness ‘that ch11d1sh, ‘halting,
j*:empty fee11ng ‘which we- experience ‘in the. Engllsh
.;itranslation.: The three concrete concepts —- ‘two ob-
w.jectsand-an. actlon:4- are each- d1rect1y expressed
L by-a; monosyllablc word-which'is at the same time a
. radical element, the two related. conceptsf—-} subgect"
and "obJectfa——~are expressed solely by the position




‘essential to the complete 1ntelllg1b111ty of all
speech. Nor does this qualification impair our:
argument, for in ‘the English sentence too we leave"
unexpressed a large number of ideas which are either
- taken for granted or which have been developed or
. are about to be developed in the course of. the con-
' versation....' o o (Language p. 88ff)
‘On the bas1s of Saplr's analyS1s one cannot fall to de—.”
‘_duce that perhaps 1t would ‘be eaS1er to translate from Engllsh
lfglinto Chlnese than from Cnlnese 1nto Engllsh We have already
' mentloned the research activ1t1es 1n MT at Peklng Un1vers1ty.,@;
ld]It was found that at’ the level of morphology 1t 1s deflnltely
o simpler golng from Russ1an to Ch1nese than 1n the reverse dlrec—
"b:tlon.v The subsequent deductlon 1s that the same holds true for
:,Engllsh and Chlnese MT., Th1s would mean that for the f1nal vl
}tEngllsh output of Chlnese to Engllsh MT system we would have to'
devote Some- efforts toward establlshlng categorles that may be '
”habsent in- +he source language., In the present framework of
ff;dlscuss1on 1t would seem that the mechanlcs of translatlon may .
fhvary under the f1rst approach (pa1rw1se approach) On the onev'

L :extreme, 1t could be a word to-word translatlon wh1ch 1s qu1+e‘,,

’anlmllar to expreSS1ng a message content 1n the target language

“ﬂjusing the inventory of grammatic l_concepts of the;

Tage., Abundant examplesdof.thls could be found in the early

'attempts at experimental machlne translatlon (such as the proaeclsiﬁ_




4‘iass001ated this with an [intermediate] universal language),

,(2) esteblishing the correspondences between the source language

and this universal set (or translating into the 1ntermeaiate
1anguage, attempts at translating natural 1anguage 1nto first
vorder predicate nalculus may be seen as one attempt in this

: direction), and’ (3) establishing the correspondences between thc

"intermediate language and the target language.; This w111 ensur.

'7ithat no grammatical 1nformation may be missing and will also

'V.Iacilitate n—tuple 1nter11ngua1 translations. We are not aware

”7of there having been serious and perS1stent attempts w1th this

'i:approach 1n mind, beyond;the theoretical Level.
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Under the first approach, only L yand Ltl

and all features marked for L (1.e., B, C, and E) are marked

are considered C

for Ltl regardless of whether they  are: utilized 1n Ltl and -

regardless of others which may'be called»into play in L ;. In -

t1°

the second spproach, more than one target language may be con-;ll
sidered and all features are marked regardless of their utillty
Iin the languages concerned. Fornexample, evenvthoughqumay-not~
be called for in any of the languages concerned, yet 1t is marked“\
for all the languages concerned. ' . N : ] |

In an approach to MT: that is guided by a practical con—if"n
cern for immediate results, it is necessary to pursue an 1nter-fht‘7f”
mediate course by attempting to analyze L in the pars1ng pro—vfi
gram with a set of grammatical features (codes) that 1s ‘the union'
of the set of grammatical features in Chinese and English.?fFor“*

example, plurality, which is generally not overtly expressed 1n

Chinese, is recognized, while. nominal clas51fiers, Wthh are -

generally not overtly expressed for non—mass nouns in English,p

are also recognized, Consider another example based on the dis-lfrz
. tinction between partitive and non—partitive genitive2 in‘the‘

two languages under study. The underlying structure for parti-rir;7

tive genltive 1s vastly different from non-partitive genitive.-

For example, in the following sentences _f»~7




(1) The love of God (partitlve genltlve)

":(2):HThe;fear of God (non—partltlve genltlve)

(l)"is1dérivable;from "God lo'as X" x, unspec1fied object)

Wheré;God_is‘the.subgect,and 1n fact ‘we can obtaln
 (3) the love of God for X (men). 'f )

Ll(l);is:furﬁhexﬁreiaﬁed sfrncturaliy £bg}ﬁ“

"gOn the other hand, (2) is derlved from a very dlfferent source-

”Q"X fears_God" .where God is the obdect and where the subJect is.

"*funspecifieqé gThere 1s no comparable case for (3)

(5)

* e fear of Goa for x B

fQﬁInstead, it is possible to derlve (through nomlnallzatlon

‘after passivization)




) wmem
' Shen de-ai

God DE love _ﬁGod'sﬁloveﬁv

The non-partitive genitive must be expressed ‘as a full clause.ﬁd

Thus the Chinese equivalent for (2) would be-‘

(2') Aﬁﬂ%ﬂ’]'@fﬁ o
1';’ o - Ren dui shen de jupa E "The fear ‘men have;fl

,»Men to’,GodthElfear ;- for God"

These sentences 111ustrate the crucial difference between .

i.the nominalization procedures of the two languages. They further‘V

r.}point to the fact that two different Chinese structures are -

A

"'fmapped into one kind of Surface structure 1n English._ The fact

Vthat we: can’ also have (4) in English but not (7) and (8) has no

‘[bearing on interlingual considerations for Chinese to" English

”“j]translation, even- though 1t 1s most s1gn1ficant for, reverse

"TQconsiderations.._ﬁ;ﬂ

N The central theoretical problem here 1s, of course,

'”“irelated to tne question of whether we can exhaustively enumerate

‘:vgiwhether meaning can be discretely quantized. At preSent, 1in—*'*

*,nguistic“theory andﬁstudi’

Tfall such conceptS:‘ hich 1s in turn linked to questions such as.

!

'ntrastive syntax have not been /_



underestimating the unsolved problems and bas1ng their hopes on:
extensive pre- and post-editing,made unreasonable claims with |
.respect to their abilities to provide good translations without
linguistic manipulations resulting from. serious contrastive
studies. Y. R. thao, when speaking on translationﬂ,has fre-‘--"
:quently quoted three requirements set up for translation by a

noted Chinese translator, Yen Fu.‘ They are fidelity, fluency,b

.. and elegance. He has quite convincingly shown that 1t 1s not
;5always possible to fulfill all three requirements w1th a human
translator, let alone with a- machine.g If we lowen our expecta—_

5

’ qtions and first concentrate on the problematic areas of the
‘fidelity requirement, we may find ourselves able to garner a
.‘recent fruit of technology, the computer, and harness it 1nto },
:performing some simple tasks quickly forvus. At the same t1me,r”v
*vwe may be able to shed some light on the nature of the human

_communication system called language.i Viewed in such a, perspec-

7_t1ve, if a machine can render a Chinese Man kill duck 1nto an

.QEnglish "Man kill duck", which we can, and more, the practical
'f-iutility and not futility of thls line of human endeavor isvf S

o

~-;4 See Y. R. Chao. 1968 Lan-‘age and S bolic System. Cambridge
: Uniyersity Press ‘and Y.R. ao.;I§59 n . ransIaEion" a taped
:rglecture given at UC Berkeley, California.-- - B s

':.5 It*is interesting to note the recent opinion of an’ early oppo-:
;;fnent/of MT: "MT research should restrict itself, .in my: opinion,_~,
R v o & t'efdevelopment ‘of- language dependent strategies and’ follow
e ' ‘linguistic research: only to; such a degree as’is . '
ry. without™ losing oneself in utopian hopes." Y.,Bar-Hillel
"Position Paper on MT in 1970" Texas Symposium on.
T e o LT n T

1\~




:already.demOnstrated, :

In the past fifteen years the anproach to the study of
l' language has been very much revolutionized and at the same time .

_]a much more rigorous frameworkﬁhas been introduced by transfor-

-,mation theory w1th new and fruitfu] results.' The universal d1s~'

. tinction of deep and surface structures has offered new 1ns1ghts

"”into the general structure of language._ Recent work 1n linguis—

: ists in the area of second language acquisition have not laid

‘“f'Lto rest the controversy concerning whether mastery of a second

q:uﬂin first language acquiSition and whether a second language can. ;o

:75jtiCS ; has raised anew <he- question of translation.é; Spec1al-a1"

. f*language requires the same process of progression as is requiredff‘

‘.;be' completely learned", i e., whether the grammar of the second}i

'dgzlanguage will be exactly identical to one that another person L

"a]has as the fir t language. Related questions can be posed as to‘:

ljthe translation competence of the human interpreter.; Consider e

”lﬁlthe following,which is a, simplified representation of the lin-ff'

Tf,guistic process of translation.

'-ﬁ“{éfSource?Ianéﬁégelﬁ o Is e Intermed1ateff7l
e e e T T T e e e Structure S

= fﬁbeép stricture




(.lcompetence may be defined as the ability to relate

vDecoding of a linguistic message implies the lingulstic compe—ff
* tence’to relate SS (Surface Structure) and the DS (Deep Struc-o'
.vture) : The encoding of message and the generation of sentences

;‘implies the competence o do the reverse. In fact linguistic

)he two?fffa

1a‘levels of structures 1n both directions. For the monolingual

'Vspeaker, h1s linguistic activitles will be altogether confined%m:"

<to a” single language., In the case of a translator he ha tof N

‘fdecode the message (parsing) in the source language (L ),

'Sgsubaect the structural information to interlingual processing,b’

| f_and then recode 1t (generation) in the target language (Lt)

‘:‘It 1s not clear to linguists at present whether the translatorr

”, fhas to retrieve all the structural information at the level of

‘3ffDS before completing the loop for translationc. Thcre is, how-ﬁ

"xf;ever, an important distinction between a monolingual speaker h

. and a ‘translator.

5]The message originates_in the monolingua14




,person's sentences, there is no- a priori reason to think that
»the amount of information processing reaches into the deepest
'level of DS.: It seems therefore conceivable that the linguis—
tic competence of the bilingual translator could include a cer-‘
~tain. body of information pertinent to the contrastive differences
u-of the source and the target languages.‘ This body of informa-
tion by no means makes it altogether unnecessary to resort to

: analysis at a higher level in- DS, for it could be. frequently
observed that translators do hesitate and pause, and in fact,
1at times, have to paraphrase., If this is true it would mean that
'mthere are: Intermediate Structures (IS) which proVide a direct
“}input into the interlingual component. Individual input sen-
:tences could have Intermediate Structures that represent differ—

ent levels of completion in parsing. ff'

While the conception of IS is quite clear, the exact
;nature of IS in an actual context of translation between any ,
“,pair of L ‘and Lt still awaits further research in contrastive
studies of the source and target languages.3 This has been one

-of the primary concerns of uhe Berkeley proaect.»

tIII,E.i“Grammars;andgAlgorithms,ﬁf'

The efficiency with which we can harness the computer

5s7]in MT is directly dependent on the set or sets of algorithms f

.wffpresented to the machine for implementation.; In a most general

‘ffifway, we can understand the grammar 'of a language to be that

. //"
yé?‘» o




’set of . algorithms which describes that language most efficiently
We shall further, restrict our understanding of the term gram—
'mar" to apply to the zgtax of the language only.' The grammar
then is uhe set of algorithms ‘or rules which define the syntac—-
;tic structure of a language.u (It should be noted at this point
'that the terms "grammar"‘andv"language are not necessarily ”
restricted to our concept of natural language ) They are“f
.37,'equally applicable to art1fic1al languages,‘the languages ‘of "
"‘algebraic linguistics (context—free and context sens1t1ve‘j :
Qigilanguage families), as well as the languages derived from predi-

Ay .

7cate oalculus,,mﬁgﬁ¢_»fa»«v.«"*

b"iﬂf Recent linguistic theoryflookswuponvnatural language

'sf;:fas hav1ng the three components._ phonology,:syntax and semanticc
‘*The 1atter two are the most relevant to our work in MT. The
*ffchoice of concentrating our attention on syntax does not mean
”“:thau the semantics of the language is ignored For MT work,vm":
_ithis is in fact an 1mposs1bility. The concentration on syntact_
c#fwork is only a reflection of the state of the art 1n language
f.ﬁtheory.‘ Recent work by linguists has shown an inc“eas1ng :

vpblurring of the line between syntax and semantics as evidenced

"“7ﬁby the works of many others.: It seems therefore that as work



MT work. could also .Qf_l,lyfiad_?van_c'é;i_n; hai,t'ir'ig, steps.

'
'x‘

Syntactlc study,:on the other hand, has already provided

lfmany theoretlcal and practlcal results Wthh are amenable to""

3"theoret1cal treatment since thls has generated the,vreatest
famount of worh 1n the appllcatlon to both artiflclal and to |
7ffnatura1 1anguages.£ Ib 15 also dlrectly relevant to our present.

:fwork 1n MT.: We refer to the theory of context free (CF) 1an-

 euages.

pThere 1s no doubt'that CF languages are abundantly useéh'

‘f"languages such as ALGOL and FORTRAN are 1n fact vers1ons of CF

}fore, although. 1nadequac1es 1n bas1nc the total grammatical

lfdescrlptlon

Constltuent Structure° A Study of

Research:Center-in- Afthropology, Folklore and Lingulstlcs.

”computatlonal 1mplementatlon.‘ We shall single out one spec1f1c7ﬁ

of a. natural 1anguage on the CF framework;have always

"Qtful‘ln computer work, since lt has been”shown'+hat programmlngr'd

COnteyporary ‘Models of Syntactic Description. - IndIEﬁEfUnlversitygf




portion of the suructure of ‘a - natural 1anguage has never been
‘fp? denled.u It has, moreover, been shown that CF 1anguages are
o Lequlvalent to push down automata, the latter belng one of the
.bas1c theoret1ca1 concepts whlch computer SCment1sts have 1mp1e—
_ mentea for the eff1c1ent manlpulation of data strucvures w1th1n .

- the computer.;:ﬂe'

A maJor consideration 1n dec1d1ng on the form of grammar -

~to- use 1n MT 1s the ease of 1mp1ementat10n.- Because of the s
T'afflnlty of programmlng 1anguages ‘to. CF type based languages,-
,the 1mp1ementatlon of a grammar of a natural 1anguage based on.

. the CF model 1s extremely attractlve.i'f'“

However, it has a1ready been mentloned that the CF, or,'f*
rather, phrase-structure grammar framework has many 1nadequac1es
in 1ts ab111ty to hand1e natural 1anguage. ;As early as 1956, in .

L;hi “Three Models for the Descrlptlon of Language" 9 Chomsky'had
,fbalready polnted out some of these 1nadequac1es.1 Among them was‘

7the fact that dlscontlnous constltuents, whlch are so much a

”*i%F%?tféfﬁﬁ?ﬁﬁ? Anguage, cou1d not be handled by phrase struc-‘
:~]ture grammars. A set of tranSIO“matlons was added to thls

:grammar 1n ordeifto adequatelypaccount for these 1nadequaclesaﬁ,_;

-T{,There havebbeenbsome exten51ons, but et111 withln the CF

,fframework,*deflwiddef' for‘.uch.discontlnultles,

5759 Chomsky, 'k "Three Models fo‘ the Descrlptlon of
..;ijanguage," 'TRE Transactlon 'On’ Information Theory . Vol IT-Z,
'ﬁ*}Proceedlng &on_fhe Sympos1um on Information’ Theory.._September.




such as in thefWOrk;of;Yngve.lo
‘The- literature on the inadequacies of’ uSing a pure CF
v ‘grammar for - natural language descriptiOn is too well known and
_ extenSive, © and we shall not pursue this subject in detail here.
| Be that as it may, this does not mean that work in machine trans-
'flation must stop and. awaif the complete and satisfactory solu-:
bltion of all the: theoretical problems 1n linguistics.’ It should
ibbe noted that these linguistic issues pertain to the general and
‘funiversal properties of natural languages. The less than com-»~”
fopletely spectacular achievements of earlier attempts at MT were
' aimed at: obtaining solutions to very general problems of langnage,
i or-at obtaining ad hoc solutions to specific problems that
-could not stand up to exhaustive application.. Past experience f'
'*-V'has indicated that a more restricted goal in MT, taking the
'tstate of the art of various related disciplines into cons1dera-d
_vtion, will give a better picture of the work on- MT. Bar-Hillel
.recently stated that "for high-quality MT it is now generally
'ﬂfrecognized that reliance on the best available linguistic theo—
;ries is a necessary but by no means sufficient condition, S
a s1nce even the bes+ modern linguistic theories do not treat

d-fadequately the pragmatical [our emphasis] aspects of communica—;

ﬁuo.ftion'by natural languages "11 He has redefined."high quality

‘ fl Yngve, Victor. 1960 "A Model and an Hypothes1s for Language _
;ﬂ}Structure," in; Proceedings of the American Philosgphical Society

Bar-ﬂillel'




as a relatlve term which must take 1nto account the user and the 
s1tuation. In other words, 1t is not inconceivable that a’
translation program w1th an output unsatisfactory for a certaln
ueuser under gIven condltions might turn out to be more satls-;;m
:,factory 1f the condltlons are changed. Lowerlng the alm of
'ffMT from research on normallzatlon, canonizatlon or other thes

”of reglmentation" to more "language-dependent"fstrategies has

helped to clarify the issues of MT and madeflt poss1ble for MT

flworkers to attack this problem afresh.

lIn the flnal analysls




IV. Aspects of Berkeley Grammar II

The grammar at present comprises approximately 2100 rulec
of the context-free phrase structure type. The: maJority of these

rules are of the form

A~ B+C. .
or |

A - D

Only a few rules are ternary or quaternarw' branching. LThe |
following sections report on the work in grammatical analysis
during the contractual period. The main emphasis in this area'

has been the refinement and extension of the grammar. The resul-

- tant rules reflect a continual process of revision and testing

on samples of running text, in particular in the subJect area of

nuclear physics.

IV.l. Scope of Rese¢arch

IV.l.1l. Mbigllities

One of the significant areas of work is thepruning of
ambiguities. On account of the style of individual authors, a
written sentence could produce both relevant and irrelevant as

well as spurious ambiguities. The rules of the grammar should

4K£jreserve and indlcate in the fineal analysis the legitimate ambi-

‘“gnities of each sen,ﬂnce. However, consistent attention has



been given to the elimination of .. spurious ambiguities produced
as a result of inconsistency in the grammar rules or inadequat
assignment of grammar codes in the dictionary.s An example of

such ambiguities arising as the result of careful analysis can

be seen in the following sentence:‘

| %s%sssTsms
_meiguo wuli xuehui liaojile tuoqing ‘

| America(n) physics society understand dehydrogenate(d)

o asssmT% . |

'gas(es) application(s) DE possibility ( 1es)
_may be ei*her-”

1

(l) “The American Physical Society understands the pc
sibilities for application of dehydrogenated gases; br]

7,(»2”). "The possib:!.lity that the American Physical Soci

‘understands the applications of dehydrogenated gases o« o e !

%@ %ﬂ m@? ﬁ% ﬁm%
meiguo wuli xuehuile jietuo qingqiti

‘f America(n) physics has learned extricate(d) hydrogeng



@H%T?ﬁ _
yingyong de kenengxing

'application(s) DE possibility (—ies)
may e translated aS‘either:i'
(l)-'"The possibility that American physics has learned

the application of extricated hydrogen gases ;:s..",or o

"(é)bv"American physics has learned the possibilities for

o the application of extricated hydrogen gases."'i'“

) %amassTﬁma | N
“meiguo wulixue hui liaojie tuoqing ‘

America(n) physics will understand dehydrogenate(d)

ﬁ%ﬁmmjﬁﬁ
';rqiti yingyong de kenengxing o ,
fgrgas(es)ﬁapplication(s);DE‘possibility;(-ies)

jgmaypbepeither:

(@) ‘"The possibility that American physics will under-
'i stand the applications of dehydrogenated gases g sg,fior‘,

” _"“H(é)tf“American physicl will [emphatic] understand the
possibilities for application of dehydrogenated gases." o




IV.l.2. Complex sentences

Recent statistics on the parsing percentage ability of
the grammar has ‘shown that close to. 907 of strings ‘consisting

of 20 to 25" characters:in:length are~successfully,parsed to some

‘higher node such as sentence, clause, noun phrase, or verb phrase.

Although relevant sentence length statistics are not generally

‘available, statistics ‘'of such a nature would require the accumu-

‘lated results of a large quantity of machine-processed texts.v

Determination of sublengths of complex sentences also involves

‘developing syntactic criteria for such segmentations. The Progect

is accumulating such data as each run is processed. Our corpus

‘indicated that sentences beyond this length are largely complex

in’ nature, that is, longer strings of characters are usually

.}sentences which are either coordinate or subordinate in structure

~or which contain several levels of embedding.

Among the complex structures that have received the most

Vattention were the sentences with complements and coordinate

' conJoined~structures.v,Various~nominalization;phenomena-have also

required,a great deal of study._""

- IV.1l.3. ;Complementationyf

Revision of a section of the dictionary concerning entries

'Tlisted with the', grammar code VS (verbs taking sentences as their
dobject) brought to the surface the problem of accounting forvr,:

‘complement structure in Chinese.‘ The VS category proper is the‘

- 28
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. ‘f&kﬁ‘

is the set of‘verbszwhichgtake on complements,~e.g},

Vs | ; ‘
B3 R A IS 5N 4 60 M R A

Congdon ,. Lorenz prove B ' survivalvof heterologous

'marrow and irradiation

‘dosage are related.

';The structure designated by IND is the sentential complement of

‘i-;._'the verb zheng ming 78] 'prove’. This IND itself is a full-
'Q; blown sentence. At a minimum a rule linking the VS and its com-
.'iplement is required in the grammar (with VI3 indicating this to

; - rfbe a predicate) o

-

| VIB - Vs +‘IND

K,However,.there are verbs which are not exclusively VS but which

5‘ f;may also take sentential complements, l.e., they also act as if




they are fransitive verbs followed by an object noun phrase
(rather than.sehtential cbjéct). Other complementizers which
require such specific informatidn to be'supplied by each lexical
entry are also entered into the dictionary, e.g., 'for‘', 'to!',
'whéther', Vs + -ing', etc. -Ahother related problem came to
our attention during our investigation of the properties of the
VS verb category. The fbllowing sentence illustrates the case

in point: .
Sentence 1

Sentence 2/

éomplement ’ (subJect) Vs
="
B HoEm B ogwogy gaog s =
. — ,

| & 1k _g_ 8 - & & =

o : o w
ey B g 4 o g A ki >,
T o £ 2.3 8 S 9 8 o h
s 2% g8 843 ,58E8¢8%8 3§
¥ B0 & o 5"'Q»'@ |~ g8 & B>
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The verb 'verify' (zheng shi Z# ) at the end of the

sentence belongs to the VS category. As such, our rules require

that this verb be followed by a cOmp;ement sentence which does
not occur in our example . .because of the passive construction.
In other words, our rules involVing VS require the following

structure (eaéh IND indicates a type of clause structure):

Noun Phrase VI3
‘(Subject) ’ O

{Complement)

whereas our present example has the following structure

p,

| Sdbject e Vs
" Noun ‘Phrase ' g -




Comparing the two tree. schemes, we nocte that our sample
sentence represents a transposition of an entire .complement strin

to the left of the subJect noun phrase. Such being the case, we

* would have to complicate the description of the properties of Vs

verbs. However, as comparison of the two trees clearly implies,
we should be able to breserve.the property. of'VS verbs as verbs

followed by complements by applying a string transformation of

IND, (in (b)) to the right of the VS ‘before the parsing rules

apply. We thus arrive at the tree in (a).

This method of making use of string transformations
before the actual parsing routine is called into Play will be a

powerful step forward in 1mproving the present SAS system.

IV.1.4. Nominalizations

The linguistic-literature is replete with studies con-
cerning nominalization'in Chinese, in particular where an expli-
cit nominalizer DE is Present within the construction. This
problem has also been dealt with continually in our Project. The
present system of rules and the SAS can deal . with expllcit DE
nominalization quite satisfactorily. :However, as w1ll often be
the case when the surface string is the primary input a construc-

tion which is nominalized but which contains no explicit. DE will

cause problems in analysis. Here we are often dealing with

stylistic variants of. the sane nominalized construction.

The author of a particular text may quite possibly use

32



§

IE in a nominalizing construction in one sentence, and then in
the following sentence drop this DE in the same nominalized con—
struction, or even use DE alternately wnen several nouns occur

in sequence as modifiers of the rightmost noun, e es

(2) B H#E O OBEW . EE % 75'&'

radioactive chemical spraynDE:method°

() s mw w nﬁ?ﬁ‘é kLY

radioactive chemical DE spray mnthnd

(¢) " HmeitE R ow :sis L4 nvz
| vradioactlve chemical DE spray DE method

It is ln fact possible to have the fOllowing equivalent nominal

where a DE morpheme is inserted between every pair of possible

constituents.

(a) HmHE wm WmR W BEW B
radioactive DE chemical DE spray DE method

_our present grammar is able to adequately parse construc—

,tion (d) when all the DE morphemes .appear explicitly in the text.

However, when the optional use cft DE, as in the above examples,

';.LB encountered, our grammar would stiil exhibit ambiguous parsings.

‘It would appear that where such stylistic usage occurs, a proba-

blistic decision has to be made in solving the ambiguities. As‘

=our corpus of texts increases we plan to launch a statistical

"investigation regarding the percentages of insertion and deletion k



of DE in such constructions.

Not enoughbis‘knnwn-in the P?eSént-state:of Chinese lin-
guistic studies about the strq¢ture[of'n¢minalicompounds,‘espe-‘
cially in termS-of:the transformational deriuation of such com-
pounds from more basic.structures. NOminaliZations in English
have received more detailed attention‘in;recent»literature [Lees
(1960, l970), Zeno Vendler (1967), C;omsky (1970), Chapin (1967) 1.
: Examples of Chinese nominals Wthh require information regarding
:"inalienable" are encounterea in the AGG (time or locative) type
rules where thel'left' and 'right"parts of a compound are split

by either a time or locative phrase'

-w@ﬁ+¢m%§mk~
'Zhonsguoijin-shi nian.iéifdidan hen da

In such examples topicalization and/or lex1cal hierarchial fea-

re. relations come into play. (A Very interesting study of this

'problem is Iound:in Bever & Rosenbaum, Readings in English Trans-

formational Grammar, 1970, pp. 3- 19)

IV0105¢ : Numerals Lo

In our: yresent corpus of phys1cs text we have come across
"quite a number of cases where the suntence could not be parsed

}due to the inadequacy of rules for handling numerals. “We are not
"only faced with the task of recognizing Arabio numerals as part-'

icular constituents, but the Chinese system of numerals is also

d
’f;.\
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a problem area,. There are two cases that we can consider.

(1) Values of Chinese and Arabic numerals having one-to-

one correspondence, .g.

Chinese . areble [
/\—-O ‘ ) .
yi lner 1ing - .. 1,620
=Z0QO0O=®EAM _ e T
sen ling ling wu basi . . . - . ..300,584 - .

(2) Values of Chinese and Arabic nnmeraISwnotvinlone-toé

'-one correspondence.

‘Chinese ‘Yf.f“ T U arable
'"—-ﬁ=f\a -+ . 1,620

yi qian 1iu bai er shi Hzor‘"onexthousandasixv'
' . | hundred and twenty"

"*+75z11—_§,\+m 300,584 | o
o san shi wan 1ing wa. bai ba shi si o ‘or "three hundred thou-

. sand five hundred and
. eighty-four.";d,_‘

Our present grammar rules are able to handle case (1)

g straightforward manner, i e., as one-to-one translations. ‘HOW—V

' *cever our presert rules fOr parsing such strings actually involve

Hid-_ambiguities in interpretationi‘
Af'fﬂstriné "1620" we can have either -iﬂ’h"“"”'“'”

Observe ‘that in’ English for the":_"

44,~
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(a) One Six-tWO-zero" 01' v

(b) one thousand six hundred and twenty" S

Our rules recognize the (a) interpretations but would

not be able to give an 1nterpretation of the "value" of (b)

' We have now rev1sed the rules for parsing numerals. ‘It.
. was found that a. considerable number of rules involved only the
.‘numeral l, whereas all other rules of a’ similar nature involved
'numerals from 2 upward.; The result was that many rules were

“"duplicated" in this kind of numeral partition;” Apparently theyn“

'(7“logic for the necessity of these two sets of rules came from the'?

fact that information regarding singular and plural was to be
"captured._ Rules with 'l' will carry information for singular

’Anumber and those greater than l for plural number._ ~ﬁ

However, from the systematic point of view the prolifera-

'ftion ("duplication") of such rules doe' not seem well motivated.’

":nSuch number agreement information should be provided elsewhere.

3”wf0nly one set of rules for numerals should be present in order to

| hﬁreflect the fact that systematic generalization should be and

*,is POSSibl'?in the Syntax Analysis SYStem.v~,J{ﬁ_3gf,w«¢¢¢a*.'”




B e e

tens;, hundreds and thousands are strictly equivalent, but &

wan is 'ten thousand', yi {8 is'one hundred thousand'. English
lacks both. 'Million' in English is equivalent to 'one hundred
wan' in Chinese. This means some arithmetic has to be performed

in order to arrive at the correct output from Chinese to: English.

The other problem 1s that 1f the occurrence of ling %
(somevhat like the 'and! in English). The deletion or insertion
of ling in Chinese stlll needs further study (Corstius, 1970),
It had been suggested that phonetic phenomena may be involved.
But there is a possibility that syntactic-semantic criterion may
be available. In any case, in our project the .roblem is not as
critical since we are not faced with generating this lexical
item, 1.6., inserting it in the correct pbsit:l.on. In any well-
formed Chinese numeral string this entry will already be in the
correct place in the string. What ':i.s' i-equiréd is then a routine
that will »ecognize this.

IV.2, Revisions of Berkeley Grammar II

In the following sactions, rules of the grammar are
discussed in detail regarding their function within the system.
These represent the more prominent sections in the rules where
=ore systematic revision and/or expansion have been undertaken.

IV.2.1. Grasamar Codes and Meanings

Over and sbove empirical considerations, it is imperative
37 |
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for a grammar such as that embodied in the present Syntax Anal-
ysis System to maintain semantically consistent interpretation of
each grammatically assigned grammar code. The purpose of this is
not merely to insure systematic correlation between grammatical
form and meanling, but also to reduce, to a great extent, the bur-
den of meaning rules. With this conception of the organization
of grammar, it is for example, logically necessary to delete

rules such as the following:

vIi2
VA
VI
VINZ
VIH2
vIAZ

R S
A A AR

where A 1s an adverblal constituent and all the V's are verbal
constituents The assumption here 1s that a grammar should dis-
tinguish those grammatical elements which are adverbial from those
which are verblal. Some of the VA's (auxiliary verbs) in the dic
tionary can be interpreted as adverbial in their syntactic func-

tions, though the converse is not true.

IV.2.2. SVT and Subjectless Expressions

SVT is that gramma:scal corstituent which, by definition,

absorbs the subject as part of its undcrlying structure. The
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need to identify SVT as a grammatlical constltuent arises from
considerations of the structure of relative clauses in which the
subject and the verb form, at the surface structure level, ;
single constituent in the surface structure. But consider-.tions
of other syntactic constiructlons suggest that we should delete
SVT or at least constralin it so that it has restricted applica-
bility, for instance, only within a relative clause.

There are two sorts of constructlions for which SVT cannot
be the correct structure. First, sentences in which the surface
object is deleted elther because it iélunderstood or because it
can be inferred from some preceding context. In elither case,
the subject and the verb cannot first conca%enate, to which the
deleted obJject would then be adjoined, as if it were an extrane-
ous element, i.e., this means we do not wish to obtain structurns

of the following type within a sentence:

Sentence
(svT)
SubJect Verb - Object
] |

3 e



as opposed to:

Sentence

Subject Verb Object

In any event, rules which apply only to a constituent formed by
the concatenation of the subject and the verb have yet to be
demonstrated. Secondly, a grammar which allows for SVT would fail
- to differentiate it from the passive construction, identified as
IND + BE - EN. On the surface level, the passive. much like

SVT, consists of a subject and a transitive verb. The difference
between the two lies solely invthe fact that features associated
wlth the subJect and the verb in the passive construction are
usually, though not always, incompatible., Consequently, a con-
sistent differentiation of the passive from SVT requires a fairly
sophisticated syStem of feature marking. In short, SVT can't be
the appropriate constitueﬁt for the elements concatenated in

the following rules-

ko
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SVT -> NAS + VH
svT > NAS5 + VTHAS
SvVT -> NAS + VT3
sSvr -> NBS5 + VT3
SVT > NF5 + VT3
sSvT -> NH5 + VTHSS
svT ->» NH5 + VH
SV ->» NH5 + VTH3
SV —> NH5 + VT3
sSvT -> NXS + VTSS .
IV.2.3. Ill-formed *R rules
Delete
/

N - / NDER*R

N -§i. NDEO*R

N -> NDEOS*R
NXS -9. NDEOS*R

The *R operation 1s a binary operation which takes two grammatical
elements and reverses their surface order. These rules are simply

il1l-formed and must be deleted.

IV.2.4. Problems Relating to the ILexeme DE

In previous work relating to this project, the treatment
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of nominalizations involving the lexcial item DE has receilved

much attention (see, example, Ching-yi-Dougherty (1964)).

During the period of our contract, this problem has
received further investigation. It should be stated that con-
structions involving DE (overtiy or covertly) constitute a very
complex syntactic and semantic problem in Chinese. If one also
includes the homophonic and often homographic use of DE, =
(telecode 1779) and DE iJ (telecode 4104) (the former having
the meaning "must", "possible”, "shouid"), the problem is further
compounded. In fact, since we are processing printed text, the
“omgraphy problem is real, although for a specific area such as

scientific writing the likelihood of such occurrence is less.

In the above mentioned report, only those cases involving
a noun, verb, adjective, noun phrase, verb phrase or complete
clause followed by DE and modifying a following noun or noun

phrase was studied, i.e., cases where DE is a possessive or rela-

tive clause marker,

During the present contract period, the study of DE

- phrases was extended to sentence final DE and cases where DE

is_deleted. (See QPR 3, June 19693 QPR 5, October to December
19693 QPR 7, November 1970.) | ‘

IV.2.4,1. DE and the Problem of Plurality

There are also rules like the following:

, . ho :
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NDEOS*R ~—> NXS + DE
NDESO*R —> NXS + DE
NDES -—> VIS + DE ,

where the intended distinction, if any, between NDEOS*R and
NDESO*R fall to come through. Moreover, these rules were also
misconceived. Once a noun (NXS) or VIS concatenates with a

DE, 1t is no longer necessary, in fact, ilncorrect, tc mark the
resulting constituent to carry a feature of plurality, for the
reason that the plurality of that constituent depends not on
the noun or VIS but only on the noun following the DE. Whether
the grammar is capable of recogﬁizing the number of the followipg‘f;

noun 1s another problem. In (a), Hﬂzi‘ (peng you ffriend') must
be

(2) MEB=MZTOMANPAER
Ta shi zhang shan her Ii Si liang ren de peng you

He is Zhang-shan and Ii-Si two person de friend

(v) X B Y HHERWHL
X gen y you xliang tung de difang

,X and y have similar place

marked as singular, for the subject is singular; in (b) xiang

tung 1s VIX, but it can be either singular or plural, depending/
'in part on the context. ' //

Ol
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Iv.2.4.2. The Scope of DE

Deciding the scope of DE is a difficult problem. In the

following rules

T T I A T T YT

NDEP —> FNS + DE

NDEP —> FN2 + DE

. NDEP = NK + DE
NDEP —> NM2 + DE
NDEP —» NR + DE
NDEP — NRN + DE
NDEP .—> NRS + DE

Clause-final DE is not subject to the familiar *R operation, and
- must be handled, possibly, by disambiguation procedures. But
elsewhere the scope of DE has indeterminacy. The above rules
imply that regardless of where the DE occurs in é sentence, its
scope 1s always assoclated with preceding nouns such as kinship
nouns, personal pronouns and foreign names, i.e., it iz always
to be construed as a genitive marker. This, howevzr, is false.

In a sentence such as

(a) BBE = B R
yu dao Zhang shan de gingi

meet Zhang shan de relative

the scope of DE is either the entire clause, in which case (a)

means the relative(s) who met'Zhang-san,-or just Zhang-san,

Lk
33

o




which is an NM, in which case (a) means (somebody) met the

relatives of Zhang-san. The same difficulty applies‘to VIQ + DE

i

i

(b) B A
hen cong-ming de ren
viqQ
very bright de person

the constlituent structure would be

NDEQ

/

and the *R operation cannot apply, since here DE is part of the

modifier phrase. But .
@)7 '§@%ﬁ$%A”
Kan qi lai hen ruc de ren
It seems very weak de peruon
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cannot be assigned the same constituent structure. It would have

to look something like

DE takes on the scope of a full clause and the ¥R operations apply
as required. Until a way of completely identifying’the appro-
Priate scope of DE 1is forthcoming,gthese rﬁles can only provide

approximations of the reallstructure.

In VIX — VK + NDER*R, NDER*R is to the right of VK, the
linking verb, and DE is domlinated by NDER¥R. Formerly, the rule
was designed to handle clause-fina; DE. But, once again, the
ruie can apply elsewhere and consequently ioses much of its

force, since, as pointéd out earlier, we do not yet know Jjust

‘what the scope of DE should be in each of the sentences in which

it can occur. Similarly, we have to delete.the rules:

NDEQ -%  VIQ + DE
' NDEG : ‘—)  AA2 + DE

NDEG —» .AV2 + DE .

Y
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These rulee can be called into question or: two counts. Buillt
into the rules is the false assumption that the scope of DE 1is
always associated with the immediately preceding element.

Secondly, adverbs, E.Eriori; cannot occur with a DE and the

resulting constituent carnot be a noun phrase, contrary to what

the last two rules indilicate.

Iv.2.5. Sentential Nouns

There is a class of nouns, here called sentential nouns,
which can take full sentences as their arguments, €.g., proof,

theory, effect, proposal, etc, It is important to isolate and

identify this class of nouns and assignvit'a'distinct'grammar
code NBA since of all the various classes of nouns established
in the &rammar, only NBA can occur in’ the syntactlc environment

NN
IND DE N. We also add the following rules:

NB5*%R —> DA*R + NBA
' DA*R —> IND + DE.

IVv.2.6. Problems with Conjunction.

One of the many problems connected with conjunction ia,
of course, the identification of con*uncts associated with the
one conjunction marker. This has not been dealt with sa+1sfac—*

torily, partly because the conjuncts could occur in different

points in a single sentence separated by other material not

relevant to the matter at hand, and partly because the conjuncts




O Fr T e

may mve fairly different surface structures, 1In the following -

. rules

VIA3 > A + CV + VIA3
| IND2=>¥2 4 CV ¥ IND
VIHA3 —> A oV o+ VIHA3 -
VIH3—>A + CV + 'viH3 ‘
VIH3—>AV2 + CV + VIH3 N
VI3—> A + CV + VIY
VI3 —>aA + cv + VI3
" AVIB% AV2 + cv + VIY, .

N O

inspection of the elements constitutive of the conguncts indicates

" that" CV, which conjoins two verb phrases,'cannot possibly con-é

join such disparate materials as A, VIA3 and IND. Work is cur-

:rently being done on the grammatical structure of - conJunction

~in Chinese.

 IV.2.7. Passive or Pseudo-Passive Structures

' The fbllOwing'rule hes-tg?he}deieted:

"Since the features associated w1th NN5 and VTH2 are different, o
'-1and since the NN5 precedes the VTH2, by convention they concate—:'

f; nate to become an. IND + BE - EN. However NN5 is not necessarily;i

‘hfan object noun phrase.‘ There is at least one construction 1n _7
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former case, the preposing of object noun phrases is limited to
indefinite nouns and our grammar has provisions for this type

of constructione.

IV.2.8. Copular CT

Add

IND—N + VICT
VI3 —>VCT + VI3
N—N + VI3CT.

VI3CT is a verb phrase constructed from copular CT,
which is also a nominal clause introducer, equivalept in function
to the whether in English., Thus a noun co-occurring with VICT
can be either a regular IND or a noun phrase, hence the additions.
Note that concatenation of N with VI3CT is to be done at this
level, since we rule ocut expanding N into IND on the basis of

the following considerations:

(A) IND _ : IND2
' ™\ N
N V when what we desire is IND v
|
‘ IND
(B) Vi3 IND2
VAN

VAN .
v N when what we desire is V IND
IND
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IVv.2.9. Attributive vs. Predicative Adjectives

Delete

NAS —VQS
NBS —>VQS
NDS —>VQS
NFS—>VQsS
NHS —>VQH
NPS—> VWS
NTS—>VQS

+ o+ o+ o+ o+ o+ o+ +
3

DPS—>VWS DE.

All symbols on the left side of the rule have been replaced by

their corresgonding second level symbols, e.g.,
NAS—>VQS + NA2

become
NAS—>VQS + Nﬁ2

The existing grammar distinguishes attributive and pre-

.dicative uses of adjectives (DJ and VQ in the grammar) in ways

that are far téo inadequate for interlingual conversion. Adjec-
tives in both grammatical functions are indiscriminately marked
as VQS. Ideally, attributive adjectives and predicative adjec-
tives ought to be assigned distinct grammatical labels since
these two classes of words do not overlap. Within the confines

of the category VQS, many can function in either role, which
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would argue against gliving distinct labels to the same lexical
morphemes in different syntactic positions. VQS takes plural
subjects when used as a predicative. As an attributive, the
constituent constructed from the attributive and noun is made,
incorrectly, obligatorily plural in the existing rules: NAS,
NBS, NDS, etc. This 1s mistaken, since information on the plur-
ality of the resultant noun phrases depend on this case not on‘
the attributive but on the head noun. These rules would faii
generally in cases in which the verbs in question are not marked
tec take plural subjects. There are only a handful of verbs so
marked in CHIDIC and they do not pose any problem as far as we

can see,

Iv.2.10. Plurality on Verbal Constituents

The vollowing rules have Geen deleted from our grammars:

VSS—»AS + VS VIASS — AT + VQA
VSSS—> AT + VS VIHASS —> AT + VIHAS3
VIHS3—> AS + VIH3 VIHASS — AT + VIHAS3
VIAS3—> AS + VIA3 VIHESS — AT + VIHS3
VIHAS3—>AS + VIHAS3 VIHSS—> AT + VIH3
VINS3—>AS + VIN3 VIHSS —> AT + VQH
VIS3—> AS + VI3 VINSS —> AT + VIN3
VTHAS3—> AS + VTHAS VISS—>AT + VIS3
VTHS —> AS + VTH3 VISS—> AT + VIY
VIS—>AS + VT3 VISS—> AT + VI3
VIASS - AT + VIAS3 VISST—AT + VIT

51
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VIASS = AT + VIA3 -

Rich proliferation of grammar codes arising from an attempt'to
differentiate, on incorrect grounds, derived nodes from termin:
nodes is demonstrated nicely here as the grammar tries to accor
modate such adverblals as AT and AS. AS and AT ordinarily occ
with semantically (though not syntactically) plural noun phrass
thus singular noun phrases would be, by virtue of incompatibi-
lity of features marked, uncombinable with VSS, VSSS, VIHS3, e
In the present grammar, marking for plurality on a derived

verbal node is redundant, and the rules should thus be deleted.

IV.3. Additional Revisions for Grammar III

IV.3.1l. Punctuation

In processing unedited text, a well-developed and sys-
tematic set of punctuation symbols generally contributes to
correct segmentation of a string into smaller parsable units.
In English and other major European langwe ges such a punctuatic
system is available. For example, the functions of a comma are
well-defined and serve to disambiguate a particular string sucr
as the following:

(a) It is clear, however, much of this depends on
his abilityeecee

(p) It is clear, however much of this depends on
-his abilityeeeo

52
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Other examples, such as the differentiation between rzlative and

appositive clauses:

(¢) The man who owns that dog did not show up.
(d) The man, who owns that dog, did not show up.

are too well-known to enumerate. Punctuation symbols such as
the comma and the period are graphic representations of certain

pauses iIn the spoken language, and serve to reduce ambigulty.

Chinese text is less fortunate in not having as well-
defined a set of punctuation rules as English. This is a his-
torical problem since in the earlier, classical writings no
punctuation was used at all., The presenf system of punctuation
is used in the modern written language: a recent adaptation
from the Euroéean system. But since the structure of Chinese
sentences is quite different from that of, say, English, the
use of a borrowed system of punctuation takes on aspects of the
functions of both languages. Punctuation symbols under such
circumstances become less reliable as syntactic markers in the
Chinese text. There is the other aspect of the education of the
Chirese author inwolved. It is quite likely that if his
research involves consulting a great deal of;English literature,
his technical writing in Chinese will be inéluenced by English

i

punctuation. : i

In an earlier version of our gramrar, commas were incor-

porated in the rules themselves. Two proﬁlems then frequently

53
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affected the results of the parsing program:

(1) Parsing was blocked by a comma where the grammar
did not expect one, and
(2) Parsing was blocked by the absence of a comma

where the grammar demanded one.

In order to remedy these two problems, a new version of
the grammar together with a new mode of operatiqn of the system
were created so that the parsing system would be insensitive to
the presence or absence of commas. This has proved to be effec-
tive for sentences of shorter length (for example 30 or 40 charac-
ters 1ong). However, for longer sentences which, under these
circumstances, would consist of several clauses, the presence of
commas at strategic positions within this long sentence would
certainly enhance the. effectiveness of the parsing. It should
be noted that it is not unusual in the written texts to come
across strings of 150 characters or more in length before a perioc
is found. These are, in fact, complete paragraphs, within which

there occur many simpler clauses separated by cbmmas'Which may

be construed as perfectly well-formed shorter sentences.

~ However, as was mentioned before, since individual
authors are not as consistent in their uses of commas as one
would wish, placing too much reliance on punctﬁation would only
bring us back full circle to the original problem. The interac-
tion of punctuation with sentence division within long strings is

one area in text processing in which a great deal more study is

54
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IVe3.2. Features

Linguistic planning of the features necessary to initi-
ate programming was begun near the end of fhe contractual period.
A first step in extracting information from the grammar codes
and grammar rule configuration was completed shortly afterwards.
The complete reanalysis of the linguistic system will be a major

component of future work in this area.

During the latter half of this guarter considerable
effort by all members of the staff was devoted to formalizing
various approaches to implementing oﬁ} SAS system using feature
matrices. The present system already contains ef%ensive infor-
mation regarding the combinatorial properties of;syntactic cate-
gories. This information is represented implicitly in the grammar
codes (both terminal and non-terminal). As a next effort in
improving the parsing ability of the system, more of this cate-
gorical and semantic information will be captured explicitly by
using feature matrices. When this task has been completely im-
Plemented, it is expected that the simplifications of our present
complex system of grammar codes will greatly facilitate internal

consistency in the overall system.

Consider, for example, the different noun (N) categories:
NA, NB, NC, ND, NAS, NBS, NASS, NBSS, etc. The leiters A, B, C,

D, S, etc., each represent a particular sub-categorization of the
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category [A = anima;e, B = abstract, S = plural, etc.]. These
sub-categorizations, whether syntactic, semantic or functional
in terms of our implementation, are susceptible of representa-
tion by a computer word with bits turned on or off to represent

the presence or absence of these features.

The followling table is an example of some of the recod-
ing of the present grammar codes Into more generalized features

which can apply to both nouns and verbs.

Naturally, some of these would be redundant or even
impossible. For example, one would hardly expect the occurrence
of [+Human] with [-Animate]. As a matter of fact, the features
which are extractable from the grammar codes of the present
grammar were felt to be inadequate in a full implementation of
features, and many refinements are necessary in working out a

viable feature system.
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IVe3.3. Lexical Disambiguation

One of the most persistent problems in resolving ambigu-
ous senses within a particular sentence is that of lexical ambi-
guity. The lexical item in question has the same grammar code
but has several equivalent English meanings. Since the same

grammar code is assigned, the rules of the grammar cannot dis-

tinguish the different usages. One possibility would be the
restriction of the gloss to only one meanihg or restriction to
one field of knowledge, such as nucleér physics. This would
enable us to eliminate extraneous or irrelevant meanings, parti-
cularly where nouns are concerned. However, where amblguity
arises, it more often than not involves 'function words', such
as prepositions, adverbs, subordinating and coordinating conjunc-
tions. Very few ambiguities arising from these could be accountec
: for by restriction to a special subject matter since they are not

restricted to a special vocabulary. For example, in the phrase

BEPATEARSE
women Xxiag-~mian de bao-gao

our below DE report
could mean either

(12) Our report which follows
(1d) Our report below
(1c) in our following report

(2) the report below (underneath) us.

S8
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It is more likely, given the fact that 'we' is making the
report, that translations (1) are to be preferred. This type of
information requires more sophisticated retrieval than can be
implemented in our system in the immediate future. Besides this
type of information, it is also necessary to distinguish between
two very different senses of 'report!. In the first case 'report
is used primar;ly in an 'abstract' or 'non-physical! sense, and
secondarily in the concrete, physical sense. In the second case
the sense of 'repori! is primarily physical, i. €., there is a
Physical object existing as a report, for example in the form of
a set of documents.

Under these conditions the meaning and function of xiamian
THE must necessarily change depending on whether bacgao &
'('report') is abstract or concrete ﬁithin that particular con-
text. Not only is it necessary to have some method of disambij-
guating this co-occurrence relation in the analysis of the
Chinese sentence; this information will also affect the type of
transfer rﬁles which are applicable, since, as is clearly seen
a.ove, the resulting English output strings assume quite differ-
ent word ordering. ‘

One initial approach to reducing such lexically specific
ambiguities would be to set up a table or list of frequently
occurring items which are'subject to ambiguous analysis and to
assign-priority-indices to each according to specific environ-
ments.A In order to achieve practical results théSe_environment
 checks should be restricted as far as possible'to relations within
59
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a string or even optimally within its immedliate neighborhood.

For eXample in

A. 30 EEf&H

30 du Zuo you
3 0O degrees approximately
mm UN MZ
- AA
NL

The lexical item zouyou has the grammar codes MZ, AA, NL. We
wish to have only the grammar code MZ avallable for analysis
rather than allowing all three grammar codes to be passed on to
our parsing system. A check to the left of this litem shows tha
UN and MM grammar codes are present. The previously stored tab.
will indicate that the grammar code MZ for zuoyou would have th
highest rank and therefore pass on MZ as the first alternative.
This approach in effect makes_useoof inférmation_supplied by
the rules of the grammar even before the string enters the pars.
ing stage, thus filtering.out some of the less desirable conca-
tenations. Needless to say, there is no absolute guarantee thas
the.ambiguity_willAbe eliminated when such a technique is imple-
mented.on_a'very general scale. It is necessary that such.
devices be 1;mit§d»to‘very‘We}l sgbstantiated»casgs,(fcr examp le

- based_onidatg;Obtained ermAcppcordances) and. that such tables



V. Lexicography

Although there is no denying the fact that the lexicon
or dictionary is one of the most vital components in any langu-
age processing system, the exact extent to which the dictionary
plays a role varies‘and will depend on the descriptive and analy-
tical machinery which can supply adequate descriptions for a
particular sentence in that language.

~ Only until more recent years has the problem of construc-
ting a dictionary compatible with the grammatical description
been given specific attention. Standard published dictionaries,
such as Webster's, are "too general”. Unless the person is al-
ready familiar with the structure of the language and the culture
of its speakers, the dictionary does not enable him to arrive at
the correct anaiysis. Since present analysis by machine implies
and assumes inadequate or no”"knowledge of the world" and only a
partially adequate knowledge of the language under analysis, the
standard dictionery must be supplemented with a great deal of
other pertinent data. For example, it is not sufficient to have
the information that a particuler entry ie a noun, or even an
abstract noun. Its relationship with the rest of the sentence

and the context is also pertinent data. In a "sentence" such as

_The theoremiate breadf
1t is necessary to have the infbrmation for the non—cooccurrence

".of 'theorem' with the verb 'eat' ,This non—cooccurrence can be




e et e AP AR o e e i

i

4
A
-

accounted for*in terms of the incompatibility of a particular
feature of the noun (namely, [+ abstract]) with the feature on
the verb (the latter requiring the [- abstract] or [+ concrete]
feature). A consistent épproach to treatment of lexical entries

using features has been presented in Chomsky [Aspects of the

1
Theory of Syntax, 1965]. Such a theoretical approach to construc-

tion of a lexicon requires long study and only initial steps
have'ﬁeen taken. It also assumes that an adequate grammar is
also available to take advantage of this framework.

Another area facing the person attempting to construct a
dictionary is the problem of compounding and, more basically, the
morphological processes of word building. How much information
must the lexicon provide to enable the user of the dictionary to
recognize the morphological relationships? Is it to list all the
derivations fully? Nq hard and fast rules are available. They
must be decided on the particular application for which it is
designed.

The Berkeiey dictiopary is being built in a special area
-~ nuclear physics. Although effprt is concentrated on compiling

entries specifically in this field, it does not mean that other

1
Other more pertinent recent work are those by McCawley, J.D. 1968.
"Lexical Insertion." Papers of the 4th Regional Meeting, Chicago
Linguistic Society; Gruber, Jeffery S. 1967. "Functions of the
Lexicon in Formal Descriptive Grammars,"” Technical Memorandum
TM-3770/000/00, System Development Corporation, Santa Monica,
Calif.; Lakoff, George. 1965. On the Nature of Syntactic Irregu-
larity. Cambridge, Mass., The Computational Laboratory, Harvard
?nlversity% a?g Binnick, Robert R. 1968. "On the Nature of the
Lexical Item'"” Papers from 5th Regional Meeting, Chicago Linguis-
tic Society, (eds. Daden, B. J., Bailey, C;-J.‘Nf, Davidson)
University of Chicago, Dept. of Linguistics. o S
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entries cculd be totally ignored since there is a common core of
technical scientific vocabulary which is also applicable to this
field. One of the problems facing a lexicographer is to decide
whether a certain item is a possible entry for nuclear physics
cr to pass it up as not likely to occur in such texts. Without
an adequate number of machine-readable Chinese texts and vocabu-
lary count this situation will not be easily resolved. At pre-
sent, adequate data on such extensive proportions in regard to

the Chinese language is not available.

V.l. Role of the Dictionary (CHIDIC)

The various functions of the Berkeley dictionary may be
considered under the following 3 phases:

V.l.1l. ILook-up Phase

For any string submitted to the SAS, the dictionary must
be used to (a) correctly segment the string and (b) associate
the appropriate grammar codes with each segment, together with the
English gloss and the romanization.

Since the séntence is submitted as a string of unedited
teleéodes the cdrrect segmentations must depend on the existing
strings of the dictionary entries to provide the correct match
or matches. SAS makes use of the longest match approach in
order to facilitate look-up. A maximal string of 7 telecodes is
flrst tested against the 1nput string. When no match is found,
a 6 telecode strlng 1s trled, and so on. In general a string
of 7 telecodes forming a dlctlonary entry 1s relatlvely rare.

Leng*hs of 2 and 3 teleceées are the most common. The time
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required for a successful search is therefore quite short using
this strategy. Longest match is most practical when we are deal-
ing with a specialized field. For example, contrast the differ-
ent results cbtained by looking up the following 2 string pairs:

(a) XBERE () X B R
[da bai shu] vs da + [bai + shu]
(a') ~88 (®') A = B
~ [xiao bai shu] xiao + [bai + shu]

Grammar code gloss

X da vQ BIG
/b xiao vQ SMALL
é bai (AA IN VAIN)
vQ WHITE
B shu NA RAT or MOUSE

For the longest match the strings (a) would occur as one
entry in the dictionary, with the gloss 'white rat' and 'white
mouse' and the grammar code NA (noun, animate). For string (v),
the resulting look up (by separate telecodes) would be

(b) 'big white rat or mouse!
(v') 'small white rat or mouse!

A NA

In fact, we get a wrong match for (‘b) and (b'). In order to
arrive at the correct (b) strings ,' it is necessary to have the
information that da. jc ‘and x:l.ao /J\ must first be attached to shu
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B in order to obtain 'rat!' for da shu X B and 'mouse! for xjao
shu 4kl . Bai H then modifies these two entries. That is, the
correct English meaning could be obtained only if we have

B +X+§ bal + da + shu white + big + rat or mouse

B +4 + 5 bai + xiao + shu white + small + rat or mouse

not when we have

KX +H+ 8 da + bai + shu big + white + rat or mouse

A+ +H xiao + bal + shu small + white + rat or mouse.

For such enfries as.those discussed above it 1s much more prac-
tical to forego the 'building-block' approach and enter these
strings in the dictionary without trying to break them down into
thelr component parts. The 'longest-match' principle greatly
facilitates the handling of a string which is equivalent to
something other than the sum of its parts, or of a string such
as da bai shu, the meaning of which cannot be obtained by pro-
cessing its component parts in linear order.

V.1.2. Analysis and Parsing Phase

As soon as the possible correct segments within a string
are successfﬁlly found, the dictionary will also associate the
grammarvéédé(s) for each segment so matched. The parsing pro-
‘éraﬁ-of the SAS makes use.of this informaﬁion in order to parse
the stfing; If each matcﬁed segment has more than one grammar
code:(which is often quite 1ikély), it ié not always the case

- 6. ...
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that multiple parsings would arise since this d€pends on the
grammar rules. For example, % yan jiu mey finction either as
an abstract noun (NB) ar as a transitive verﬁ\fai) requiring a
human or 'organizational' subject {tZE hua xue "2Y also serve as

an adjective (DJ), as in

0553 1331 1015 0957 CHEMIOAL GROUP
hua xue Jji tuan
it S % g

Based upon these two examples, there are two eptries for each
of the above strings in our lexicon. This prod¥ces an informa-
tional basis whereby all possible choices or ryfictions for each
string are avallable for sentence parsing. One of the tasks
which is left to parsing and especially to the Srammar is the
'weeding out' or rejecting of those choices whi¢h do not match
the syntactic and/or semantic restrictions attzChed to the
sentence to be parsed. It may be possible tpo rParse' a greater
number of sentences with a minimal lexicon jn which string
functions and attributes are only vaguely speeified, but the
results of such !'parses' will in most cases pe ¢Ompletely irre-
levant or even meaningless. Since one of our Primary concerns
is that parsings be as valid and as correct as Possible, the
comprehenSiveness of the lexicon in general and the completeness

of each leXicai entry in.particulaf should contiliue to receive

" close attention.
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V.1l.3. The Interlinguel Phase

For each segment of the string for which a successful
match 1s found, there 1s also associated with it the English
gloss for that segment. This information 1is carried along
throughout the two previous phases and is avallable after the
English structural tree becomes available. The English gloss
field of each dictionary entry actually contains other auxiliary
information necessary to obtain the correct English output. For
example, the specific environment or context may be included.

At present we have also entered information regarding the cor-
rect output of English complimentizers depending on the charac-
teristics of the Chinese and English complement-taking verbs.
However, in order to make full use of this information further
refinement in the present system is necessary. Scme of the
implications regarding this aspect of development are discussed

in the sections on interlingual implementation.

V.2. Methods of Enhancing Effectiveness of the CHIDIC

Ydeally, the goal which we seek to attain would be to
have a completely.comprehensive lexicon based on the structural
principles of Chinese and English morphology. In essence this
will mean.breéking down all strings as far as possible during
the stage df adquiring‘dictionary entries rather than allowing
the 1nc1usion‘of 1onger strings, which could be broken down into
components. For exaﬁple; in line with this approach, the
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following strings, having been encountered in text to be pro-

cessed, would be broken down into their component parts which

would form the dictionary entries:

fchemistry research'! or 'chemical research!?

i€t B T =% 1t B8
hua xue yan Jjiu : huaxue DJ CHEMICAL
. NB CHEMISTRY
R
yanjiu NB RESEARCH
VTH RESEARCH*STUDY
fchemistry work' or 'chemical work!
£ B I # iR
hua xue gong zuo huaxue nJ CHEMICAL
NB CHEMISTRY
I
gongzuo DJ OPERATING
NB WORK
VIH WORK
'radiochemist!?
m 5 ik B 5 , .
fang she hua xue jia DC RADIO
2 &5t DJ EMISSIVE
fangshe :
DP RADIOACTIVE
VT  RADIATE*EMIT
L= DJ  CHEMICAL
huaxue - - Co
NB CHEMISTRY

~
‘, ]

1%
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DP (=NA) DOMESTIC
DR (=NK) MY
= NB FAMILY
Jia
NP HOME
NN HOUSE

1NB-NH -IST ®* ~ER * <JAN

With the last example, around 28 different *parses' are
possible. What is needed here 1s a set of compounding rules
which will specify how the given components may acceptably be
combined:

L& & + ez 1+ % ]
fang she hua xue Jia
DC RADIO NB CHEMISTRY 1NB-NH ~-IST¥-ER¥*-TAN

Also, the order of combination is important:

[ i 4 g +[ & = o+ = ]]
DJ RADIOACTIVE NB CHEMISTRY 1NB-NH -IST*-ER*TAN

= 'radioactive chemist' would be acceptable only in a most unusu-
al and highly unlikely context.

| In other words, although a lexicon based on morphological

- principles would be the ideal and final dictionary, at the Dresent

point in time linguistic studies in this area have hardly Scratch-
ed the surface. (Lu Zhi-wel's Han Yu de Gouci Fa BEmBH%
('Chinese Morphology') is the only really unified attempt in this
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direction.) We think that routines such as strong lexical disam-

blguation procedures and full implementation of a comparatively

extensive system of features would enable us to more fully and

correctly utilize such g dictionary. Since the development of

lexical disambiguation routines and the features system will be

part of our next contractual effort, we shall be able to move

% gradually toward such a more regularized ¢ictiocnary. However,

i practicality and efficilency will demand that we utilize the

| longest match principle for numerous entries which could not
currently be handled otherwise.

It has already heen mentioned that it would be very
desirable to formulate compounding rules or productive morphology
rules so as to be able to further refine the dictionary. Deriv-
ing such rules would be greatly facllitated if a large dictionary,
such as which could be produced by merging entries from CHIDIC,
McGraw-Hill, and any other machine-readable dictionaries -- were
available, as it is essential in the formulating of compounding
or morphological rules to take into achunt the different func-
tions fulfilled by the same Chinese word or string in different

fields. Examples:
2397 1129 (ELECTRONICS) AMPLIFY or AMPLIFICATION
fang da (OPTICS) MAGNIFY or MAGNIFICATION
LS X (PHOTGGRAPHY) ENLARGE or ENLARGING
3564 " (GENERAL) SHINE ON or IILMNATE
zhao : (PHOTOGRAPHY) TO PHOTOGRAPH [as in BE#H
o4 *to photograph!]
0
79 5%
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rules could be based.

0830 1840 4907 2994

0830 1840 2702 6792
el ol

0830 1840 4814.1395 -

(RA.DIOLOGY) IRRADIATE or TO 'TAKE'
[as in BB X % to take an X-ray
photograph'] or .

IRRADIATION [very commonly used as an

abbreviation of W&, 'to irra.diate'
-or ':I.rradiation']

- Or we m:!.ght note the different English equivalents of DAN XING
H ﬁ 0830 1840 in the follovr.l.ng entr:l.es-

‘MONOGENESIS ’

PARTHENOGAMY

UNISEXUAL FLOWER

PARTHENOCARPIA

0830 180 o607
0830 1840 3932 2994

0830 1840 148%K

00
w-’g

 PARTHENOGENETIC OVUM
_ PARTHENOGENESIS

. SIMPLE ROCKS

Thus > a. broadened program of dlct:l.onary a.cquisition would provide
much 1mportant information on wnich the formulation of morphology

: Of ":éourse',f-f :-zthe; a.ccumulatingof ‘v":_!.e.rge ﬂ'riunibers- of: dictionary




entries is only the first step in the arduous and time-consuming
process of adapting such entries to our use within the context of
the Syntax Analysis System. Each entry could have to be reviewed
and checked for accuracy and applicability, be given a grammar
code and feature representation, etc. But the task of refining

a large number of 'raw' dictionary entries would be most worth-
while from the standpoint of increasing and improving lexical
coverage in more than one field, and also as regards the formulat-

ing of morphology and compounding rules.

In the past, CHIDIC has been_a'static‘dictionary, one
which is somewhat unwieldy and difficult to menipulate in terms
of meking corrections, additions, and deletions. Various consi-
derations have been under study as to how CHIDIC might be improv-
ed, be made more 'dynamic', and be made more readily accessible
for purposes of updating and maintenance. For example, it has
been generally agreed that some fixed system of record numbering
is necessary to simplify the tasks of updating, correcting, and
deleting dictionary entries, and that the data structure of the
dictionary itself will have to be modified so that feature infor-
mation and such syntactic and interlingual information as comple-
mentizers, prepositions, pointers for discontinuous constituents,
and:lexical-disambiguation tests can be accommodated ard, further-
more, be Just as amenable to correction and revision as any other

information now in. the dictionary.

u“:Theyintroduction~ofﬁfeaturesJinto the lexicon is a

| T2

¥e)
¢ ‘\'H
‘n..,y ) 4;
I '1);; ‘



significant advance in terms of the entire Syntax Analysis
System. ILexicographically speaking, the use of features is a
more important step forward than was the earlier adoption of
grammaxr codes, even though a feature representation and a gram-
mar code may in one sense be"thought of as'conveying the same --
or at least the same kind -- of information. One major advan-
tage of the features system as it relates to the lexicon on the
one hand and to the grammar on the other is that it will rermit
adjustments to the parameters of a singly lexical entry without
demanding that the corresponding rnle(s) in the grammar be
altered, whereas with the old grammar-code system, it was
necessary to rewrite the rules of grammar in the event that the:
lexical item was to be changed or differentiated from other
similar but not equivalent lexical items. For instance, if the
grammar code of lexical item X were VIHA3 and it was desired
tnat for one reason or another this code needed to be changed to
. VIHA/NN in order to differentiate lexical item X from items Y
and Z, which were similar but not exactly the same, it then be-
came necessary to write a new rule (or more probably, a new set
of rules) around the new grammar code VIHA/NN. With feature
representations, however, this procedure is no longer necessary,
‘,the grammar code --= VI in this case -- remains the same, as do

| the rules, What may change 1s the bit representation of the

features to be altered,

Summarizing, the Berkeley dictionary has been one of the
’ major accomplishments in having acquired a large data ‘base with

-
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which the system could further develop 1té text processing
éapability. However, since thils data base must work in conjunc-
tion with continual developments in syntactic analysis and, as
the former task was accomplished at an earlier date than the
latter, further refinements to the data base, such as incorpor-
ating featurefdescriptions, wlll be necessary in order for CHIDIC
to keep pace with the_reét of the system. Revisions of this
nature require detailed study of each entry and are not suscep-
tible to mechanical manipulation. However, the information that
is already coded in the present CHIDIC grammar codes can be
systematised into feature information to a 1argevextent by
mechanical processes, and this will become part of the Project's
efforts during the next contractual period.



VI. Interlingual Translation

VI.l. Linguistic Considerations

The interlingual transfer stage may be considered from
several aspects:

1. role of the dictionary

2. role of the parsing grammar

3. structure of interlingual rules

4. implementation in the SAS

VI.l.1l. The Dictionary

The_role played by the dictionary varies with one's con-.
cept of the actual strncture or content_of each entry in the dic-
tionary. In‘the past, when word-for-word translation was already
a viable.objective5 the dictionary's role was almost overpowering,
although in actual;fact’the dictionary itself was comparatively
simple in structure. It was only essential that each lexical
entry- have an equivalent English gloss. Under this conception,
matters such as morphology, syntactic correspondences between
two languages, non—equivalent word and cOnstituent order, and so
on,wconldfhardly, if at'all,'play”anY‘role on a systematic basis;
As a better system of source language parsing in the form of a
Awell-structured grammar was implemented, there arose a greater
"sharing of responsibility" between the dictionary and the grammar.



VI.l.2. The Parsing Grammar

The source language sentence must be correctly analysed
by the parsing grammar in order to enable the target language -
sentence to assume the corresponding target-language correct
structure, and resultantly to assign the correct semantic inter-
pretation associated with each pair of source-target structures.
At this stage the question arises regarding the shape of an MT
system grammar. Should the grammar be written in such a way that
the resulting structural tree, once it has been‘parsed by the
grammar, directly reflect the structure of the target language
structural tree? Or, should there first be a structural tree
which shows the source language analysis and then another struc-
- tural tree showing the structure of the target'sentence as the
result of interlingual separations on the sourcé structure? For-
merly it was thought that since the end product is the target
sentence tree, it would seem that the step of producing an inter-

mediate source ‘language structure is extraneous.

‘ We have‘adopted the second alternatlve, namely producing
both source and target structures based_cn very practical method-
ology. The first<alternatiﬁe actually implies that we already
‘ have a *ull-fledged parsing grammar whlch at all times correctly

analyzes the source language sentence and then the rules of the
'target language are applled to it. eIt:would_beﬂdiff;cnlt to ima-

.,gir;e_;.howﬁcomp;ex.spch & grammar would be. .

" Take- the case of he sentences hav1ng complements, (or

..

,r'i.-'




of topicalized sentences) in Chinese. The complement sentence
must be first completely recognized as a complement, information
on the complement verb must be obtained and the correct comple-
mentizers must then be supplied depending on the characteristics

of the target éomplement verb.

The abllity to recognize the complement sentence as a
sentence already assumes that the grammar has the ability to parse
any sentence since the complement sentence is a well-formed sen-

tence. No grammar has yet proved such ability.

VI.1l.3. Form of the Interlingual Rules

Use of interlingual rules is based on the ability to
abstract the correct structure or structures from the source lan-
guage and then operating on these structures. There are at least

3 levels of such rules.

(1) The most powerful are those which can map structural trees
of the source language onto the structural trees of the target

1anguage'but which preserve the labeling:

N o AL




Full Tt Provided by ERIC.

(2) AThose which map specific items, resulting in a change o:
labeling:

VA NEVAN
V2 VAN

[verb] | o [gerund]

(3) Those which insert or delete items:

' | /’\—




N\
VAl

VI.1.4. Interlingual Implementaticn

The permutations and deletions discussed in the previous
section are implemented in the SAS by meansrof matrix permutation
Programs which can permute whole constitutes. During the parsing
stage the grammar rules involving such permutations automatically
assign the resulting node with a tag. The rule representation
indicates this by the appropriate node name followed by E.Z. *R.
When the English equivalent of the Chinese string is required
~ during the UPROOT stage, ‘this tag triggers the appropriate trans-
- formation on the constitutes. In the following example, a complex
Chinese noun'phrase is first analySed, resulting in the Chinese
tree (I). A Chinese noun phrase involving the 1exical item de
requires inversion of the order of the nouns in order to arrive
at the order in (IV) to approximate the order of constituents in
‘the English noun phrase.

ick
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(1) (1I) |
interiingual transfer

NAS*R NAS*R

\
N
I

\

NDEO*R NAS
/NP*R\ - /NP*R\ \DE
oo w s
AREHHAR

(III) (Iv)

A VAN

=>/NDEO*\(Ms =8 » /m EO*\R
N 7 N\




It will then be necessary in the English morphology and
syntax to make adjustments to the above structure to obtain the
English output. For example, the lexical item de has to be de-
leted and the English definite article the has to be inserted

between In and wooden box as well as preceding mouse. These are

by no means trivial tasks. A great deal more study in the area
of Chinese-English contrastive studies is required to determine

-”

s uch correspondences.

It should be noted that in the transformation of the tree

structures from (I) to (IV) information for each permutation was

obtainable by inspecting the 1mmed1ate1y dominating node. It was

not necessary to go down further to check the constitutes dom-
inated by this particular node. However, the case for obtaining
a reasonable English string is more complex. In general, it will
be necessary to examine the terminal grammar code and even the
English gloss. For example, NL is thg grammar code assigned to
the Chinese entry zhong t 5, which has English,glosseslgg,
inside, within, middle, midst. The correct preposition has to be

chogsen with respect to the context. This means at the least that
the following noun must be examined. This latter grammar ceode

KXS is itself & complex unit indicating plurality of the noun or

- noun phrase. This means that another procedure must be called
'in to perform a different set of adjustments. As a matter of

' fact, in the present example, plurality is also indicated in the
grammar code NAS. Thng Egg§g>must be changed to mice. This last

99 %
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process should of course be a very late step in refinement. !/
he present stage of research one probably need not implement
such a step, which is recognized by everyone as being highly
jdiosyncratic in the treatment of the English lenguage.

VI.2. Technical Considerations

In line with the foregoing discussion, the parsing of
sentences in the source language must capture enough informat3
to make generation of corresponding sentences in the target ls
guage possible. This implies that words which function the ss
in the source language, but whose translations function diffe:x
ently in the target language, must be assigped'different gramn
codes. Similarly, nonterminal syntactic units with distinct
translations mast receive distinct grammar codes in spite of =
ilarities in source language function. These considerations e
a crucial part of the writing of the rules by which the source
languege is parsed. So even total separation of the applicats:
of interlingual transformations from source language parsing ¢
not provide a way to apply meaningfully contrasting alternativ
systems of interlingual transformations to a given parsing’of
given sentence. To correct an inadequaéy in translation,‘it 3

usuelly necessary to subdivide grammatical categories, to prow

. corresponding rules f£or the new categories, and to reparse the
- sentence before applying any corrected system of interlingual

transformations.

8? ,.- :
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Decisions as to which interlingual transformations (wheth-
er permntations,»insertions,kdeletions, or combinations of the
three) are to be applied to which type of node are made while .
writing the rules and setting up a system of types of node. It
is therefore reasonable that each grammar code or tYpe‘of node
should at this time be marked for the anplication of whatever
transformation is deemed appropriate. For this reason, the name
of each grammar code 1nteuded to receive transformation, "ph, is
given the ending "*T". For example, NBA*R, 'NN4*R, NDEO*R and
many other grammar codes are marked}to receive the transformation
"R" or reversal, which is the binary permutation. It is the end-
ing which determines which transformation is applied to which
node, so it- is unfeasable once a sentence is parsed to apply

contrasting systems of interlingual transformations.

,The-logical integrity of the'process of applying inter-
lingual transformations may be maintained equally well whether

'the transformation'subroutine is called from the parsing routine

after each constitute is formed, or whether it is called after
the entire sentence 1is parsed and applied in turn to each con-

stitute in the table. The only thing to be gained by applying

the interlingual transformations to the constitutes as soon as

they are generated is the preservation of information about the

~position in the sentence of the 1eft end of the constitute. This

infbrmation could Be lost since it is not contained in the con-
stitute itself,‘uut only'in the position of the constitute within

the..: uable. This loss of information is not serious, however,
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since the lost information is not used by. the printout program
and would not be used by any future printout programs now envi-

sioned.

The cons1derations previously thought to be 1mportant in
the question of separating transformation from parsing have now
been shown to be of small consequence. The desirability of sepa-
rate printed trees for both languages seems far more relevant,
for it now appears that We can apply the interlingual transforma-

tlons after the entire sentence has been parsed.

In fact, the question may‘nOW"be raised as to whether to
call the interlingual subroutine from the second pass of the
printout subroutine. The elimination of this step would have the
advantage of saving machine time since the transformations would
only be applied to those constitutes actually relevant to the

parsing of the sentence°

-

Much effort can?be_saved by. applying permutations to node

associated with long rulesi. For example, the transformation "X"
123 5 B

is the permutation ( 35 1_4) which is appropriate. to the rela-

tive clause construction: | |

 IND*X ———> NX5 + SHIR + AA + V + DER
for ﬁhichbthevEnglish Oraer7shonld'be:' :

©/SHIR + AA+ DER + NX5.+ V




The application of permutatlons to long rules is somewhat compli—.
cated by the fact that for n:> 2 each n-ary rule is represented
in the machine by a string of n-l binary rules.' The procedure
by which this obstacle is being overcome may be illustrated by
the f01lowing example-

The above'rulef

IND*X ——> NX5 + SHIR + AA + V '+ DER
is represented in the machine by the four binary rules:

IND*X >  NX5 + 43y
43y . ->  SHIR + b3y
Bsx > AR+ Mw

hsw = V-+:DER
where. the grammatical categories: u,x,' 43y, end 4;w are manu-
efactured by the machine for the representatlon of thls rule only
o and can occur 1n no other rulas.
5 _ The constitute table representation of the corresponding
"ﬁ.nodes for an instance of thislrule in.a particular sentence ‘eould

1

'Jﬁabe,-for example-¢5“ﬁ?754,ﬁf”ﬁ¢xrﬁ

Comac e




 ADDRESS ‘Ei“‘ ,an p
.' 1277 % o 1-133' o " A(:IKD*X‘) B
1272 o ;‘ ,""'i.A(NXS)
1133 hls1132_“ﬂ-mi'1017;a-_,H,A(q;y)
(1132 E | . a(sHIR)
- 1017 lgli ™ | A(43x)
1015 a l ',lv-v, e
721' . Tl : 525 '»A(4QW)
—_ \,a;ra - s _‘A(v)
d403 : o .  a(pER)

where L é-address.of left constituent'
,R = address of right constituent
G = address of grammar Code
P = sentence position of right sibling

-and _A(GC)‘ is the relative address of grammar code GC.

tThe important thing to note is that it is necessary to
”permute Just the addresses underlined, only the last of which is
not in. an L field, To accomplish this a temporary dummy consti-
'tute, 9000, is fOrmed with- 403 in its. L field. - -Then-aust the
L fields of constitutes 1277, ll?3,~ lOl7, 721 .and 9000 are
.permuted and the L field of the dummy is reuurned to the R field.
of. 721. : | |



VI.3. Structures Requiring Special Interlingual Rules

The following subsections deal with areas in Chinese
which require specific treatment in the English target language
in order to obtain acceptable output The conclusions were based
on comparisons with the Chinese text uith different stages of
English translation. The translations were at first free in
order to see the differences and evaluate the problems at maximum.
Gradually, however, the translations were controlled in order to
identify the minimnm necessary changes to produce not the best
but at least the most faithful.and-comprehensible English trans-
lation. The comparisons were carried out mainly by drawing the
structural trees for the Chinese and the corresponding English
sentences; deletions from Chinese and 21l additions necessary

for English were marked.

¥I.3.1. Insertion of 'Be'

The absence of a linking verb be in Chinese and its pre-
sence in English mekes it necessary to insert Ee wherever neces-
sary. The terminal grammar codes (identified so far) that require
be in English are VQ (the stative verbs), V102 ( weather verbs').
Also, in long relati ve clauses without a verb, it is necessary

to have a be in English.

VI 3 2. Article Insertion

~The . definite ('the') and. the indefinite ja/ g) articles

87»“
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are the most frequent additions~ne¢essary for English. Article
insertion has always been tackled in previous MT work with vary-
ing degrees of success. It still remains as an extremely com-
plicated task. However, we are at the point where a first attempt
can be made to insert these articles mechanically by applying

. Some of the formalism developed recently‘in discourse analysis.

'VI.3.3. Pronouns

The addition of pronouns and the.agreementfof'person and

rumber between pronoun and verb requires further work. ‘It is

possible that recent: developments in discourse analysis will be

of great- relevance.

VI.3.4. Time and Mood

The problem of time and mood as controlling the tense and

aspect In the verb. The time expressions in,Chinese and the as-

pectngstemtof'thefChinese verb are>under study at present.

VI.3.4.l.'sTime.Reference'ig,Chinese and’English

A detailed study of 230 time words (about half collected |
from CHIDIC) was undertaken to compare and contrast the syntactic»

: and semantic properties of time words in Chinese and English.

“'pTime reference in English is introduced by different prepositions

with relative freedom of word order, depending on duration refer-

-ence- or unit‘reference (more commonly referred to as point
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reference); Hoﬁever,’time reference in Chinese, regardless of
duration or unit reference, usually requires different or no
prepositions and the requirements of word order are different
from English., For example,

(1) He came for an hour

(2) ta lai guo yi xiau shi

2% 38 — 4 B

(3) =He cameiggganvhour
(4) ta zai yi xiau shi nei dao le

BZE— ABRBET

Sentence (1) and (3) are translations. The Chinese sen-
tence has no preposition when the time refers to a continuous
period of duration. That is, at any time during that hour, he
was present here. Sentences (2) and‘(h) refer to a period of

‘time which cannot be subdivided. That‘is,'for any sub-period of

.'“ftime within that specific hour he had not yet succeeded in arriv-
'fﬁing here. The Chinese sentence requires a totally different

-[r‘structure, viz.,_the discontinuous constitutes zai.....nei,‘which

J7fhkspecifies the totaliy, enclosed,time span: ther’withinl duration.

-u.-,‘
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(The reader is referred to Vendier [;967]:for further observations

on the English case.)

The structures'of‘the'Enélish and Chinese sentences are
quite different, as can be seen in the follbwing'diagrams, in
particular for sentence (4) where the time phrase must precede

the verb.

(1) | S

Verb Phrase

Verb . ‘Prep Phrase

He came for - - an hour




(2)

Noun Phrase Verb Phrase

Noun

Verb . time

ta lai ‘guo yi Xiau shi
i 2K 5 o — A
He came ' " one hour

(3) B s

He - came in an hour

) . s

Verb Phrase

~ Verb .

~ta . zai yi xiasushi nei . . dao le
. He ' within one hour .. . came




To arrive at the corresponding English structure, (4)
must be subjected to an interl_ingual, transfer rule, similar to
that suggested for compound nominals;'w_ith de as represented by
the diagram: |

ta dao le & zai yi xiaushi nei

B - HT E— IR
He came within one hour

The handling of discontinuous constitutes in the time
phrase in (4) is non-trivial and is still under study.

VI.3.5. DE and Noun Comgounds '

By far one of the most persistent problems we are faced
with is that of noun compounds or. the -juxtaposition of more than
two nouns without any DE's in overt positions. Wherever DE
‘a.ppears > the *R rules in the present grammar take care of the
':‘"'tnecessary flipping around needed for English. One possible sol-
’ 'ution for™ constructions in which no DE appears has been to add |

i DE in between every two ,juxtaposed nouns or if at lea.st one DE

O




occurs in the sequeﬁce. However, this is much too ad hoc and will
lead to Just as many ambiguities as before (1f-n9t more). A con-
cordance and statistics on these modifying structures in Chinese
and English will be necessary to make the decision of first pre-

ferences and default options easier.

VI.3.6. Prepositions

The problem of prepositions idiosyncratically required
by individual verbs (e.g., 'be interested in') seems to be best
handied if these prepositions are made optional parts of the
English glosses in CHIDIC. Special routines will later delete
prepositions that are juxtaposed as the result of interlingual

transfer.

- The differentiation into conjunctions, comparisons, and
compleméntations of compound seﬂfences which have no direct indi-
cation of which is meant was another major problem in our work.
First, a revision of the entries of verbs that require sentential
complement (the VS catégpry) was found necessary. The revision
of these entries was carried out with the requlirements for these
struétures in English irn mind. Now that that task is completed,
,we;think we have a reasohable framework with which to investigate

sentences with sentential complements.

 ¥I.3.7. Adverb Shifting

That certain adverbs have_ to;be in certain positions in
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English sentences is agreed upon. But whether an adverb shifting
rule which places most adverbs preceding sentences in Chinese at

the end of sentences in English is still under consideration.

VI.3.8. Classifiers

Classifiers in Chinese is another classical problem since

although English in general does not require such equivalents,
some cases do necessarily require them. For example, Chinese

¥i zhang zuezu and yi-zhang zhi are translated'as_g table and

a piece of paper respectively. The classifier zhang is consis-

tently used for the Chinese case.

The preceding section‘mentions only scme of the moré
recurrec it areas of investigation in the course of work on inter-
1ingua1.trahsfer-analysis. These are very specific problems
requiring down to earth solutions in order to facilitate the

correct translation of the source language into the target lan-

guage.
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" VII. Programming

ViI.1l. The Input System

VII.1.1. Chinese Characters

The unique system of Chinese character writing has posed,

from the beginning of automatic language data processing, problems

‘of efficient input of text for a machine which accepts alpha-

numeric symbols. The large nﬁmber;of'homophonOus words in Chinese
presents great problems of_ambiguity resolution 1if an input text

is coded by means of any of the romanization systems in use today.

Standard Chinese telegriphic code has been the method of
coding which provided a_unique,'dne-tofone rgpresentation for each
chéracter. Eéch charaétef‘is coded inﬁé a foﬁffsy@boi (generally
fdui-digit) code. \Invterms of’éqﬁputer Stpragé and manipulation
of data the fixed length coding,fdr each chafacier is very effi-

cient.

Its draWbaéks are tﬁat_the_coding ﬁidcéss is much more
tedious énd.iore>prone‘to:hnhan error. Besides, once a»text has
been encoded, the text is no longer intelligible eicept to some-
one very‘prOficiehtfih»re&dinQ_teléébdes."Aﬁbiguities do arise

in'thé‘codeS"themselvés‘becéﬁse'of”Changes'and rearrangements,

by the addition of characters not originally included, etc.

95
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VII.1l.2. Chicoder

The Project has investigated alternatives for speeding
text input. The device known as the Chicoder has been used by
our project. It encodes Chinese characters from keyboard input
on punched paper tape, which could in”turn be‘converted to com-
puter readable magnetic tape. By hitting two keys on a typewriter-
like keyboard a flve-by-five matrix of. characters is shown on a
screen. Pressing a third key will select the desired character

once the correct matrix has been called up.-,

The two keys which locate the matrix represent the upper
or left part of the character and the lower or right part. It is
not always possible to locate_this matrixwon the first-few tries.

Although the machine was originally designed with a printer

to produce hard-copy for proof-reading, that feature was not avail-'

able on the present machine. It is extremely difficult to cor-

rect errors under such circumstances."

When the Chicoder was delivered to us, it was not in oper-
ation order. We have successfully brought it back into opera-
tional mode again o R | |

A program bas been written to convert ‘the coded paper
tape to our telegraphic code 80 as to interface it with our sas.
We are still exploring this area of interface, ‘but we have come

‘across instances in which ambiguous or incompatible codes have

been produced by the dev;ce.‘ 'ﬁﬁﬁ*
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VII.1.3. Chinese Teletypewriter

At the time of writing,this,report, the project has ac-
quired the Chinese teletypewriter system developed by Mr. Chung-
chin Keo.  We arelat the exploratOry'stage of interfacing it with
ourjsystem. It‘seems-thatfthis device, which offers a hard-copy
of the input for proof reading, will help to improve ocur text

coding procedures.

ViI.2. The Output S stem
The SAS is able to produce two alternative hard-copy out-

- put after a particular sentence has been subjected to analysis

and interlingual conversion.

VII.2.1. Printed Output
The structural trees:which result. from the analysis were
printed in indenta*ion format in order to identify the different
'.substructures of the tree. However, a long string may easily
-'Uresult in a tree which can have 35 levels or more.' Moreover, the
~comp1ex references to partially ambiguous substructures within

;thesemlevelswfurther,complicated the task of our staff in coming
“to afbetter‘understanding of'the output,without4graphic aid.

During the first part of our contract period, graphical
| ‘representation,of these printouts was by the laborious means of

.

hand-plotted trees using data directly from these printouts.
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VII.2.2. Calcomp Plotted Output

-One of thevmajor achievements during the latter part of
our contract period was the successtful implementing of a set of
programs to plot these trees on-the‘Calcomp'plotter;' The systenm
has the capability of plotting both 12" and 30" wide plots, de-

pending on the number cf % svels.

In addition to writing the telecode string on the plot
itself, our graphic system also plots the corresponding Chinese
characters. This has proved to be a most valuable aild in iden-

tifylng the sentences under‘examination.

rThe plotting of‘the”structural tree identifies;each node
by its grammar code. Each terminal node also has assooiated uith
it the terminal grammar code, the telecodes, romanization and
English gloss. Each branch is also identified by the character

positions in the sentence which is dominated by that node.

All pos81ble ambiguous structures also appear as part of
the whole plotted tree and are identified as alternative branchin

by using dashed lines rather than solid lines.

These plotted outputs show at a glance whether a parti
cular"sentencethas receivedathe correcteanalysis or not. 'The
ambiguous structures on the plot are extremely useful 1n aiding
"the llnguist to prune 1lleg1timate ambiguities from the rules of
Jthe grammar as well as setting up ‘more adequate rules for the |
.sentence. o ' : | | :
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The interlingual work alsovmakes use of these plotted
trees as a dliagnostic aid, sihce the relevant nodes involving
interlingual rules are also indicated in the plots of both the
Chinese and English trees fqr_each sentence. o

At the close of the contractual pefiod, the électrostatic
plotter's capabilities were also explored. The high speed which
this type of plottef is capable in producing.a page of output
offers_advantages‘for high volume qutput.of‘Chinese‘character
texté, for example in concordénc# ﬁbrk. It is’less adaptable

for output of plo“ited trees.
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VIII. Structure:of.Syntax-Analysis;System (SAS)

VIIT.l.  General Strategy

The processing of Chinese text by the Syntax Analysis
System can best be described in the follow*ng~logical sSequences:

VIII.l.1l. Inputting of Text

The following modes of physical 1nput are available°
- (2) punched cards |
(P) Chicoder conversion (see discussion on

use of telecode coding)

VII.l.2. Initialization Phases

(1) Subdictionary selection. A subset of the CHIDIC
entries is‘selected which is_reievént to the field of the text
being processed. Since CHIDIC now has entries for biochemistry,
physics and other general vocabulary, it is more-economical and
'efficient in terms of programming to use a subset of the dic-
tionary only.

(2) 'Dictionerzggpdate. After selection of entries from

‘~CHIDIC, this subdictionary is updated with new entries which occur
in.the text and other entries Wthh have been compiled during
the period preceding the run.

100
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(3) Rule update. The»grammar rules must be updated to

reflect changes in the rules since the last text was processed,
as well as changes following gi~mmatical studies on particular
areas of grammar which result in the addition and/or deletion

of grammar rules.

(4) Rule adaptation. After a new version of the grammar

rules has been updated, this program adapts the rules into binary

format. This is necessary since some grammar rules have as much

as qulnary (or 5-ary) branching.

-

(5) Dictionary adaptation. The format of the selected

subdictionary must also be adapted to the correct internal format.

VIII.1l.3. Main Processing Phase

(1) Pre-edit. This routine processes the coded text
to adapt the strings fOr the 1ook—up and parsing stages. During
this stage, punctuation marks, paragraphs, special symbols, etc.,
are flagged for specilal treatment.

(2) k-ug; Each parsing unit (string of telecodes)
is scanned left to right and right to left using the 1ongest
‘match technique to 1ook-up entries from the subdictionary. All
_infbrmation associated"with,the'successfuily found entry is
retained. These»;nelude the grammarrcodes,Wtelecodes and English

gloss.




(3) Parsing. This may be considered the most vital
Phase of processing. Each string is Processed for all possible
legitimate structures, using the adapted rules. Results of pos-
sible structures are entered into a constitute table, which can
be printed for visual inspection. Information regarding wheathesi
a string is parsed or not pParsed to a highest node which spans

the whole string is also printed.

(#) Interlingual (UPROOT). As soon as structural infor

mation for the Successfully parsed string is avallable, the inte
lingual routines make use of this to adapt the Chinese structura
tree to its equivalent English structure. The most successfully
implemented routines are those which permute a subtree around

its node,

VIIT.1l.4. Output
Two main types of output are available:

(1) Printer output. The string in telecodes, the result

of look-up, the results of parsing (constitute tables), the
Chinese and English structural trees (UPROOT) plus diagnostic

information are all printéd on the printer output.

(2)‘.Plotted output. Two stages are required:

(a) The SAS computer program completely specifie:
the form of the plotted output, line by line and




letter by letter, and produces an intermediate

file with this information.

(v) The Calcomp Program of GDS reads the inter-
mediate file and translates it into the hardware
conventions for the Calcomp plotter. The result-
ing information is submitted to the plotter to

be drawn on either i2 inch or 30 inch paper.
(Because the only input device attached to our
local plotter is a card reader, communication

- between the GDS program and the plotter is through

a deck of punched cards.



IX. Overview of the Logic of

The Present Syntax Analysis System

The present Syntax Analysis System has three phases:
preparation, text processing, and run termination. It is imple-
mented with 54 routines in 9 overlays.

The ten system flowcharts (Appendix I) display the call-
ing relationships between the routines. On these flowcharts the
nonparenthesized name in each block is the entry point or overlay
called. If the name of the routine is different from the name
called, it is included in parenthesis. In the upper right-hand
corner of each block is a pair of numbers designating the overlay
containing the routine. In the lower right-hand corner is either
an F or a C depending on whether the routine is in FORTRAN or in
COMPASS, the assembly language for CDC 6000 machines.

IX.1l. Preparation Phase

_ The preparation phase is represented by the first three
system flowcharts. Program MANAGER begins by reading the run
parameters from a lead card, The first two lead card parameters
determines the mode of rule and dictionary preparation, respec-
~tively (see MANAGER documentation).

Flowchart 1 represents the preparation phase of a normal
run without adaptation of rules or dictionary.




If the preadapted rules are to be read into Extended Core
~ Storage (ECS) from tape, subroutine RR is called.

If freshly updated rules are to be used instead, -hen
the call to overlay 10 on flowchart 2 replaces the call to sub-
routine RR. In this case AR, the main pregram of overlay 10,
adapts the newly updated rules (see AR documentation) calling,
in some cases several times, the various routines under it on
flowchgrt 2. Whether new rules are adapted or not, if a print-
_out of the adapted rules is requested, subroutine PR is called.

The diétionary preparation is similar, If the second
lead card parameter specifies that a preadapted subdictionary
 is to be read into ECS then subroutine RD is called as on flow-
chart 1. If on the other hend a mewly updated subdictionary is
to be adapted then the call to overlay 20 on flowchart 3 replaces
the call to RD on flowchart 1. Again the printing is specified
separately and may be done whether or not a new dictionary has
been adapted. The printing of the dictionary is done by program
PD of overlay 30, represented on flowchart 3.

Then back on flowchart 1 APILT is called to Adapt and
Print the Interlingual Transformations. This completes the

Preparation phase.

IX;Q.: Text Processing Phase

The high level text processing calls are represented in

argp
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flowchart 4 with their subcalls on flowcharts 5 through 9.
MANAGER begins the text processing phase by calling overlay 40
(see flowchart 5 for the subroutine calls under overlay 40).
PREEDIT, the main program of overlay 40, prints a sentence header
using‘information including time and date-information obtained
from the operating system through a call to entryApoint WHEN of
subroutine RUNID. PREEDIT then determines how much of the text
is to be regarded as the first sentence or parsable unit. Foi
convenience we will refer to parsable units as sentences from
now on even though'occasionally they happen to be merely head-
ings or miscellaneous fragments included in the text. The first
sentence is then printed and PREEDIT calls LOOKUP which does a
longest-match lookup of thevtext using the adapted dictionary

in ECS. LOOKUP thereby}builds a table of terminals in which the
grammar code is represented by its index in the grammar code
table. Finding this index is the only use LOOKUP makes of the
utility binary search routine DSRCH. When the terminal table is
complete, LOOKUP returns control to PREEDIT which in turn returns
control to MANAGER, which then calls overlay 50.

SYNTAX, the main program of overlay 50, then calls over-
1oy 51 whose calls are represented on flowchart 6. RTTOLFT, the
main program of overlay 51, processes the sentenceLfrom right
to left. For each sentence position it constructs terminal con-

stitutes for all the relevant entries in the terminal table that

 begin with that sentence position, andthen calls PARSE, which



constructs all of the non-terminal constitutes which begin at
that sentence position. (For the parsing-iogic, please see the
documentation oﬁ PARSE.) When RTTOLFT is finished with the sen-
tence, it returns control to SYNTAX in overlay 50 which calls
PRNT (see flowchart 7) which will print either a table of tree-
tops found in parsing or a table of breaks showing where parsing
falled. Depending on a table of parameters read from the lead
card by MANAGER, PRNT may also print the entire constitute table
or, through repeated célls to overlay 53, printvall of the maxi-

mal partial trees for the sentence if it was not parsed.

When PRNT is finished it returhs control to SYNTAX. If
the sentence was par;ed, SYNTAX then calls overlay 53 to extract
the Chinese tree from the conﬁtitute table. Depending on lead
card parameters UPROOT, the main program of oﬁerlay 53 will either
print the tree or prepare tablgs from which it may be plotted, or

both (see flowchart 8 for calls from UPROOT).

UPROOT returns control to SYNTAX, which then calls over-
lay 54 if plotting was requested on the lead card (see flowchart
9 for calls from PLOTREE, the main program of overlay 54). PLO-
TREE makes numerous calls to the various entry points of TOMFUNG,
the interface befween our Syntax Analysis System and the Computer
Center's proprietéry Graphics Display System (GDS). In making
these calls PLOTREE.uses as parameters the data stored in tables

by UPROOT.

The Graphics Display System writes an output tape which

11b - .
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will be read later by the GDS routine CALCOMP.

When PLOTREE finishes making plotting calls, it returns
control to SYNTAX in overlay 50. If English trees also were to
be printed or plotted, SYNTAX then calls overlay 53 again, and
this time UPROOT calls TRNSFRM once for each node. This causes
21l interlingual transformations:to be applied and the resﬁlting
structure is the English tree. If the English tree was to be
plotted, then overlay 54 is called again,Athis time with plotting

tables for a transformed tree.

SYNTAX then returns control to MANAGER clear up in overlay
00. MANAGER then calls overlay 40 again; PREEDIT~picke out the
next sentence and the entire text processing cycle is repeated
until either the text is exhausted or the internal time limit (the
xlast lead card parameter) has expired. For uniformity, if the
text is exhausted the internal time 11mit is reduced forcing

its expiration.

IX.3. Run Termination

The.smail.routine TIME in overlay 00 is called frequently
throughout the system. Primarily it prints the elapsed time for
the various subprocesses, but each time it is called it also
checks the_overall elapsed time for the entire. run against the
internal time limit.. When the internal time limit has been
, exceeded the run termination phase has begun and the calls on

flowchart 10 are executed..

£
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It is merely to provide the Graphics Display System with
the bpportunity'to do its end-of—ruh.proéessing and file closing
that we execute the ‘chain of calls from time, through overlay -

50, to overlay 54 and ENDPLOT,

Wwhen control has been passed back to TIME in overlay 00'
it then calls overlay 40 in which PREEDIT prints the table of
ambiguities encountered during the run, and the table of sentences

parsed.

When the Syntax Analysis System has stopped, the GDS
program CALCOMP rewinds the tape_pgepared by the Graphics Display
System and prepares from it thé deck of binary cards which will
‘drive the hardware CALCOMP plotter. -

IX.4, Highlights of Software-Hardware Interface

As has been stated previously, the difficulties arising
from the non-alphabetic script of Chinese affect directly the
efficiency of input/output. Efficiency in I/0 of Chinese charac-
ters has plagued Chinese MT since its inception. Technolo-
gical advances in recent yearSIung!helped to make the task some-
what less arduous. One input problem in particular is the several
levels of processing required in ofder'to have an adeguate corpus
of machine readable text. VThat'aSPect of coding has already been
discussed. As regardé the output, it is even more essential that

'a scheme ‘has to be devised to enable_the‘human reader to study

the results of thée machine analysis. S : , . é




During the first part of the contractual period, the
analyses were entirely produced on the line printer. Therefore
only the coded Chinese characters were available (plus romaniza-
tion). Furthermore, the analyzed tree structures could not be
plotted by machine; this compounded the difficulties of post
machine reanalysis, since it meant that each tree had to be man-
ually drawn from the output data. Coﬁéidering that for each run
about 100 sentences ;re processed, the cohsiderable‘time lag

between the results of a run and the reanalysis of the results

was rather obvious.

The solution was to obtain graphic output as directly as
possible via machine. The choice‘of hardware was partially deci-
ded upon by the readily available Calcomp Plotter. Its system
software had élready been developed at the Berkeley Computer Cen-
ter, which enable us to use the output from our'SAé with a mini-
mum of reprogramming. A drum plotter such as the~Ca1comp is the
most advantageous choice for producing tree diagrams, because
“the only information which must be provided to it are the end-
points.ofvthe lines to be drawn. This means that we are able to
specify iines in fhe logical sequence in which they o¢cqr during
‘analysis, Without having to associate all information which will
eventually end up in any particular sector. of the plot. .The
~drum plotter translates the lines into uniform steps along the
"X and Y axes, re-entering each sector as often as necessary. If
such;éjpfoéedureqwere,not possible, a great deal more computation
éhd internal Stofage would be required, since our plots are 30

1i0
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inches wide and typically between 8 feet and 25 feet long.

A comparison may be made tc some recent developments in

plotting hardware, such as the electrbstatic plotter. This type

of plotter requires that a page be output at a time. The total
information for that page of output must thus be completely stored
before output, precisely what is undesirable for plotting syntax
trees. Furthermore, the page size is quite limited on current
electrostatic plotters, and a large tree diagram would have to be
manually assembled from the small pieces produced. On the other
hand, this fixed grid method of plotting is very advantageous

fbr large scale output of text. TFor a page of text to be output
on such a machine, the advance storing of a whole page of char-
acters is quite feasible and efficient since the information for
a page is logicaliy developed in sequential order. The speed
factor is particularly attractive. Initial comparisons indicate
that it takes as long for the Calcomp to plot one Chinese char-
acter as it takes to output a whole page of characters on an
electrostatic plotter. The latter's application to concordance
work'immédiatély suggests itself. The electrostatic plotter

is rapidly passing through its technical development stages and
would appear to be guite promising for such applications. (The

plotting unit itself is also quite portable.)

We have stressed the programming aspect of our plotting
system because it is quite software oriented. The plotting of

Chinese characters at present mages use of the character vectors
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coded by Professor Kuno of Harvard University. One advantage
of our software lies in the fact that it is now possible to plot
not only labeled trees, telecodes and romanizations of Chinese

characters, but also to display the Chinese characters themselves

on the plot.

The abllity to display the results of our analysis for
each sentence in terms of its analyzed structure, and the asso-
ciating of Chinese characters with this structure is a solid
contribution to increasing the efficiency of research on the Pro-
jeet. This is particularly so, in view of the planned concor-
dances of Chinese texts that are expected_ to be produced as an

aid to our present research.

For detailed documentation of the Syntax Analysis System

please see Appendix IT.




X. Auxiliary Diagnostic Processes

These routines are not part of the SAS package. They

perform services which are essential to the maintenance of SAS.

X.l. Updating Data Base

The whole of CHIDIC 1s periodically updated as more en-
tries are compiled. The same routine is used for updating both
CHIDIC and the subdictionary.

X.24 Concordanée-

(1) Rule Concordance. This routine will concord the whole

set of grammar rules, listing the occurrence of each grammar code

type and its tokens in each rule.

(2) 'A program has been written which will concord texts
based on certain syntactic boundaries rather than on a strict
length per line basis. For example, for a particular token which
occurs within a clause, the whole clause will be printed unless
‘this clause exceeds some particular length limit. Thus if the
token 1is the first word in the sentence, then no output is printed
for that portion of the preceding sentence to the left of thre
token. Rather, the poéition»of the. concorded 1tém is shifted
_left,br,right on the page to accomﬁodate'the largest'possible
syntaé£i¢'ﬁnit'wi%hin»that sentence. This is a departure from
the general output format, such ak-that of the KWIC index. The
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emphasis here is to breserve the whole relevant syntactic unit in
which the token occurs. For syntactic analysis by the linguist

this kind of information is most helpful.

X.3. Random Generation

This program will randomly generate sentences based on
a restricted set of our grammar rules.l Preliminary documentation
was completed (See Appendix V). It is plammed to further restrict
the direction of generation in order to use this problem as a

diagnostic aid in improving the present grammar.

X.4. Character Plotting

A program package which makes use of the CDC 6400 Graphic
Display System package plots Chinese characters using the Calcomp
plotter. The coded information for each character has been made

available to the Project by Dr. Susumu Kuno 6f Harvard University.

X.5. Break Tables, Constitute Tables

“ .
Built into the Parser routine are options for sentence

1
Random generation of sentences based cn a parsing grammar should
be differentiated from random generz.on based on a generative
grammar. The aim of a parsing grammar is to provide correct
structural descriptions of input sentences, which are well formed.
A generative grammar aims at producing only well-formed sentences.
For contrast, see T!'sou, Benjamin K. 1963. "Chinese Grammar T:
Random Generation of Adjectival Modifier Constructions" (Internal
Report), Research Laboratory of Applied Electroniecs, Mechanical
Translation Group, Masschusetts Institute of Tecitnmology .

12k
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analysis diagnostics. The Break Tables provide a list of the
"breaks" or gaps in the grammar rules, indicating no higher
constitutes could be formed. The Constitute Tables provide the
full set of possible constitutes into which any particular string
was analyzed. In combinaﬁion, these two diagnostics provide for

very effective post analysis of every string suvbmitted for machine

analysis.
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XI. Analysis of Processed Text

During the contractual period, scientific texts in both
nuclear physics and biochemistry were studied, analyzed, coded
and subjected to analysis by the Syntactic Analyéis System. As
of the end of this period, the Project has available 106 pages
of coded, machine readable text, consisting of various articles

from the journals Yuantzu Neng ('Atomic Energy') and Acta Bio-

chimica Sinica.l

Before a text was acfually submited for mechanical analy-
sis, it was normally preceded by preliminary processing which
consisted of updating the grammar rules and lexical entries as a
result of varying levels of analysis on the text. Texts which
did no*t receive such analysis were also submitted for processing

to act as control in assessing the ability of the system. -

XI.l. Run Statistics

The accompanying tables represent results of runs madé
at the conclusion of the contract period. The tables indicate

the percentage of parsing success with respect to sentence

length.

Tables 1A and 1B show the results of a second run on a

X1

The corpus of new text selected for processing under this
Contract was drawn exclusively from Yuantzu Neng. Some selec-
tions from Acta Biochimica Sinica had been retained for the
purpose of controlling Improvements in grammatical analysis.
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biochemistry text after detailed re-analysis of results of the
first run, which was made during the mid-period of the contract.
(The results of this initial analysis was discussed in the quar-
terly contract status report for the period June-September 1969.)2
The results of the second run showed significant.improvement
(64%) over that of the first run (44%) for sentences and for all

parsing units up to 50 telecodes in length.

Tables 3A and 3B represents the combined results of 2
runs of biochemistry text which were not subjected to the sort of
preliminary processing and re-analysis that was made for the text
of Tables l. As a result, the percentage of units parsed would
not be expected to be as high as that for the previous text.
However, in spite of this the percentage stands around the
30%-40% area, indicating the ability of the SAS to maintain
reasonable consistency in parsing units of 50 telecodes or less.
It should be noted that during the interim report it was only

_after the first text had been subjected to a minimal amount of
pre-editing that a 40% success was obtained for sentences up

tc 50 telecodes in length. The much higher percentage obtained
for this same text for the second run represented approximately

six months of effort between the two runs.

Tables 4A and 4B show the results of a sample of physics
ttext which was run after 3 to 4 months of preliminary processing

and analysis. The percentages according to the 50 telecode length

2
The tabulated results are included here as Table 2.
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criterion were slightly lower than those for the pre-analysed
biochemistry text, but were significantly higher than the virgin
text.

Several factors must be taken into careful consideration
in evaluating the results. Particularly the percentage increase
should not be taken as a linear function of efforts in analysis.

The main factors which affect the results are discussed below:

(1) Small sample. The texts represent an extremely

small sample. Each sample has less than 200 total parsing units.

The results are therefore only specific, not representative.

(2) Subject matter. Two different subject areas -- bio-

chemistry and nuclear physics -- were treated. Biochemistry haad
been the area of concentration in work prior to the present
contract. Therefore, the dictionary, as well as the grammar
ruleé directLyjreflect this prior concentration. The special
area'of concentration has been shifted to that of nuclear physics
during the present contract. Efforts were therefore directed
toward acquisition of nuclear physics lexical entries for the
dictionary. At present physics entries farm less than one
quarter of the total dictionary. The results obtained from run-
ning an unedited physics text would not have been meaningful.
However, from the comparable results of pre-edited biochemistry
and physics texts above, it does seem that work on the biochem-
istry and physics texﬁ I has carried over some of the parsing
ability of the grammar to the physics text.
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(3) Sentence length as a criterion. In the above tables,

we have used the 50 telecode length as a key for comparison.

This may seem like an arbitrary choice; and, in a sense, it is

So since at this stage of research in Chinese sentences, there

is not yet sufficient machine readable text to obtain any good
statistics regarding sentence length characteristics.3 It is not
sufficient to evaluate the system solely in terms of number of
telecodes although this does give a certain quantitative criter-
ion. However, from our actual experience with analysis of sen-
tences, it is in the range around 50 telecodes that the parsing
ability of the SAS begins to decrease more rapidly. For sen-
tences of about 20 telecodes in length, parsing success is in the
90% range. But for sentences of length greater than 20 telecodes,
it was found that quite a number of these are instances of con-
Joined sentences (either coordinate or subordinate); or they are
sentences with several levels of embeddings. At present our
grammar lacks refinement in handling such complex sentences.
Since our grammar can already process satisfactorily units of up
to 20 telecodes, we expect that if procedures for isolating
simple sentence structures within these complex sentences could
be devised the number of parsed units should increase for sen-
tences with a greater number of telecodes, provided these are

genuine conjoined structures linking simple sentences together.

3 Average sentence length is alout 34 for both biochemistry and
Physics texts that had been processed so far.



(4) Limiting factor of CF grammar. As was already

mentioned in preceding chapters, the CF framework limits the
gbility of the System as sentences become more complex. It is
our task to refine and improve these CF rules, but it should not
be expected that the addition of mecre rules will better the abi-
1ity of the grammar to parse more and more complex sentences.
Within a connected fext, there are many syntactic and semantic
points of cross-ieference, which are characteristic of discourse.
These add to the complexity of the text as a whole. The CF

framework could handle such cross-reference only very inadequately.

(5) Variability in style. As compared with English,

style variability in written Chinese is more complex. From our

study, we can single out two areas

(a) Synchronic. By this we refer to the variabi-
1lity that exists from one text to the next due

to differences in authorship and subject matter.
Anyone who has dealt with texts is familiar with
the complexity of this type of style variation.

It is also within the scope of present theoretical

syntactic research to deal with such problems.
[

(v) Diachronic. A mixture of modern literary
Chinese and classical Chinese exists in all the
texts we have studied while analysis of texts in

the modern written European languages do not
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present such a problem.4 It means the parsing

grammar must be able to deal with "standard"

modern written Chinese but also have to cope with

different varieties of written classical Chinese.

This taxes the ability of the Berkeley grammar to
’ its limit.5

In summary then, the run statistics presented in the
above tables are indicative of texts which underwent vigorous
analysis. The results of such analysis have improved the ability
of the system as a whole. However, in processing raw text, the
range of variablility will be great on account of the factors
Just mentioned. Realistically, the parsing percentage can be
lower from those presented. The factcrs are such that the above-
mentioned increases in parsing percentage cannot be expected to

indicate linear improvement for the system as a whole.

XI.2. Plotted Chinese Trees and Inte-lingual Trees

Appendix ITI presents a set of 8 plotted tree structures
representing the analysis of 4 sentences. Each sentence is first
anslysed in its Chinese linear string order. The following plot

L Comparable cases exist for other written traditions. Modern
literary Arabic for exsmple uses a mixture of classical and
modern Arabic. Modern literary Thal also makes use of collogquial
Thail and classical Sanskrit elements.

5 This has necessitated the Project to devote some efforts to
classical Chinese for there is a notable scarcity of relevant
literature in this field.



shows the resulting structure after interlingual procedures have
applied. (These plots were abstracted from our 30;inch Calcomp

plots to facilitate discussion.)

XT.2.l. Chinese Tree

The dashed lines indicate alternative analysis for seg-
ments of a string. For example, in Sentence 1, the 3 dashed lines
radiating from the node VI3 indicate there are 3 alternative
analyses of the string which lead to the node VI3. Nodes which
are not expanded downward to terminals indicate that the subtree
of this node is the root which already exists in the plot. (In
the actual plots cross-references to these nodes are noted auto-
matically on the plots.) For example, the nodes NP*R all have

the same structure as the left most NP¥*R.

On the plots, ‘the alternatives are not linearly ordered,
in the sense that the one on the left is‘to be considered the
best analyéis;'the second left, less so, and so on. The alter-
natives all have the same validity as far as the grammar is
‘concerned. It is only in the post-mortum analysis stage thaﬁ the
humen analyst can decide which, if any, of the alternatives are

acceptable in terms of the context of a particular text.

L, FOT example, in Sentence 1A, two alternatrvesvfor thef
entry hou ﬁ% appear.m The flrst one has grammar code NL (place |
>noun).and.glossed 'rear' " The second has grammar code IV-NT {a

f’%iméfndﬁﬁ éuffixf;“gioeeed‘”after . ‘on -examination, ‘it can be




decided that the second alternative has more validity and the
human analyst will continue to examine the rest of the structure

connected with this second analysis.

XI.2.2. Interlingual Tree

The'B sentences show the results of interlingual trans-
formation on the A sentences. We have already discussed the
interlingual processes in Chapter VI (Interlingual Translation).
Continuing with oﬁr example in Sentence 1A, the entry hou with

grammar code 1V-NT participates in an interlingual permutation

due to the rule
NT*R - IND + 1V-NT .

The resulting structure (in Sentence 1B) shows that the string

under NT*R have been reordered:

becomes

IND

animal die. =~ = after ... after . animal die

The desired English word order is achleved. Similar permutations

are performed whenever a node with *R occurs."f

o The]abi.litmq Plot the original structure of the Chinese

:’ .. '» o | : o 130
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sentence and the resulting interlingual structure has provided

a visual aid which greatly increased the efficiency of post-

mortum analysis.

XI.2.3. Ambiguities

While the output of the system provides numerous alter-
natives, including some spurious ones, it should be pointed out
that ambiguities per se do not invalidate the parsing ability
of the system. There are occasions when the grammar discovered

legitimate ambiguities that the linguist was not yet aware of.

It points up the exhaustive nature of analysis by machine and the
advantages of subjecting human analysis to such an imparticl
tool as the computer. However, examination of the plots also

gives us a very good indication of where ambiguities might ;

be pruned.

Referring to Sentencé 1l again, there are actually 7 alter-
native analyses for the sentence. Two of the alternatives of
the AV2 node are very similar and call for further réfinement .
bf the grammar rules with possible reduction of ambiguities. |

It is expected that at a later stage of our research, when English .

- string extraction is implemented, the number of"string‘represen-
tationsquuld‘be~far less than ‘the actual ambiguities as presently

" represented. on the plots. - -




XI.3. Evaluation of English Output

‘ During the present contractual period emphasis was nec-
essarily placed on obtaining correct analysis of the input Chinese
string which would eventually result in as few ambiguous English
translations as possible. Previous chapters have already dis-

cussed the role of the interlingual transfer rules, the restric-

tions in the dictionary to the field of nuclear pPhysies, and the
lexical disambiguations which will be required in both the pre-
parsing and possibly post-parsing stages.

As evidence by the output represented by the English

structural trees, two interacting general areas regarding refine-
ment to the English output will have to demand a great deal of
future effort. |

(1) Reduction of invalid and irrelevant ambiguities via

anaiysis of the structure of the Chinese input string. This is
the direction of deVelopment in our present effort, as was
already mentioned in the previous paragraph and in the foregoing

chapters of this report.

- (2) The reduction of English string paraphrases. The

legitimately produced ambiguities of (1) above may also incorporate
~within -themselves several paraphrases for each ambiguiously pro-

duced string. Paraphrases are, of course, not ambiguities. (For

an example, see the sentences (la), (1b), (1c) under section on

‘Lexical Disaﬂbiguatidn;) However, they do represent a proliferation




-

on the total number of English strings that are available for
the corresponding Chinese string and the English synthesis com-

ponent of the system must takévaCcount of this fact.




XII. Summary and Conclusions

During the two-year contractuai period (September 1968 -

August 1970), the Project on Linguistic Analysis has expanded the
size of the dictionary (CHIDIC) to 57,000 lexical entries. Al-
though it is possible to access all these entries directly, it

was more efficient to use a subdictionary of about 3,000 entries
obtained from CHIDIC during each run of text. Another advantage
Was the ease with which any changes may be made in the subdiction.
ary without the necessity of overhauling the whole of CHIDIC. The
later task is undertaken during the periodic updating of the

whole dictionary.

The main tasks have been the refinement and expansion of
the grammar and the improvement of the programming routines in the
Syntax Analysis System. Two major runs of continuous text were
made at the end of the first year and also at the end of the sec-
ond year. It was found that SAS can recognize and parse satis-
factorily strings up to 25 characters long with comparatively low
degrees of ambiguity. But that ambiguity increases with increase
in length. As long as the grammar rules are in the form of con-
text-free phrase structure grammars, many spurious ambiguities
wlll arise. Since this type of grammar is still the most efficient
to implement, the resolution of ambiguities must also be supple-
mented by other procedures besides pruning redundancies within

the grammar rules themselves.
Aside fiom.the dictionary and the grammar, within the
13
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present system there are several areas where procedures may be

specified in order to reduce the amount of ambiguity.

(1) In the pre-editing program. This 1s conceptually

the simpler procedure since it will require a fixed table from

which particular lexical ambiguities may be resolved. Disconti-

nuous constitutes which occur frequently may be placed in such a

table and associated with particular addresses which specify j
certain editipg procedures. Certain pfocedures may in fact be ;
equivalent to particular "transformations"” on the string in order ‘

to edit them into normalized form for parsing.

(2) Features in the parsing program. In the chapter on

syntax we have discussed problems of ambiguity involving active
vs. passive, compcunding, nominalization, deverbal nouns, etc.,
which require more detailed information regarding their feature
selection properties with respect to one another. It is most
important that during the parsing stage these features, which
are supplied to the parser by the dictionary, be highly compa-

tible in their mutual selecticnal properties. This basically

extends the capabilities of the present system, which already
incorporates to a lesser extent certain selectional features
within the grammar rules and the grammar codes assigned to each

lexical entry in the dicticnary.

The task of zeroing in on the most acceptable analysis
after the sentence has been analyzed was aided tremendously by

having each sentence so analyzed graphically plotted to show




thelr dqifferent tree structures. Examining such piots in graphic
representation has enabled us to determine particular nodes in
these trees where interlingual rules may profitably be created
and applied in the Chinese and English trees. '

During the present phase of development we have achieved
significant results 1n analysing Chinese sentences. While we have
also implemented procedures for interlingual transfer the results
have not been as concrete since the state of knowledge regardihg
Chinese-English contrastive studies and their application in the
area of computational linguistices is still in its infancy.
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APPENDIX II

SAS DOCUMENTATION



Na.me and Type Program MANAGER in overlay (0,0)

Function. MANAGER is the recldent code to ma.nage the overlays of the SYNTAX
ANALYSTS SYSTEM | | | .,

_ Called By: (MANAGER is the main program of the system a.nd is not ca.lled.)
c;11s: TIME, RR, PR, RD, and APILT, as vrell as overlays (1,0), (2 0}, (3,0),
(k,0) and (5,0) |

Reads: MANAGEH% reads the LEAD card (on SCOPE file INPUT) ' See LEAD CARD
PARAMETER TABLE. . |

Writes: nothing

Parameters. : éone

'Genera.l Descript:i.oﬁ:', «MANAGER' reads the lead "‘ca}d éa.'Lls TIME, sets up some

masks makes the appropnate calls to read or crea.te the ‘adapted rules,
d:.ct:.ona.ry, a.nd mterlingua.l transforma:l::.ons a.nd then once for each sentence
callls overlay (h 0) and overlay (5 0), until e:.ther the text o~ the internal
tinme. est:mate 1s exhausted., ‘,

‘Connnents :- MANAGEP conta.:.ns all I/O-‘buffers' ‘the global common blocks FRSTREE,
DIM,TRANSF, CAMBIG, ‘STATU_S, ‘TERM, P_ARADIS, TFUNGBS, ID, INN, POINTER, TEXT,

MASKS, TYME and SENSTAT are within its fieldlength also.




Card Column

1

11-14

LEAD CARD PARAMETER TABLE

Parareter

Rule Processing
~ (see MANAGER)

Dictionary Processing
(see MANAGER)

Constitute table
(see PRNT)

Partial trees
{see PRNT)

Commas and Semicolons

(see PREEDIT)

English (see SYNTAX)

-Chinese output -

(see UPROOT)

1Engllsh output

(see UPROOT)

Value

0
1

-2

o

= O N O

in_rwo

u}:—#no :

‘W N RO

The following Parameters are read from the Lead Card:

Action

Read adapted rules

Read and prlnt adapted
rules :

Read, adapt, and print
rules:

None

- Read adapted dictionary

Read and print adapted
‘dictionary

Read adapt and prlnt
" dictionary

None

None
Print constitute table

None
Print partial trees of
' unparsed sentences-

Print partial trees of

-all sentences

ineclude C's and S's

-break on - C's and S's
skip C's and S's

Do Chinese trees only

-~ Also do English trees

_ Neither print nor plot
© . Print only

Plot only

‘*Prlnt and plot

Nelther prlnt nor plot~
-Print only _ :

Plot oniy

’.HPrlnt and plot
"~Internal tlme 11m1t 1n octal seconds

—



Name and Type: Subroutine APILT in overlay (0,0)

Function: APILT adapts and prints the Ej._nterlingua.l_ t_rans_fomations.

Called By: MANAGER :

Calls: PC (entry point of subroutine ICE)

Resds: interlingusl transformations (card imsges on SCOPE file INPUT) one per
card until la ca:éd w:Lth .a. 9 in column 1 is encountered

Writes: Echo prints each transforma.tlon as 1t is rea.d on SCOPE file OUTPUT.

Parameters. . none

Genera.l Descr:.ptlon. : The ten parameters speclfylng the transformation are

read from columns ov-e to: eleven as mtegers, the 8th parameter being two
digits, the others one digit. The twelfth column contains a character whose
octal representation serves as the index into a.rray ']'.'T in common block TRANSF
of the 'word into which the ten parameters sare pa.cked for use by subroutine

TRNSFRM

‘Coments: APIL‘I' w:.ll soon be modified to handle insertioms.

Inter Jual Tra.nsforma.tion Parameter Table

Card Column

1 . . Input _'d_a'.ughter‘ position of owtput davghter 1

| 2. Input. "da.ugh.ter position of output dn.ughter 2
B b Input de.ughter position of cutput d,aughter 3
R ‘Input daughter position of output daughter L
5 | h Input da.ughter pos:.t:.on of output éa'ughter 5

,:6_« a Inpno daughter posit:.on of output dgughter 6 .
R T L - /Input d...zghter pos:.t:Lon of" output'da.u’g’nter T

8&9 \Z.T(Reserved for pseudo dlct ona.ry address of msertion)
| 10: o e Net num‘ber of da.ughters deleted
: 11 | SRR ‘S:Lngle character a.dd.ress symbol :Eor tra.nsformatlon
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Neme and Type: Subroutine BMOVE in overlay (0,0) =
‘_iFuncti"on ' moves a sequence of b:.ts from s word or vector to another 'Vord or
Ave,éf..or | |
Called By: AD, ALP, ALT, PRNT, UPROOT, ADDWDTH, PLOTREE
calls: nothing
‘Reads: nothing
Writes: Tnothing _
péra.metersg 1 - the number 51’ bits to be moved
T 2 = .the sourc‘e"word ‘(vecto_r)‘ ’
| 3 - the bit position in P2 at which the transfer is to start
4 ~ the destination word (vector)
5 = the first bit position in Pl into which transfered bits are
to “be -Plé‘.c‘ed S .
Genersl Description: ' BMOVE gives “FORTRAN ‘access to biﬁ manipﬁl'a.tion ‘and
.;transfe;- best done in assembly language. lLooping ocecurs only when bits from
" .one vecCtor -are transfered to- a.ho*.;hér.» |
comments: Bit positions in vectors are not addressed by giving word number
and bit-'mnnber.  Instead the comvention that bits in word 1 are mumbered 1-60,

. pits in word 2 are numbered 61-120, etc. is used.

eI A AR Tl A D AL R0 B0l s M Y 1 e g
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Name and Type: Subroutine DSORT in overlay (0,0)

Function: sorts e matrix on the. first row by the collating order of the 6400

o character set; up to ten additionel vectors can be carried along.in the sort.
Called By: AR

| Calls: NARGS, KEQF, MXSWAP

Reads: nothing ‘

Writes: notiaing

" Parameters: 1 - the matrix to be sorted

2 - the number of columns in this matrix, i.e., the number of

entries -

3 - the number of rows in this matrix -
L - 13 (optional) additional vectors to be carried in the sort
' General Description: DSORT is an in.-core exchange sort vusing the .Shell sort
aigorithm. "Briefly, the Shellv,a.'.].gorithmproceeds as fo].‘l.ows_;. )
(a). find the highest power of 2 less than P2 and subtract 1, call it I
(b) wuse the Lthcoluinn as a boundary sbout which columns whose indices
~ @iffer by L. are erchanged yhen ‘pa.i._rw"ise out of order
{e) . if 2L is lesé tha.n the number of columns continue excha.nging
columns whose 1nd1ces d:l.ffer by- L in a backwards chain when necessary
‘ (d) set L = L/2 (fixed pomt), if L = 0 sort is complete; otherwise
, )1;11 .

g0 to step (b) using the (P2 - column as a boundary point.

Cdnnnents: DSORT does ‘not use the FORTRAN matr:.x representa.tlon d:.rectly, the
ma.trix structure is tra.nsmitted 'hy P2 and -P3. 'I’he number of vectors carr:.ed ,
in the sort is determined 'by the num'ber of a.rguments 1n the call of DSORT as

determ:.ned by su'broutine NARGS.




Neme and Type: Subroutine PSRCH in overlay (0,0)

Function: DSRCH is a binary searchroutine designed for used with FORTRAN

matrices.

Called By: AR, LOOKUP, FROM
Calls: KEQF, KGOTO

Reads: nothing

Writes: mnothing

Parameters: 1 - _ma.trix to be searched

2 the number of entries in P1

— the number of rows in Pl

3
'} - Pl-index of a search goal successfully found
S the search -gosl

6 - a vector in which the entire row for a goal suécessfully

found is stored for return

T = a branch address in case of an unsuccessful search ;

General Desc:iption: If P2 is less than zero, DSRCH assumes Pl is sorted from
high-to low on first words of each coiunm; if P2‘ is greater than zero a low
to high order is assumed.
bKEQF i}lsiused for coinparing entries in the search.
'Brieﬂ;r,' the search proceeds- as follows:
(a) find middle of Pl and compare with P5 (the goal of “the sea.rch)
| if not equa.l deternn.ne vh:.ch half ofPJ .NAME could be ing
“ . (b) then 'find mddle of .tha.t half and compa.re,' 1f»not equal, find
bhalf 1n wh:.ch goa.l could be. ‘ o
o . :‘:vv._(c)' :|.1:era:l:e on ('b) untll elther NA!IE is” found or failure is assured
_Upon fa.i.Lure one branches to P"{ in” the callin 5 rout:.ne.. »If a.; search for

PS 1s successful P6 conta.ins the :Lndex r\f the entry in P




Comments: Immediate failure return occurs when P2. (the number of entries) -

<1 or P3 is =< 0.

'DSRCH does not use the FORTRANVmatrix structure; calculations of the . -

' memory position of matrix entries are done explicitly."




Name and Type: Function KEQF in overlay (0,0)

Function: Compa.res{fixed—point menbers to determine the greater us:i.xig the
convention jl:ha.t any non-zero quantity is greater than zero.
Called : DSORT, DSRCH
Calls: nothing
Reads: mnothing
Writes: nothing
Pa.rametérs: 1 - a 60-bit fixed point number
2 - another 60-bit fixed point number

General Description: KEQF returns values as follows using 60-bit integer

comparisons; if.

P2 > P1 or P2 =0 -1
- P2 = Pl gives O
P2<Pl or PL=0 1

Comments: The convention that zero is less than any non-zero quantity is used
. because KEQF is used to meke lexicographic comparisons on the internal represen-
tation of alphanumeric material for DSORT, a sort program. and DSRCH, a binary

search program.



Name and e: Subroutine MXSWAP in overlay (0,0}
Function: Excha.nge‘ & colum of one matrix for a columm of another (they can
be the same).
Called By: DSORT
Calls: nothing
Reads: nothing
Writes: mnothing
Parsmeters: 1 - position in rirst matrix (considered as a vector) for the
start of an exchange
2.~ position.in second matrix for the start of the exchange

- 3 = the number of rows in the matrix (= the number of words in

each column)

General Description: MXSWAP exchanges the P3 words starting at Pl with the

P3 words starting et P2.
Comments: - MXSWAP is coded in COMPASS. It does not make use of the FORTRAN
. matrix representation. . Befor‘e'ma.k'ing a call to MISWAP parameters 1 and 2 have

to be .calculated using the column indices of each matrix and the number of

TrOWS.




Neme and Type: Function NARGS in overlay (0,0)

' Function: When called from a FORTRAN routine R determines the number of
arguments specified in the current call of R.

Called By: DSORT

Calls: nothing

Reads: nothing |

Writes: nothing

Parameter: 1 — NARGS is called with a duwumy parameter to insure its recog-
nition as a function during compilation of a calling program.

General Description: This routine uses CDC RUN FORTRAN subroutine linkage

conventions. It traces back through linkage words to find a linkage word
in the routine (say P) whose current call (say R) called NARGS. The linkage
word in P specifies the number of arguments in the current call of R.

Comments: NARGS is coded in COMPASS.
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Name and Type: Sub:.routine PC (an entry poirt to ICH) in overlay (0,0)
Function: exti‘acts a charactgr or sequence of characters from a memory word
and places them in another
Called By: AR, AD, APILT, PREEDIT, LOOKUP, TRNSFRM, PRNT, SUMMARY, RTTOLFT,
PARSE, UPROCT, PLTREE
Calls: nothing
Reads: nothing
Writes: nothing
Parameters: 1 - the 60-bit wofd from which characters are to be extracted
and moved -
2 - the starting character position in Pl of the (sequence of)
characters to be moved
3 - the 60-bit word in which characters moved are to be depcsited
4 - the starting cheracter position for pPlacement of characters
in P3
5 = the number of characters to be transfered

General Description: PC gives access from FORTRAN Programs to the shifting

and inasking necessary for accessing and transfering packed characters.

Comments: PC is coded in COMPASS.

v

:“-‘; &
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Name and Type: Subroutine PERM in overlay (0,0)

Function: Permutes columns of an array.
Called by: AR~
Calls: nothing
Reads: nothing
Writes: nothing
Parameters: 1 - array name.
| 2 and 3 - dimensicns of array
4, 5, 6, 7Ty 8, 9, 10 input colum numbers of output columms of-;‘_
the array. |
. General Deécriﬁion: PERM permutes up to seven columns of an: array of words.
Here 2 column is the set of all array elements having the same first: coordina.te.
Comments: It is used in the rule adaptation phase (A:R}) in order to permute

the grammar codes in each rule. -




PRI . -

Name and Type: Subroutine PR (Prints Rules).in overlay (0.0)

Function: This routine accesses a table“grammaf.codes,fincidental»rﬁle iﬁfor-
mation, and a table of grgmmﬁr rules and priﬁts the information in each.
Called By: MAHAGER

ggglg; RECS (an entry point of ECS) and PC (an entry point of ICH)

Reads: nothing

¥rites: the information described above on the SCOPE OUTPUT £ile

Parameters: none

General Description: The_tdble-of grammar codes and the.incidental rule in

formation are prinfed directly‘ffom the COMMON blocks in ﬁhicb they appear.
The rule table appears in adgpted form in ECS when PR 1s called It is trans-
ferred to core using RECS using PC refercnhes to the grammar code table by
index are unpacked from the one wori;:epresentatlon~of the rulgs; print
representaxions of the grammer codes iﬁ each rule are then accessed via.index
and prihted._

Comments : The incidentel rule informstion is: (1) NG, the number of grammar
codes, (2) NR the number of rules, (3) IRV, the rule version, (k) IRD, the

date of rule adaptation, and (5) IRR, the tape reel on whlch adapted rules are

stored. In'adaﬁted form aigrammﬁr"code in a rule is denoted by an index which

peints to the entry for that grammar code in the grammar code table. That

entry includesvthe BCD representation of fhe grammar code.




Name and Type:  Subroutine RD (Read Dictionary) in overlay (0,0). f
Function: RD*reads;dictiqnary~information;from FORTRAN LOgicalatepe_Iyintq-

core and transfers the information to ECS (Extended:Core Storage).

‘Celled By: MANAGER

Calls: WECS (an entry point of ECS)
Reads: FORTRAN logical tape number I

Writes: mnothing:

Parameters: (1) I, the number of the FORTRAN logicel tape from which dictionar)

information is to be read..

Comments: Dictionary information is read and transferred in biocks of 2000

words.

a — .

- Y i
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Name and Type: Subroutine RECS (an entry point of ECS) in overlay (0,0)

Function: etrai.nsfer.informa.tion«from-ECS .('Extended. Core Storage) to core
Called By: PR AR, WR, WD, PD, PREEDIT, LOOKUP RITOLFT, UPROOT
Calls: nothlng
Reads: nothing
¥Writes: nothing |
Parameters: 1 - the absolute a.didress of the first word in core to which
transfer is to be made

2 - the absolute address in ECS of the first word to be -
trﬁnsferred ’

3 - the number of words to be transferred

L - a failure pointer; returns (a) 0 if there is no parity error
in the transfer, (b) (if positive) index of word at which parity error occurs

when that index is found exactly, amd (c) (if negative) the absolute value of

bPh is the index of a word ﬁthin three words of where the varity error occurs.
General Description: .RECS ‘eva.luates P1, P2, and P3 and attempts a tfa.nsfer.
.I’ the transfer is successful Ph is set to 0. If not, five rereads are
a.ttempted. If the parity error persists a binary search stra.tegr of rereads
is performed bracketing down to the offending word. Pk is set according to
the success of the search. ,
.Comments: RECS is written in COMPASS to give FORTRAN access to the COMPASS
instruction RE which performs the transfer,
"RECS and WECS are both entry p01nts of ECS but are logically independent.
- Indices mentioned in the descnpt:l.on of Pk a.re taken with respect to the

1ength of the tra.nsfer.

)

176 %
- 168




Name and Type: .,Subrou‘tine RR (Read Rules) in overlay (0,-0-) :
Flmctioni " This roirtine reads grammar codes‘, incidental rule pa.ra.meters,._and
grammar rules. The rules are transferred to ECS (Extended Core Storage).
Called By: MANACER
93;25;‘ WECS (an entry point of ECS)
 Reads: logical tape number 1 (rule and grammar code information)
Writes: nothing
Parameters: none
Comments: This routine consists entirely of fortra,n‘ READ'S and a call to WECS

which transfers material read into ECS.

7%ss
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: Name and Type: Subroutine RUNID (Entry when) in overlasy (0,0)
Function:"forﬁat and retrieve results of calls on the system to give the
time-of-day clock and calendar
Called By: PREEDIT
Calls: nothing
Reads: nothing
Writes: nothing
Parameters: 1 - word'to>return thé date
2 - word to return the time

General Description: WHEN sets up the gibberish bit-strings necessary to ask

for the time and date, asks a PP to fetch each in turn (hanging in recell

until the PP complies), then formats the returned information--inserting
colons and blanks, and turning the numerical date into one containing an

alphabetic month. (WHEN does its own testing of the PP status bits, using its

own maero RECAL in place of the compass library macro RECALL.)
The two words which return the result contain display code, of the form
indicated»by the following examples:"
pl - "9519=‘03=5T¢
p2 - YO8YOCTYTO

The time is baSed on a twenty-four hour clock; the month is always reduced to
a three-character abbreviation. For mest purposes, this form returned is suit-
able for printing out directly in two A10 formats;fi

Comments: ThiS‘routine is coded in COMPASS, and is wholly machine-dependent;
it‘involves crucially the CDC conventions for system requests and formats,
.and'will have to be completely‘different in any other envi:Onment.

' It should be mentioned that, for runs of the SAS, the combination of the
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date and time (nearest second) is certainly a unique jdentifier. For this
reason, the data accessed by WHEN are intended to become part of the master

key for sentences in test runs, as well as being part of the run identifica-

tion.




Name and Type: Subroutine TIME in overlay (0,0)

Function: Moniters SAS "internal"” time limit, and prints out elapsed time |
(in seconds and milliseconds) “between ar,” two successive calls.

Called by: MANAGER, PREEDIT, PRNT

Calls: SECOND, SYNTAX, PREEDIT

Reads: nothing

Writes: SCOPE fileset OU'fPUT

Parameters: none

General Description: The current time is obtained by a call to the system

clock, which is accessed by the system rovtine SECOND. If the "internal”
time limit is not exceeded, processing continues. When time limit is exceeded,

a message is printed and a status word is set, according to which plotting

- Piles will be closed and am‘biguity tables will be printed as well as a count
| on the number of parsed and not parsed sentences. :
Comments: It is nearly impossible to predict accurately how long processing
of an unfamiliar text will take, yet if execution of an SAS rum is abnormally
terminated by a "time limit" interrupt it is not possible for SAS to regain
. control--which it must have so as to skip through the overlay structure clos-
| ing files, and printing smntna.ry information which has ‘been accumulating (the
loss of which would reduce the value of the run considersably).
A solution to thls problem is embodied in TIME: TIME is provided with an
| "interne.l" time limit—2008 seconds less than that known to the system. Each
' time control- is r_eturned to the resident "MANAGER" overlay, the elapsed time
| is ccm;:ered to the internalV‘limit, and if the limit is exceeded a series of
ca.lls through the higher overlay stractnre is initiated Each overlay begins
vith a ‘block of- code vhich interrogates the global. status-word to decide
) uhether 1t has been called for. regular process:.ng, or just for end-of-run

EKC'lon" ) [see flowcharts] - vk ’ 172




Neme and Type: Subroutine UNBLANK in overlay (0,0)

Funetion: Converts blanks to octal zero's

Called By: AR, AD
Calls: nothing

Reads: nothing

Writes: nothiung

Parasmeters: 1 - integer array
2 - size of array

General Description: UNBLANK examines each 6 bit character position in the

given array. Whenever it encounters a character position whose value is octal
55 (internal BCD blank) it resets the value to octal 00.
Comments: The removal of blanks is usually to'create uniformity and proper

collating sequence to facilitate comparison and sorting.




Name and Type: Subroutine WECS (an entry point of ECS) ir overlay (0,0)

Function: Transfer information from core into ECS (Extended Core Storage)
Called By: RR, RD, FRECURS, AR, AD, LOOKUP, UPROOT
Calls: nothing
Reads: nothing
Writes: nothing
Parameters: 1 -~ the absolute address of the first word in core to be
transferred

2 - the absolute address in ECS of the first word to which trans-
fers are made

3 ~ the number 61‘.‘ vords to be transferred

General Description: WECS evaluates Pl and P2 and performs the transfer; an

error branch is taken when ECS is not ready and an errcr message is written.

< .
Comments: WECS written in COMPASS, to give FORTRAN access to the COMPASS

intrusion WE which performs the transfer.

WECS and RECS are both entry points of ECS but are logically independent.



Name and Type: Program AR (Adapt Rules) in overlay (1,0)

Function: AR reads rules in card image form, binarizes 2ll but unary rules,
permutes the generated and generating grammar codes, prepares a printout
representation and reference table, and prepares a core-image representation
using indices from the reference table.

Called By: MANAGER

Calls: UNBLANK, PERM, DSORT, RECS, WECS, PC and WR

Reads: Rules in cerd image form from FORTRAN logical tape number 4

Writes: nothing

Parameters: none

General Descriptiom: Rules are read from FORTRAN logical tape number k in

card image form. They are expected in the form: one generating grammar code
and up to 6 generated codes. All‘non-unary and non-binary rules are binarized
from left to right using unique new grammar codes for each new rule required.
Rules are then permuted so that schematically a rule A goes to B C is stored
as B C A. A reference table containing a hollerith representation of all
grammar codes in the rules is constructed. A one-word packing of the rules is
constructed using the indices of the grammar codes in the reference table as

a representation of the grammar code. To each grammar code in the reference
table a pointer to its first occurrence as a left constituent in a rule is
added (the rules having been sorted so that rules having the same left consti-
tuent ere grouped together).

Comments: The representation of the rules aé packed indices is for compact-

ness.

18333;
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' Name and Type: Subroutine WR (Write Rules) in overlay (1,0)

Function: WR stores a grammar code table, adapted grammar rules and associa-
ted information.

Cé.lled By: AR

Calls: RECS (an entxry point of ECS)

Reads: nothing

Writes: FORTRAN logical tape number 1.

Parameters: none

General Description: The entire function of WR is to record rule information
for future use. The grammar code table and associated information is written

directly from core. Adepted rules are transfered from ECS and then written.
Comments: WR is called by AR to record the results of the rule adaptation

which AR performs.




Neme and e: Progrem AD (Adept _D_ictionary) jn overlay (2 ,0)

Function: AD regds & dictionaX¥ whose entries are each 12 words long, ‘T‘nese
entries are segmented and stored in Extended Core Storage. reblesS axe Pre”
pared which provide quick access to each entry through that en‘l"ﬂr's pyrst
telecode-

called By: MANAGER

calls: UNBLANK, WECS, BMOVE, WD

Reads: FORTRAN logicel tape number 2

Writes: nothing

Parameters: none

Generel Description: Dictionary entries contain (1) &ramme” code (3 60-bit
word), (2) telecode sequence (3 60-bit words), (3) rOmani¢ati°n Q1 604711"
words) , and (1) English gloss (4 60-bit words). It is convenient Lo stoTre
the grammar code and the telecode together and the romaniza-ti°n ang £nglish
gloss together. These two parts of an entry are stored ceperately put in
para_llel and similarly addressed tables.

Entries are grouped together by initial telecode. pddressing of the
eptries is by that first telecode. AD segments and Store® the epyries 2nd
prepares 20 address teble IADDR, and & telecode su'bStitlrbi-On tab)e.

Coment: The dictionary, vwhich is or. FORTRAN jogical ¢8re pultbey. 25 is pre-

sumed tO be sorted by telecode.
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Name and Type: Subroutine WD (Write Dictionary) in overlay (2,05

Function: ¥D stores an adapied dictionary and incidental dictionary informa-
tion.

Called By: AD o

Calls: RECS (an entry point of ECS)

Reads: nothing

Writes: FORTRAN logical tape number 3

Parameters: none |

General Description: The entire function of WD is to store ﬁhe adapted dic-

tionary for future use. The adapted dictionary is in ECS when WD is called.

It is transferred in 2000 word blocks;from ECS to core and written.



. Name and Type: Program PD (Print Dictionary) in overlay (3,0)

Function: PD prints an adapted dictionary and associated tablés, all of which
are presumed to be in ECS (Extended Core Storage) at the time of call.

Called By:

Calls: RECS, ALP

Reads: nothing

Writes: dictionary information on the SCOPE OUTPUT file

Parameters: none

General Description: Dictionary information is stored in ECS in a special

form (see documentation of AD). Using the address table provided two separate

parts of each dictionary entry are accessed; they are then combined and printed.
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Name and Type: Subroutine AIP in overlay (3,0)
Function: provide the ECS address and length of a character subdictionary
Called By: PD
Calls: BMOVE
Reads: ’nothing
Writes: nothing
Parameters: 1 = a numeric telecode (integer)
2 - returns adapted-subdic Sequence number for the telecode in Pl
3 - returns length of relevant entries
General Description: ALP is a routine for accessing IADDR, the core dictionary
address table. Given the desired telecode in Pl, ALP looks up in IADDR and
returnz the sequence number (p2) ana the “length~~the numbey of entries begin-
ning with this telecode (p3). The Sequence number is thirteen bits, the
length T bits; each is feturned right-adjusted in its output parameter.
Comments: Table IADDR contains the addresses and lengths packed three to a
sixty-bit word; the:computation cf ALP is to unpack the relevant twenty bits,

and then to dividejit between p2 and p3.
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Name and Type: Program PREEDIT (in overlay 4,0)

Function: locate a string from the text, to be processed by the SAS, and -
perform somé initial editing.

Called By: (MANAGER)

Calls: LOOKUP, TIME, PC, RECS

Reads: Text, card images, on SCOPE fileset INPUT

Writes: diagnostic messages on SCOPE ileset OUTPUT, plus a display of the
text segments located |

Parameters: none

General Description: PREEDIT scans the unedited input text looking for bresks

indicating parsable units suitable for input to SAS--sentence-final punctuation,
end-of-headings, etc. The options to break on commas and semicolons as well
are selectable on the parameter card. PREEDIT remofes extraneous - punctuation
(commas), all graphic infor-ation about type sizesyand styles, and deletes
evefything within brackets and parentheses. Substitution of telecodes equi-
:falenced in the dictionary is also performed.

The text string, thus cleaned up, is submitted to LOOKUP for lookup, and

k creation of a terminal table.

Coﬁments: The current buffer for holding parsable units will hold strings

up to two hundred characters (= telecodes) long.
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Name and Type: gybroutine ALT in overlay (4,0)

Function: provide the ECS address and length of a character subdictionary
Called By: LOOKUP
Calls: BMOVE
§g§g§:  nothing
Writes: nothing
Parameters: 1 - an actual telécode
2 - returns adapted-subdic sequence number for the telecode's
entries
3 - returns length of relevant entries

General Description: ALT is a routine for accessing the table IADDR, the core

table of dictionary addresses. ALT accepts a 'raw"--alphameric--telecode in
pl. It replaces a possible final letter with & zero, then converts the display
code to integer format. That integer is used to access IADDR, to find the
sequence number (p2) and number of entries beginning with that telecode (p3).

The sequence number is thirteen bits, the length seven bits; each is returned

right adjusted.

Comments: ALT presently does its BCD to Integer conversion with a DECODE

statement.
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Name and Type: Subroutine LOOKUP in overlay (L,0)

Function: find longest-matches from text in dictionary
Called By: PREEDIT
Calls: ALT, PC, RECS, WECS, DSRCH
Reads: nothing
Writes: error diagnostics on SCOPE file OJUTPUT
Parameters: 1 - ECS base address of terminal table

2 - length of terminal table

3 - index of first telecode in text currently being looked up
L

index of last telecode in text currently being looked up

General Description: LOOKUP begins by reading its basic address table IADDR

in from ECS, and zeroing out the table to be filled with terminals. It then
packs a comparison string of telecodes from the text, calls on ALT for indexes
and brings in the relevant character sub-dictionary from ECS. This character
dictionary is searched linearly, from the bottom up, and all longest matches
are accepted (maetching left to right). If no match results on a maximelly
long string (seven telecodes) progressively shorter matches are tried. Om a
success, a terminal (format below) is constructed and added to the table of
terminals. This process is repeated through the £ext string. When LOOKUP is
complete, the terminal table is written to ECS and return is made.
Comments: The format for terminals written.by LOOKUP is a single sixty-bit
word, divided into five twelve-bit fields. From high-order to low-order,
these are: |

1 - sentence position "from"

2 - binary zero's

3 - dictionary ID number of this entry

13
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4 - address of (1) BCD and (2) rules entry point, for grammar code

S5 - sentence position "to"
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Name and Type: Program SYNTAX in overlay (5,0)

Function: SYNTAX maﬁages overlays (5,0) through (5,4) which do the parsing,
uprooting, transforming and plotting for each sentence. It also holds those
large common tables which are used by more than one of these overlays, but not
by overlay (L4,0).

Called By: Control is passed to program SYNTAX by calls to overlay (5,0):
once from program MANAGER in overlay (0,0) (which is executed once for each
sentence), and once from subroutine TIME, also in overlay (0,0), which is
executed only when the internal time estimate on the lead card has expired.
Calls: SYNTAX calls PRNT and calls overlays (5,1), (5,3) and (5,4) whose main
programs are RTTOLFT, UPROOT, and PLOTREE, respectively.

Reads: nothing

Writes: nothing

Paraméters: " none

General Description: When SYNTAX is entered from TIME it calls overlay (5,4)

to close the plotting. When SYNTAX is entered normslly, i.e. from MANAGER, it
calls overlsy (5,1), subroutine PRNT, and overlays (5,3) and (5,k), accordiné
to their status word bits set in overlay (4,0), and to requests for plotting

and transforming specified in the lead card. It then sets ‘the status word for

the next sentence and resturns.




Neme end Type: Subroutine BLIMIT in overlay (5,0)
Function: BLIMIT returns the index J of the last constitute for sentence
position I, and the sentence position K of the first terminal to the left of
I.
Called By: SUMMARY
Calls: nothing
Reads: nothing
Writes: nothing
Parameters£ 1 - the input sentence position, I

2 - the constitute index J

3 - the sentence position K to the left of I
General Description: BLIMIT works by decrementing I successively until a
sentence position K for which some terminal exists, is found. J is then set
toc one less than the index, B(K), of the first comstitute for position K.

The case I=1 is handled separately.
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Name and Type: Subroutine FROM in overlay (5,0)

Function: Returns the sentence position J, of the Ith comnstitute.
Called By: SUMMARY
Calls: DSRCH
Reads: nothing
Writes: ncthing
Parameters: 1 - input constitute index T
2 - output sentence position J

General Description: FROM uses DSRCH to research the B table. (B (N) is the

first constitute having sentence position less than or equal to N.) When
called by FROM, DSRCE returns the least J such that B(J) is greater than I,

then J is incremented until B(J) changes.
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Neme and Type: Subroutine FRNT in overlay (5,0)

Function: PRNT prints the treetops, the B table, and the constitute tsble,
and calls UPROGOT and SUMMARY.

Called By: SYNTAX.

Calls: Overlay (5,3) -(UPROOT), SUMMARY, TIME, BLIMIT, BMOVE, and PC (entry
point of ICH)

Reads: nothing

Writes: output (described below) on SCOPE file OUTPUT

Parameters: none

General Description: PRNT first calls TIME for the elapsed time for parsing,

then if the sentence was not parsed PRNT prints "not parsed" otherwise it
reorders and prints the tree tops putting the preferred one first (1st choice
SEN, 2nd choice NX5, 3rd choice IND2). If plotting is to be donme the treetop
count is then reduced to one so that only the best tréé is plotted. Next the
B table is printed, and if requested on the lead card, the constitute table

is printed. If the sentence is not parsed then SUMMARY is celled to print the
breaks in parsing. If partial trees are requested on the lead card, overlay
(5,3) is called and recailed to print them.

Comments: PRNT uses information from common blocks TEXT, POINTER, LYNE,

WRKSPAC, GRCD, RULE, DICT, LDCD, DIM, CONST, SENSTAT, and TOP.
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Name and e: Subroutine SUMMARY in overlsy (5,0)

Function: SUMMARY prints the breaks in an unparsed sentence.

Called By: PRINT

Calls: BLIMIT and PC (entry point of subroutine ICH)

Reads: nothing

Writes: prints the bresk table heading, and prints each span between breaks
with the type of break and all grammar codes found for the span. An error
message may also be printed if for some span the above grammar codes overflow
'theix; table, vhich is dimensioned 100. (ali on SCOPE file OUTFUT)
Parameters: none

General Description: Beginning with sentence position one, SUMMARY makes a
list of the grammar codes of all constitytes which begin with the current
sentence position and span a maximal portion of text. Then the constitutes
for the sentence positions of the rest of the span are examined to determine
whether the break is sbsolute. The results are orinted, and the sentence
position immediately to the right of the maximal span becomes the current

position. The cycle is repeated until the sentence is exhausted.
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Name end Type: Subroutine TRNSFRM in overlay (5,0)

l?ﬁmction: TRNSFRM perroi-ms interlingual permutations and deletions.
Called By: UPROOT (during the uprooting and printing of the English tree)
Calls: PC (entry point of subroutine ICH)

Reads: nothing

Writes: two error messages (on SCOPE file OUTPUT): one for the attempted
execution of undefined transformations, the other for incorrectly specified
transformations with more than seven fields to be permuted.

Parameters: none

General Description: TRESFRM applies the transformation indexed by the char-
acter following an asterisk in the penultimate character position of the print-
out representation 61’ the grammar code of the current node. The transformation
sé indexed is applied at ome level of indirection. That is, the pointers to
the nodes are permuted or deleted, rather than the nodes themselves.
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Name and Type: Program RTTOLFT in overlay (5,1)

Function: RTTOLFT "walks through" each Sentence from right to left creating
the constitutes for each terminal and calling PARSE for each sentence position.
Called By: SYNTAX (overlay (5,1)

Calls: PARSE, RECS. and PC (entry point of subroutine ICH)

Reads: nothing .

Writes: prints two error messages on SCOPE file OUTPUT: ome for ECS parity
errors, the other for terminal table out of sequence

Parsmeters: none

Geperal Description: RTTOLFT first brings in the rules and terminals from
ECS. Then it zeros out the constitute table and initializes its pointers to
walk through the sentence from right to left. At each sentence position it
examines the terminal table and genersates one terminal comstitute for each
terminal. It then calls PARSE for that sentence positicn and goes on to the
next, repesting the cycle until position zero is reached and then returnisg

control to SYNTAX in overlay (5,0).
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Name and Type: Subroutine PARSE ia overlay (5,1)

Function: PARSE creates all nonterminal constitutes, which begian at the

TG R e

current sentence position.

Called By: RTTOLFT

Cails: PC (entry point of subroutine ICH)

Reads: none

¥rites: printe error messages cu SCOPE file OUTPUT if the comstitute table
or the ambiguity table is full. The third error message, "PARSE 160", would
indicate a dbug involving the creation of the B table.

Parameters: none

General Description: PARSE begins by setting up some masks and initializiag
ILC, the index of the left candidate, to point st the fictional zeroth consti-

T BT R A e TR S

tute for the current sentence position.

Then the ocuter loop is entered, incremsnting the left candidate index and
creating all possidle constitutes for which the current left candidate has
been used as left constituent. Mm:ﬁnmumteedbythe
u.‘blueeofloopsofm-rym“.toaatherviththeﬂnitenesa of the list of
possible right candidates for use with Binary Rules. Within the above loop
the process for each left candidate is as follows: .

Hmmnnofruu(mim)in\miehthemeoce
otﬂnhﬁendidmminleftmtitmt position is determined.

Seecnd,c.ehoftbemlrymonthislhticmdtocreatea
nev Unary comnstitute.

mm,mnnammnmmmmm
mumm«mmwwmu&mmu
deterxined. This is the nttofpocniblevright candidates.
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Fourth, an intermediate loop is entered incrementing IRC, the
index of the right candidate, and creating all possible constitutes
wvhich have the current left and right candidates as left and right
immediate constituents respectively. For each right candidate this
is done by going through an inner loop incrementing the rule index,

IR. PFor each value of IR, the grammer code in right constituent

position is compared vith the grammar cods~ of the right candidate.

If equal, & new binary comstitute is comstructed.

¥henever a nev (unary or binary) constitute is formed a check is made to
dctermine vhether asnother constitute with the same grammar code spans the same
string. If so, the o0ld constitute is moved up to follow the new one, and in
its ©ld place, catching all references to it, a summarizing comstitute is
crested, with the new and old constitutes as left and right immediate alterna-
tives respectively. The nev and 0ld coanstitutes themselves are then rendered
quiescent, and may not be used in future parsing. The grammar code common to
these nodes is then loocked up in the smbiguity table. If found, its counter
is incremented and it is bubdled up into proper position dy counter. If not
found it is added it the end of the table with counter set to 1.

Any non-gquiescent constitute vhose grammar code does not g6 up via unary
rules is recorded as a “"treetop” (=root).
Comments: PARSE uses common tebles LEADCD, TEXT, DIM, POINTER, CONST, CAMBIG,

RULE, GRCD, and WRKSPAC. During the execution of PARSE, WRKSPAC contains the
sdspted graamar rules. A faster parser, using hash tables, and providing
grester grammatical flexibility, is under design and will soon replace this
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Name and Type: Program UPROOT in overlay (5,3) [Note: overlay 5,2 does not

exist.]
Function: UPROOT "pulls” a tree out of constitute tablie by its root (also

called treetop, since these trees are upside down).

Called By: SYNTAX, PRNT

Calla: TRNSERM, TRMWDTH, ADDWDTH, FROM and BMOVE, PC (entry points of sub-
routine ICH) and RECS and WECS (entry points of subrouting ECS)

Reads: nothing

Writes: prints the output trees and their headings, snd two error messages ,
one for more than 499 'see aboves’, and ocne for read parity error. A third
error message would indicate that through a bug an empty constitute was to be
used in creating the tree.

Parameters: none

General Description: UPROOT begins by seeting up its control words and masks .,
forming a clean copy of the constitute table in ECS, and zeroing out the
space for new trec tables. Then UPROJOT enters its main loop, through which it
will pess once for each node in the tree it is uprooting from the constitute
table. It traverses the tree in the order: top-left-right.

UPROOT begins with the tree top constitute vhose index ITT is received
through common block TOP. 1If the English tree is being uprooted then TRNSFRM
is called after =ach node is processed and before determining which node to do
immediate constituent or alternative via the irdex in the parent constitute.
After processing a terminsl constitute, UPROOT checks its tables of pseudo
siblings, true siblings and parents, to find the lowest branch to the right.
Pseudo constituents and pseudo alternstives resulting from the binary format
of the coanstitute tadble are eliminated at this stage. Not to be confused with
these pseudo nodes which are eliminated are the pseudo t: rminals which are
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in all ways like true terminals except that they are obtained from a second
dictionary either through interlingual insertions or through special handling
or names. Although UPROOT is designed to handle them, these pseudo terminals
are not created by the present version of the system; they will be added soon.

Each time through the big loop, UPROOT first determines whether the cur-
rent constitute is new or old. If it is a previously encountered constitute
then it has already been expanded as & part of some other alternative and will
this time be represented only by a note "see above” and the number of the ex-
panded node. In other respects these "cee sbove” nodes function as terminals
- both in computing the X-coordinates and widths of nodes to be plotted, and
in determining which constitute to process next, the "see above” nodes are
handled the same as terminals.

Based on whether UPROOT was called with status word
one, UPROOT do=s the Chinese or English tree. For vwhichever language it is
doing, it checks the lead wrd parameter for that language, which specifies
separately whether or not to print the tree, and vhether or not t0 plot the
tree. UPROOT should not be celled when neither printing nor plotting is to
be done for the language specilfied. If it vere called in this case, then the
tasks required both by printing and by plotting would be executed. These are
the generation of the tables of tree nodes without their widths and plotting
coordinates. If printing is requested it is this information that is printed.
If plotting is requested, then TRMWDTH is called to compute the width of the
terminals and "see sboves” and ADDWDTH is called to compute their X-coordinates,
and to accumulate the widths and compute the X-coordinates for the non-terminal
nodes.

The plotting itself is done leter in overlay (5,k) from the tree node
tables created by UPRGOT.
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Comments: The tree is created as two tables in common blocks WRKSPAC and

ENTRY and will also be printed if requested on the lead card. If plotting
is not requested some of the fields in the tables are not computed.

UPROOT uses common blocks: PLOTSIZ, STATUS, LEADCD, EYE, ENTRY, WRKSPAC,
CONST, GRCD, TREESIZ snd TOP.
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Name and : Subroutine ADDWDTH in overlay (5,3)

Function: ADDWDTE computes the width and X~coordinate in character positions
for each tree node to be plotted.

Called By: UPROOT

Calls: BMOVE, AM

Reads: nothing

Writes: prints an error message on SCOPE file OUTPUT if an unexpected zeroc
node is encountered.

Parameters: none

General Description: ADDWDTH accumulates the widths of the lowest level pre-
ceding nodes (terminals and "see aboves™) to get the X-—coordinate of the
current lowest level node, and then computes the width and X-coordinate of
each higher node from those of its constituents.

Comments: ADDWDTH uses the treenodes which are in common blocks WRKSPAC and

ENTRY.
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Name and Type: Subroutine TRMWDTH in overlay (5,3)
Function: TRMWDTH returns 1 + the width in character positions of a string
of non-blank characters.
Called By: TRMWDTH is called by UPROOT.
Calls: nothing
Reads: nothing
Writes: nothing
Parameters: TRMWDTH has three calling parameters:
1l - M, an array containing the string

2 - N, the number of words in M

3 - K, one plus the width
General Description: TRMWDTH begins at the right end of the given string, t
tenth character position of word M(N), and scans leftward until it encounter
a character which is neither blank nor octal zero. This is the Jth characte

in M(I). TRMWDTH then sets K = 10%I + J - 9, and returns.
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Name and Type: Program PLOTREE in overlsy (5,4)

Function: PLOTREE manages the plotting.

Called By: entered by calls to overlay (5,4) from SYNTAX in overlay (5,0).
Calls: EMOVE, RECS (entry point of ECS), PC (entry point of ICH) and entry
points TOMFUNG, NEWTREE, PLOT, LABEL, and ENDPLOT of subroutine TOMFUNG. [A
call to entry point SERIAL of TOMFURG has been temporarily removed pending new
record formats to make use of it.] .
Reads: FORTRAN logical tape 41, the sentence labels

Writes: prints only an ECS read parity error message on SCOPE file OUTPUT
Parameters: none

General Description: If PLOTREE is called with the eighth bit on in the
status word, signifying that tle internal time estimate has expired, it calls
ENDPLOT and returns. Wwhen called for the first time, PLOTREE begins by calling
TOMFUNG. Otherwise it begins by calling NEWTREE. Then it calls PLOT once for
each node, calls LABEL and returns.

Comments: uses the adapted dictionary in ECS as well as common blocks STATUS,

TERM, PLOTSIZ, GRCD, WRKSPAC, ENTRY, FRSTREE and MASKS
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Name and e: Subroutine ENDPLOT (an entry point to TOMFUNG) in overlay

(5,%)

Function: Carries out closing housekeeping on the file of plot commands,
after all plotting has been completed.

Called : PLOTREE

Calls: GDSEND (a part of the proprietary Graphic Displey System)

Reads: nothing

Writes: FORTRAN logical tape 99

Pa.ranetérs: ENDPLOT ignores its argument list.

General Description: ENDPLOT is simply a call to the GDS routine GDSEND,
required for its own purposes. No Plotting calls after a call to ENDPLOT can
Produce any output.

Conﬁnents: Through the device of multiple entry points, ENDPLOT shares the

communications areas of TOMFUNG and the other plotting routines.
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Name and Type: Subroutine LABEL (an entry point to TOMFUNG) in overlay

(5,4)

Function: to label plotted parse trees with text sentence, grammar and

dictionary version, and other identification

Called By: PLOTREE

Calls: TITLER (a part of the proprietary Graphic Display System)

Reads: nothing

Writes: FORTRAN logical tape 99 (an intermediate file)

Parameters: 1 - the lsbel to be written. May take the form either of (a) a

hollerith constant or (b) an array reference where the array containing the

text is blank filled, last partial text word left-justified and blank-fillgd

first non-text word all octal zeroes.

General Description: LABEL will write up to 1060 characters per line verti-

cally at the right-hand side of the paper, where the labels may be seen by

unrolling the scroll of output a little way. : .
Successive calls to LABEL are automatically off-set further and further

awvay from the plotting area; thus, LABEL may be called repeatedly for malti-

line titles. )

Comments: Through the device of multiple entry voints, LABEL shares the comnm

nications area of TOMFUNG and the other plotting routines.
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Name and Type: Subroutine LFIX in overlay (5,4)
Function: Character manipulation for see-above's
Called By: PLOT
Calls: nothing
Reads: nothing
Writes: nothing
Parameters: 1 - see-above information (passed to PLOT as its parameter eight;
see PLOT)
2 - grammar code reference for current node
3 - a three-word array, in which results are written by LFIX
4 - returns (a) -1 if a see reference is to be written; (b) 0 if
a labeled grammer code is to be written for later reference; (¢) 1 if no see-
above treatment is required

General Description: LFIX begins by lerf shifting its pl and testing against

zero; if the word received contained 18 high-order zero bits, then return is
made immediately tsking no action.

If the zerc test fails, then the shifted word is tested for being negative
—that is, is the bit adjacent ot the former high-order 18 on? If it succeeds,
the grammar code from p2 and the see-above reference number from pl are
Joined--gseparated by a slash—thus labeling the grzmmar code. The results are
returned in p3, followed by at least one zero word. The combination may ex-
ceed a single word, and LFIX will handle this.

If that is not what is wanted, then the next adjacent bit is tested; if
off, return is made as in the first case mentioned sbove. If on, then a word
is constructed from the letters "SEE", a blank, and the three-digit reference

passed in pl; the result is written as the first word of p3, and return is made.
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A record of which action is taken is returned in pl, in a convenient form

e e T Ot TR I

for FORTRAN testing and branching.
Comments: The routine is coded in COMPASS, primavily for efficiency in the

] unpacking loop needed for labelling grammar codes.
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Name and Type: Integer Function LLS in overlay (5,4)
Function: performs circular (logical) left shift of a 60-bit word
Called By: TOMFUNG
Calls: nothing
Reads: nothing
Writes: nothing
Parameters: 1 - word tc be shifted
2 - number of bits left shift (decimal)

General Description: pl is left-shifted p2 bits, circularly. If p2 is

negative, shift is arithmetic right by ABS (p2) bits. Result is left in
register X6, the RON FORTRAN convention for function calls.

Comments: Routine is coded in COMPASS, and coxrresponds to a hardware facility

in the order code of the CDC6400.
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Name and Type: Integer Function LRS in overlay (5,L4)
Function: performs arithmetic right shift of a 60-bit worad
Called By: TOMFUNG
Calls: nothing
Reads: nothing
Writes: aothing
Parameters: 1 -~ word to be shifted
2 - number of bits right shift (decimal)
General Description: pl is right-shifted p2 bits, end~off with copies of the
sign bit shifted in for £ill. If p2 is negative, shift is left circular by
ABS (p2) bits. The result is left in register X6, the RUN FORTRAK convention

for function calls.
Comments: Routine is coded in COMPASS, and corresponds to a hardware facility

in the order code of the CDC6LOO.
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Name and Type: Subroutine KEWTREE (an entry point to TOMFUNG) in overlay

(5,4)
Function: initislizes successive frames of a single plotting run

Called By: PLOTREE
Calls: NXTFRM (which is part of the proprietary Graphic Display System)

Reads: nothing
Writes: FORTRAN logical tape 99 (an intermediate file)
Parameters: 1 - number of character positions along the X-axis for the new

tree frame (floating-point)
2 -~ number of levels for the new tree along the Y-axis (floating-

point)

3 = returns 0.0 for successful initialization, or -1.0 if re-
quested density of information is too great to be labeled successfully
General Description: NEWTREE closes the old Plotting frame and moves to a
new frame on the plotter paper. It resets paper margins wvhich may have been
changed by a2 labeling call. It then physically transfers control to the TOM-
FUNG entry point, and TOMFUNG initializes the next frame in the usual way.

If the second parameter is negative, then NEWTREE will close the old
frame without initializing the followiné frame. After such a call, a call to
TOMFUNG must be made explicitly before further plotting can be done.
Comments: Through the device of maltiple entry points, NEWTREE shares the

commmications areas of TOMFUNG and the other plotting subroutines.



Neme and e: Subroutine PLOT (an entry point to TOMFUNG) in overlay (5,4)
Function: the basic plotting call; draws a line from one point to another,

and labels the second point.

Called By: PLOTREE
Calls: LLS, LFIX (plus SLLILI, DLLILI, and TITLEG, which are part of the

proprietary Graphic Display System)
Reads: nothing
Writes: FORTRAN logical tape 99 (intermediate file)

Parameters: 1 - X-coordinate of point 1, in character positions (floating-

i point)

; 2 - Y-coordinate of point 1, in levels (floating-point)

3 - X-coordinate of point 2, in character positions, (floating-
f point)

bk -~ Y-coordinate of point 2, in levels (floating-point)

5 - 0.0 for solid line; non-0.0 for dashed line

6 — Integer location in COMMON/GRCD/ of the display-code string
which is the label for point 2. Each label is in one word, left-justified,
blank~-filled.
i | 7T — Integer O for non-terminal nodes; if non-0, then COMMON/TERM/
contains 12 words of annotation for this terminal node--four words each of
telecodes, romanization, and English

8 — A three-digit see-above reference number, plus information
for handling it. If the high-order 18 bits of the word are octal zerces, no
see-above handling is wanted. If those 18 bits are non-zero, they are dis-
play code for the see-gbove reference. - If the adjacent bit is on, then this

node is to be labeled sc¢ that & see-above may refer to it; if the bit adjacent

to that is on instead, then this n‘o'dé :is to be a see-gbove node. The right
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40 tits of the word are ignored.
9 - "from and to," the sentence positions dominated by the node

to be labeled; 4two three-digit display code numbers. To is in the low-order

18 bits of the word, From in the adjacent 18 bits.
General Description: PLOT first checks to see i* it has Previously been

initialized properly (by an acceptable call to TOMFUNG); if not, it returns
immediately taking no action.

If al1 is well, PLOT draws a line from point one to point two, solid or
dashed (dashed lines are used to indicate alternatives of ambiguities). The
points are automatically offset by PLOT to avoid drawing over annotation, so
the calling program mey treat the points as resal points.

The grammar code for the second point is centered and written, and the
sentence positions dominated by this node are commected ﬁy a dash, centered,
and written below. If see-above treatment is requested, either (a) a refer-
ence nunmber is prefixed to the grammar code or (b) a see-above line is written
(both handled by subroutine LFIX).

If this is a terminal node, another line is drawn to the line of terminals,
the grammar code is repeated there, and three lines of annotation (telecodes,
romanization, Engiish gloss) are centered under the grammar code. Note that
no provision is made for combining see—apoves and terminals; if a node is
lebeled with a reference number or contains a see-sbove line it is assumed to
be non-terminal (this is not a restriction, but the result of a conscious
decision).

Provision is made for one special case; if pl is negative, no line is
dravn, but a grammar code is written at the point specified by p3 and pk

(used for the top node of the tree).




Comments: Basic plotting parameters, such as character size, are inherited

from the original call to TOMFUNG which initialized this plotting frame.

i
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Neme and Type: Subroutine SERIAL (an entry point to TOMFUNG) in overlay

Function: writes a master serial number on each frame Plotted

Called By: FLOTREE

Calls: TITLEG (a part of the proprietary Graphic Display System)

Reads: nothing

Writes: FORTRAN logical tape 99

Parameters: 1 - the serial number for this frame. Mey be either (a) an
hollerith constant, or (b) an array containing the display code number——
blank filled, last word left-justified and blank filled., first non-number
alZ octal zeroces.

General Description: SERIAL writes a serial number (or any other identify

information) at the lower right of the plotting frame.

SERIAL changes some of the general TOMFUNG parameters relating to cha:
actgr size, but restores them before returning.
Comments: Through the device of multiple entry points s SERTIAL shares the

commmications areas of TOMFUNG and the other Plotting routines.

ARV
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Name and : Subroutine TOMFUNG in overiay (S,u4)

Function: initialize a plotting frame for graphic display of SAS parse trees
Called By: PLOTREER

Calls: LLS (plus TITLEG, PLOT30, and SLLILI, which are part of the proprie -
tary Graphic Display System)

Reads: FORTRAN logical tape number 40 (pre-selected Chinese character vec-
tors)

Writes: FORTRAN logical tape number 99 (intermediate file)

‘ Parameters: 1 - number of cﬁa.ra.cter positions -a.long the X-axis (floating
point)

2 - number of levels in tree slong the Y-axis, including one
level for terminals but no allowance for associated annotation of terminals
(floating-point) |

3 « returns 0.0 to indicate that no plotting is possible because
the density of information is too great to be labeled

General Description: TOMFUNG first checks the number of character positions

]
! and levels against constant limits (currently 5000 characters and 95 levels);
if either is exceeded, initialization is sborted and p3 returns -1.0. Future

calls to plot routines after such an abort will be fielded and returned

properly, but no output will be produced.

If the requested plot is within theose limits, all housekeeping for plot-
ting is carried out. Trees of less than fifteen levels are plotted on 11~
inch paper; trees of fifteen levels or more generate a request for 29-inch
paper. In either case tﬁe tree is spread out so that the plot occupies all
space on the paper not needed for annotation. - Charak:ter sizes are chosen

| from three sets. of poési'_bilities depending on the number of cha.racters to be

219
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TOMG then reads the teleccder-text- from -COMMON/TEXT/ s Plots it along
the bottom of. the paper, . a.nd reads the character vectors from ta.pe hl, plot-
tmg ea.ch ch&.ra.cter above 1ts telecode- each telecode is also a.nnota.ted with
its sentence pos:.t:.on.

' Comments: The read:.ng of vectors from ta.pe hl 1s a temporary a.rrangement'
‘vectors will be stored in ECS when it 1s clear: wha.t plotter hardva.re will be
standard a.nd thus wha.t ECS pa.cking scheme is optimal.

As a dev'lce to- permt a shared connnun:.catlon pool, subroutines PLOT, NEW-

TREE , ENDPLOT LABEL, . and SERIAI.—-logica.lly 1ndependent-—-are written: a.s f*urther B

entry pomts to this (formal) rout:.ne.

e
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Name and Type: Subroutine DLLILI in overlay (5,4)

Function: Sets up plot calls for dashed-line drawing

Called by: PLOT

Calls: internal routines of the Graphic Display System

Reads: nothing
Writes: FORTRAN logical tape 99

Parameters: documented in GDS manusl

 General Description: [DLLILI is not part of the SAS system, but rather of
the GDS System used for plotting.]

Coments: ‘DLI,ILI_ is part of the prop:ietazfy ,Gr_a.phic Display Systen, a.nd |
'vould, normall;;’ be a.vailqble only in object code; until it is made a part _<>>fb

the regular system }i’bra:y-fof,_ GDS,- it must be incorPor_a.ted.int_q user programs.’
As a coﬁryesy_ito us, a source deck was mede available to ease our problems

in o}verlawy» handling. We have no internal docxmgnta.tion of this routiné, nor

any notion of the significance of its calls.




Name and Type: Subroutine DSHLNE in overlay (5,4)

Function: generates actual line segments for dashed-line drawing

Called By: DLLILI (a GDS routine)
Calls: internal routines‘of.the'Grgphichisplay System

Reads: nothing

f Writes: FORTRAN logical tape 99

Parameters: documented in GDS manual

General Description: [DSHLNE ‘is not part of the SAS system, but rather of th

GDS System used for plotting]

Comments: DSHLNE is. part of the proprletary Graphic Display System, and woul
normally be awallable only in’ obJec+ eode* untll it is 1ncorporated in the

regular system Library'fbr GDS it must be 1nc1uded in user programs As a

iiﬂ*ﬂ courtesy to us, a source deck was made aveilable to ease our problems in over-
S lay handllng. we hame no 1nternal documentatlon of thls routlne, nor any

notion of the signlflcance of its calls.A ' ' S

\"’*
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Name and Type: Subroutine PLOT30 in overlay (5,k)

Function: generates & plot-time request for hanging of 29-inch paper

Calied By: TOMFUNG
Calls: vinternal routines of the Graphic Display System

Reads: mnothing
Writes: FORTRAN logical tape 99

Parameters: documented in the GDS manual

Gene;al Description: [PLOT30 is not part of the SAS system, but rather of the
GDS System used for plotting.] _ -

Comments:  PLOT30 is part 6f the proprietary GDS, and'wbuld normally be -
available only in object code;,unti1,it‘is“made'g paxt_of the'regularmsystem
library for GDS, it must be incorporated in user programs. -As-a courtesy to
us,La source deck was made awailéble +0 ease our problems in overlay handling.
Wé'hawe‘np*internal-documéntation on this.routine,,nor any,hotion of the

significance of its calls.



Name and Type: Subroutine SIGNON in overlay (5,4)

Function: initializes intermediate Plotting files

Called By: internal routines of the Graphic Display System

Calls: intérnal routines of the Graphic Display System

Reeds: nothing

Writes: FORTRAN logical tape 99

Parameters: [internal to GDS]

General Description: [SIGNON is not part of the SAS system, but rather of the
GDS system used for plotting]

Comments: -SIGNON is part of “the uproprietary Graphic Display System, and is .
normally available on the system GDS library only in object code. The system
‘librazw'verslon is not: sultable for our purposes, since SIGNON. (uniquely)
depends on - modlfylng a status word-——and if that status word is located in a
high-level overlay its status will be lost each time a new copy of the overlay
is obtained.
| As a courtesy to us, a source deck was made available to us and we have
modified it»ﬁy inserting a card declaring the status word as the contents of
the onédword common block COMMON/PARADIS/, located in overlay 0,0. In this
wvay the status is saved properly in spite of overlay swapping.

Apart from thls custom modification, we hawe no . 1nternal documentatlon

‘of ¢ uhis routine, nor any notlon of the s1gn1f1cance of its calls.

--”jf%q?
s = 3
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Name and e: Subroutine TITLEG in overla.y‘ (‘S RS

Function: Sets up plot calls for centered annotations

Called By: TOMFUNG, PLOT, SERIAL

Calls: internal routines of the Graphic Display System

Reads: nothing

Writes: FORTRAN logical tape 99

Parameters: documented in GDS manual

General Desantion: [TITLEG is not part of the SAS system, but rather of
the GDS system used for plotting]

Comments:  TITLEG is part of ‘the proprietary Graphic Dis;play System, and is
nOmal].y availa‘ble on the system piottin-g library only in object code. For
some t:une a bug has ex:.sted in the system 11‘bra.ry vers:r.on, a.nd so we a.cqu:n.red
a corrected copy to :anorporate in our own progra.ms. As & courtesy to us,

a source deck was made available to ease our ha.nd.l:.ng of overlays. We have

' no 1nternal documentation on th1s rout:.ne, nor any notion of the s:.gnlﬁca.nce

of its ca;l.ls.
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APPENDIX IIT

SAMPLES OF PLOTTED TREES
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Appendix IV. Chicoder Coding (or Decoding)

The Chicoder is a detice for punching a tape represen-
tation of English or Chinese text entered through the keyboard.
In English mode the Chicoder acts as an off-line teletype, pPro-
ducing one punch character for each key struck. This includes
non-printing keys, such as tape keys, and the English and Chinese
mode keys themselves. The operation of the Chicoder is, however,
rather more complex in Chinese mode. In this mode each printing
key also represents a top and bottom portion of (usually) several
Chinese characters. When two of these keys are struck, ajfive-by—
- five grid is displayed showing the pcssible characters correspond-

ing to these keys. Sequence and position keys indicate respectively

the row and column in the grid of the desired character. If the
character is not displayed, the machine canget reset and a new
initial pair of keys can be tried. If the character is found,

a code is punched when the position key is struck. The code con-
sists of four punches, the"first two being the usual punches for
the printing keys struck, the third punch giving the binary repre-
sentation of the row and column numbers, (each from 1 through 5),
and the fourth a sPecial on-off-character punch--the same feor all

- characters coded.

v Using both thekEnglish and Chinese mode features, an
k:operator can encode Chinese character text on tape, entering
'dEnglish mode to insert te1ecodes for punctuationiof Chinese
-characterS'not represented on the Chicoder. Since the Chicoder

el T zza-zao
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neither punches characters in'telecode representation, nor
punches alpha-numeric characters in a standard teletype code; a
program is being written to both translate and transliterate
Chicoder code to telecodes. In English mode the transliteration
of Chicoder mode to the appropriate internal character-codes._r
of theCDC 6400 simply requires a table of correspondences between
the numerical codes aSSigned to eachkcharacter;‘ (This process

is complicated slightly by the fact that, since the:Chicoder‘
punches are non-standard, the 8 bits of each punch poSitionaare-
broken up by the remote terminal system into two 6 bit 1nternal
characters. ‘The 6 bits of the 8 which actually carry information
'have to be reconstituted as a single charaecer befbre a corres-u

pondence can be determinea.)

In Chinese mode, however, the transliteration is some-'
what more cumbersome. In essence, mostgof the 1nternal logical
structure of the Chicoder must be duplicated in the translating
program. The program will use the first two punches to choose
a. particular 5 by 5 matrix and hen int erpret the third punch,
| containing the row and column information, to select a cell
wherein will pe stored the teJecode correspondinr to the character_
’punched. The fourthppunch will also be examined to make sure
'that it is the end of character punch no error has occurred 1n
‘the punching In addition other error checking Wlll be donec |
For examnle, checking that the roW'and column indicated giverii'

Ardpossible positions within the grid.-}:.,,'**"*’
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rAppendix V. The Sentence Generation Prcgram‘(SGP)

GENERAL- This program takes a grammar code and generates
example expanS1ons of it from a grammar. Grammars to be used w1th
it have two parts, a set of phrase structures, and a dictionary'
of lexical entries. It operates with the most recent set of rules
and a recent subdictionary of CHIDIC. There is a provision for
adding new phrase structure rules in order to anticipate their

effect on the grammar as a whole.

Subject to several constraints which insure finite ter-
mination of generation, it works as follows. The input for the
SGP is (l) a set of new. rules and (2) a set of generation
instructions. The new rules are;adapted"lnt0~an efficient com-
puter intermnal form and their.use is integrated with the current
rules. The generation instructionsAeach,contain a grammar code, -
| parameters relating to generation'constraints, and a parameter
giving the number of’generation-instances to be produced. Gen-
eration proceeds in pre-order -- that is the left-most daughter
node of_atgiven node is expanded before its sisters are. At any
node (i.e. grammar code) two courses of generation are a priori
: possible° “rule expansion and dictionary or lexical expansion.

A ch01ce 1s made randomly when both are actually posszible, i.e.
:-when there are both rules and lexical entries expanding the gram-
mar code. Once thlS is decided a partlcular rule or lexical entry

is selected randomly from those available and expan51on is per-

| formed
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In order to make the addition of new phrase structure
rules useful, expansion is mandatory on them. That is, when a
grammar code is encountered for which there are new rule(s), such

a rule must be selected for expansion.

All output is printed in a labelled pre-order format

concurrent with generation. An exGmple is 1n order:

» Suppose the phrase-structure rules S —» NP + VP,
NP ->» Det + N, VP —> MV + NP and the lexical entries Det = the,
N - dog, N —> Man, MV -> bit, are selected during the course of

generation so as to form the tree

S

Det N MV

x /\

- the .- man bit Det
| the . dog.

The SGP program w111 output thls expans1on of the grammar code

S in the fbrm
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&

. NP
- Det
- Det
the
3 N
nen
2 - VP
MV
- MV
‘ bit
3 NP
4 Det »
Det
the
4y N N

The numbers to the left of the ‘grammar codes indicate the level

at which they appear 1n the tree; compare the output with the

‘tree.

Aside from the basic 1nput v1z., the new phrase structure
rules and the generatlon instructions, the SGP. requlres several

other portions of data,_vthe,program;ltself,.the current~rules,,
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the current diotionary and dictionaries. When operated in pure
batch mode the program is loaded on cards and the remaining
ancillary information is loaqed from tape.' When operated from a
teletype,,all information is loaded from tape. ‘In either oase
use is made of the disc files and the Extended Core Storage (ECS)
facilities of the CDC 6400 for storiné‘the large files necessary.

There now follows a more detailed explanation of the

workings of the‘SGP. Since it is not highly modular this pre-

sentation simply follows the main flow of control.

INPUT: There are four blocks of information (in addition
to}the program itseif) required for a generation run: two tape
files and two sets of card (or teletype) input. The two tapes are
referred to by their SCOPE (the CDC operating system) file names:
TAPElAand TAPE5. These particular nanes are‘a consequence of

the FORTRAN file reading conventions.

(1) TAPEl contains a dictionary sorted in ascending order

on the BCD representations of the grammar codes of the entries.

- (2) TAPES» contains (a) tne BCD representations of the
grammar codes, (b) a table for referring to all current rules and
dictionary;entries for each grammar code, and (c) an adapted ver-
sion of the ourrent'grammar rules. The'rulestare sorted on the
BCD representation of the grammar codes they expand. The two

other sets of input 1nfbrmatlon are_
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(3) thegnew phrase structure rules -- the rules whese.

expansion will be mandatory -whenever usable, and,

(#) seneration instructions; these have four parts:

,(a) the grammar code to be expanded

(b). a level beyond which generation by dic-

tionary entry is forcing.wherevervpossible.

(c) a count parameter which forces generation

by dictionary entr&lﬁhenever'the number of
occurrences of any.grammar code exceeds the

specified amount, -and,

(d) the number of generatlon instances to
be produced -' | “
®x % = o * ox
The SGP is written in CDC Fortran and uses several
utility routines. _
--SUBROUTINES; ‘The utility routines perform such tasks as

character handllng, storage and retrieval from Extended Core

Storage, and sortlng. They are

(l) SHIFTR ‘a2 COMPASS (assembly 1anguage) routine for
shlfting the contents of a CDC 6400 word 1eft or right.

(2) DSORT, and 1ts subroutlnes NARGS MXSWAP KEGF3

this is a package for performing a sheli sort and is documented

g.

v1n the SAS writeup.,pv'”
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(3) RANDMOD, given an:input value n it produces a
(pseudo-) random integer between o and n-1. It is documented in

the SAS writeup,

(4) ECS, this is a COMPASS (assembly language) program
used for reading and writing segments of infbrmatlon from and

to Extended Core Storage. It is documented in the SAS write-up.

A final subroutine named EXPAND is peculiar to the SGP;
its operation is explained in the detailed explanation of the
workings of the SGP (which is named GENUN) .

THE WORKINGS OF THE SGP: The following is a description

which parallels a printout of the program.

Initially a variety of arrays of variables, masks, and
format statements are set. The information from file TAPES is
then read into main core. - o |

The dictionary information on TAPEl is read into core and
is transferred by segments into Extended Core Storage. All
references to grammar codes except on output are by index. The
index of a grammar code is its positlon in the grammar code table

on TAPE5. (See above.)

' After readlng all the tape-stored infOrmatlon, the new
rules are read into core.g They are sorted and a 11st of grammar

:codes is prepared, grammar codes Whlch are expanded by the new .

rules. -};j=:__1>’hg _7;f s




Using the index representation of grammar codes, new

rules are packed into single CDC 6400 words. The grammar rule
A -> B+ C+ D+ E

is represented in the computer by a word of the form:

index (B) index (C) index (D) index (E) ingex (A)

12 bit segments in the 60 bit 6400 word

(This is exactly the same representation of rules which is used

for the eurrent‘grammar rules which were read from TAPES5.)

| It would be useful at this point to explain the contents
of the main grammar code table, iabelled "g" in the program.
There is one ‘entry for each grammar code and it is composed of
three 6400 words: G(1,I), G(2,I), G(3,I) for the Tth grammar
code'in the table. . -

G(1,I) contains the BCD representation of the Ith

srammar code.

) G(2 I) contalns dlrectory informatlon for access1ng the

rules and dlctlonary entries expandlng the Ith code. o



It is of the following form:

G(2,I): 12 bits 18 bits 12 bits 18 bits

L l I l ]
1 2 3 4

Portion 1 contains the number of dictionary entries.

Portion 2 contains the ECS address for the first dic-
- tionary entry expanding the Ith grammar code.

- Portion 3 contains the number of rules.

Portion 4 contains the address in array R of the first
rule expan"ng the Ith grammar code.

G(3,I) 1s used to flag existing grammar codes used in

new rules.

Since both the entries in dictionary and the rules in
array R are sorted by the grammar code, this is all the infor-

mation needed for access.

After new rules containing unetpandable granmar codes
(i €., grammar codes for Wthh there is no rule or dictionary
expansion) have been elimlnated a reference table for gramma*
codes not appearing in G is prepared, but only Portions 3 and

4 above are inserted here, since for these grammar codes no

- dictionary'expansionvWill'be possible.

FurthermOreg‘all of the enrfent grammar codes for which



there are new rules are flagged. This is accomplished by placing
the address of the entry for that grammar code in GNR (the new-

grammar-code reference table) in G(3,I).

After this prenaratory work has been accomplished, gen-
eration instructions are read. The index of the grammar code
to be expanded is determined, and is placed atop the pushdown
stack labeled PD. Several switches are set (SWITCHl1, SWITCH2),
to a neutral condition. If/duringfthe course of generation
the specified level is exceeded, or if there are too many occur-
rences of any grammar code, tney are set to a flagged state and
dictionary expansion is forced wherever possible. The switch SWNR
is set whenever expansionebyra new rule is mandatory. The entries

in the pushdown stack PD are of the form:

12 bits ; 48 bits
T I | ]
level of : ‘ grammar code index
occurrence

GENUN perfbrms generation using PD by looping on the
condltlon‘of the stack pointer at the current node, named J. At
the beginning of manufacturlng a spec1f1c generatlon instance,

a word of the form:

12 bits S 48 bits
.1 L ...~ index (GC)




is placed in entry one of PD, the array serving as a pushdown
stack. At each node J is either decremented (when lexical inser-
tion occurs) or incremented (when rule expansion occurs). When
J finally receives the value zero, the generation instance is

complete, and the next example generation is started.

Suppose generation is at an entry I in the pushdown

stack.

First G(l,J),'the printout representation of grammar
code PD position J_is accessed and printed along with its level.
Then several Boolear tests cn the switches are made to determine
if dictionary expansion is mandatory.' if so, a random entry is
selected using the directory information and subrocutine RANDMOD
(if, in fact, there are entries available). If not, then the “
number of rules is added to the number of dictionary entries, and
a number between O and that sum minus one is selected using
RANDMOD. If it is greater than the number of rules, a dictionary
entry is determined by subtractingvthat sum from the. number of
rules and adding the result to the position of the first dictionar
entry; 'The pointer to the top of the PD is decremented‘by 1 after
dictionarj expansion. If the random number is less than the_» |
number of rules, a phrase structure rule is selected by adding
it to the position of the first rule. The rule will expand 1nto
several grammar codes, they are added to PD by the subroutine N
EXPAND, Which alsormaintains proper bookkeeping on,the condition
of the stack. - | ‘
: Q " ‘i | : : v 24_3_:._"‘,
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As EXPAND is entered PD will be in the stsate

J - level - index (GC)

(GC is the grammar code at the "top" of the stack.)

Both ievel and GC will have been printed. Suppose the rule
selected was GC —> GCl 4+ GC2 4 GC3.  (GC is constrained by
SGP to expand into from one to four grammar codes. ) In adapted
form this rule will be in a 6400 word

zeroes | index (GC1) | index (GC2) | index (GC3) | index (GC)

This word is eyclically shlfted by 12 bits to remove these
indices in the order: index (GC3), 1ndex (ccz), 1ndex (ger).
The 1eve1 is incremented so the Level' Level + l and the
level informatlon is placed in the left 12 bits of words con-~
taining these indices. These words are success1vely plaued on
vthe to;:of the stack and J 1s incremented After they are '
entered PD is in the state - T o

.hqi_w_‘
X[
s

o




old valqe of J -

new stack pointer —»
Jt =J + 2

Qevel' indsXx (GC3)
Level! " index (GC2)
Level! index (GC1)

As these words are processed, a counter for each grammar code

incremented in the GC table, noting that GCl, GC2, and GC3 hav

appeared one more tims. Control is then returned to GENUN

( = the SGP).
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