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INTRODUCTORY NOTE ABOUT STATUS REPORT 23

This issue of the Status Report on Speech Research contains state-of-
the-art reviews of work central to the Laboratories' areas of research.
They were written by staff members for Volume XII of the series Current
Trends in Linguistics. This series, edited by Thomas A. Sebeok and pub-
lished by Mouton & Co., began to appear in 1963. Fourteen volumes are
projected, the final volume to appear in 1974. Each takes as its domain
linguistic scholarship in a particular geographical area or an aspect of
the field of linguistics. Specialists have contributed chapters to each
volume assessing the state of knowledge and research activity in areas
in which they themselves are productive.

Volume XII is to appear in 1972 in three tomes under the title Lin-
guistics and Adjacent: Arts and Sciences. It is to include the following
sections:

Part One: History of Linguistics
Part Two: Linguistics and Philosophy
Part Three: Semiotics
Part Four: Linguistics and the Verbal Arts
Part Five: Special Languages
Part Six: Linguistic Aspects of Translation
Part Seven: Linguistics and Psychology
Part Eight: Linguistics and Sociology
Part Nine: Linguistics and Anthropology
Part Ten: Linguistics and Economics
Part Eleven: Linguistics and Education
Part Twelve: Phonetics
Part Thirteen: Bio-Medical Applications
Part Fourteen: Computer Applications
Part Fifteen: Linguistics as a Pilot Science

In addition to Thomas A. Sebeok, the editor of the series, Arthur S. Abramson,
Dell Hymes, Herbert Rubenstein, and Edward Stankiewicz are serving as associate
editors, and Bernard Spolsky as assistant editor of this volume.

The associate editor in charge of Part Twelve, Arthur S. Abramson, as
well as five contributors, Michael Studdert-Kennedy, Katherine S. Harris,
Ignatius G. Mattingly, Leigh Lisker, and Philip Lieberman are affiliated with
Haskins Laboratories. A sixth contributor to that part, Masayuki Sawashima,
did most of his work on his contribution while he was a guest member of the
Haskins research staff, although he is normally at the University of Tokyo.
Mr. Peter de Ridder of Mouton & Co. has kindly allowed us to follow our normal
procedure of including in our Status Reports on Speech Research manuscripts
accepted for publication elsewhere. The circumstances are unusual in that
this issue of our Status Report comprises a sizeable bloc of material soon
to appear under the copyright of a publishing house. We trust Mouton's
courtesy to us will be repaid if the sampling of articles presented here
stimulates interest on the part of our readership in acquiring the whole
volume for their institutions or themselves once it has been released.

1
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A.S. Abramson's "Overview" necessarily refers to all ten articles in
his section and not just the five contributions from Haskins Laboratories.
For the convenience of our readers, we have listed below the Table of Con-
tents for Part Twelve: Phonetics.

Arthur S. Abramson
D.B. Fry
John M. Heinz
Michael Studdert-Kennedy
Katherine S. Harris

Masayuki Sawashima

Ignatius G. Mattingly

Leigh Lisker
Philip Lieberman
J.C. Catford
Ancrg Mal6cot
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Laryngeal Research in Experimental Pho-
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logical Models
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Phonetics: An Overview

Arthur S. Abramson
Haskins Laboratories, New Haven

Phonetics is traditionally concerned with the ways in which the sounds
of speech are produced, but the resulting descriptions normally mix auditory
factors with articulatory ones, thus depending ultimately upon percepts of
the phonetician. This would be true even in a laboratory report using such
terms as "high back vowel" that do not themselves stem from instrumental
analysis. At the very least, then, we must include the hearing of speech
sounds in the definition of phonetics to the extent of allowing for the be-
havior of the field phonetician who uses his ears to match spans of speech
with points or zones of the reference grid he has learned. This grid con-
sists of auditory images correlated with places aad manners of articulation.
That is, the practical phonetician uses auditory phonetics as a research
technique in achieving the goals of articulatory phonetics.

In recent decades, with the waxing importance of psychology in phonetic
research, there is no question but that auditory perception_has become a
central topic of phonetics. In addition, the rise of experimental phonetics
with its rapidly improving instrumental techniques (Fant, 1958; Cooper, 1965)
has made it possible to look at the speech signal itself, thus adding acoustic
phonetics to the scope of the field. In the light of these developments,
phonetics may now be defined as the study of the speech signal and its pro-
duction and perception.) A broad view of the interweaving of practical pho-
netics, the study of the production of speech, analysis of the acoustic sig-
nal, and experiments on perception is presented within an historical frame-
work by Dennis B. Fry in his article in this volume.

The collaboration of phoneticians,
2
acousticians, electrical engineers,

experimental psychologists, and physiologists has enabled phonetics to surge
forward in recent decades, but at the same time it tends to hamper the linguist
in applying the findings of phonetic research to his own phonological preoc-
cupations. Even if mild professional indignation prompts one to rebuke the

*
Introduction prepared for Current Trends in Linguistics, Vol. XII. Thomas
A. Sebeok, Ed. (The Hague, Mouton).

+
Also, University of Connecticut, Storrs.

1
I believe that nowadays it is pointless to insist on a sharp distinction be-
tween experimental, or instrumental, phonetics and articulatory-auditory,
or "practical," phonetics.

2
The term here includes scholars who traditionally function in academic de-
partments of linguistics and modern languages as well as those who function,
sometimes under the label of "speech scientists," in departments of speech
and hearing.

3
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linguist whose phonological abstractions seem to be unsupported by the facts
of speech production and perception (Abramson and Lisker, 1970; Fry, this
volume), it certainly behooves us phoneticians to present our material from
time to time in a form that our linguist colleagues will find readable.3 It

is hard to think of a textbook in phonetics published in the last decade that
fills this gap. Some (e.g., Abercrombie, 1967) provide a general theoretical
and factual matrix within which to give a course. Others (e.g., Gimson, 1962;
Malmberg, 1963; Schubiger, 1970) try to do some justice to the union of lin-
guistic phonetics, acoustics, physiology, and psychology already mentioned.
There are also a few textbooks that gently introduce their readers to rather
technical material (e.g., Ladefoged, 1962; Denes and Pinson, 1963; Hadding-
Koch and Petersson, 1965; Zemlin, 1968; Lindner, 1969); others with this
orientation might be considered textbooks, but only by those with some so-
phistication in mathematics and electronics (e.g., Pant, 1960; Flanagan, 1965).
Certain monographs specifically addressed to linguists have been readable
enough to be vulnerable to scholarly criticism as well as appreciated for
their possible impact on points of linguistic analysis and theory (e.g.,
Abramson, 1962; Ladefoged, 1964; Delattre, 1966; Lieberman, 1967; Garding,
1967; Lehiste, 1970).

Even the well-motivated linguist, then, cannot have found it convenient
to keep abreast of new developments in phonetics over the last several years.
Scanning the proceedings of the various international congresses, such as the
International Congress of Phonetic Sciences, is a haphazard way of doing this.
In the absence of comprehensive textbooks, a satisfactory way of presenting
material on the state of the art and science of phonetics is to invite a group
of specialists to contribute chapters to a book. Although one such collection
has appeared recent)y, the new edition of the Manual of Phonetics (Malmberg,
1968), it was felt that it would be appropriate and useful for a volume of
Current Trends in Linguistics to include another collection of papers with a
considerable change in the selection of major topics as well as a largely
different list of authors. Two of the authors, J.C. Catford and D.B. Fry,
reappear, but their versatility has permitted us to ask them to contribute
chapters on new topics.

The foregoing considerations should not lead the reader to believe the
collection of papers on phonetics in the present volume can in fact serve as
an introductory textbook in phonetics. In accepting a topic, each author
ccmmitted himself to a critical exposition of the research in areas in which
he himself is active. In deciding on a list of ten topics and ten authors to
handle them, I tried to think of themes that would cut broad swaths through
the field of phonetics in an interesting and useful fashion. Some, of course,
are more narrowly specialized than others and consequently more demanding
of the reader. The authors, by the way, were not passive partners in the
selection of topics; some of them negotiated for deviations from the original
agreement. For the linguist dipping into this section then, the kind of
background he would need for intelligent reading is available in the books
cited earlier. Internally there is considerable cohesion among the ten arti-
cles presented here. They might all best be read against the background of
the article by D.B. Fry and perhaps some of the thoughts expressed in this
"Overview." The authors were aware of each other's presence in the projected

3
Naturally this point applies equally to the grammarians.
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volume, some of them even being in the fortunate position of being able to
see a few of their fellow contributors' rough drafts, and they provide cross
references where needed. In what follows, I will try to furnish more sys-
tematic interconnections.

DIRECTIONS

Modern phonetics has moved in a number of directions simultaneously,
aiming to achieve a greater understanding of the phenomena of the production
and perception of speech, making contributions to phonological and psycho-
logical theory, and yielding practical advances of use to language teachers
and communication engineers. A lucid and well-balanced perspective on these
directions and goals is to be found in D.B. Fry's article.

Production and Perception

It is obvious that one can attend separately to mechanisms of production
of speech (Harris, Sawashima) and perception of speech (Studdert-Kennedy),
but in any broad view of the speech process, it is becoming increasingly
difficult to keep the two apart. The study of the correlations between these
two aspects of the speech event, with particular concentration on the acous-
tic signal as the link that binds them, has been called acoustic phonetics.
The article contributed by J. Heinz was intended as a statement of what we
know today about speech acoustics. In fact, treating the topic under the
three divisions of sources of sound, sound modification, and acoustic char-
acteristics of speech sounds, it goes much further. By shuttling between
aspects of physiological control and acoustic output, the author provides
the basis for a combined articulatory-acoustic phonetics that, taken togeth-
er with the study of speech perception, I believe to Le the kind of phonet-
ics that all students of linguistics should have as part of their training.
The reader with such objectives in mind will find it useful to go directly
from Heinz to Studdert-Kennedy. Of course, I should add that concern with
the relations between production and perception is found throughout this
section of the book, with some authors stressing one side or the other.

Phonology

Phonology, whether it be considered an autonomous domain of language
structure or a component of the grammar intimately integrated with other
components (Postal, 1968), is likely to be fairly abstract. The linguist
may need broad phonetic symbols to represent phonemes or matrices of dis-
tinctive features, for use in transcribing sentences of a language in a dis-
tinctive fashion or spelling lexical entries. But no matter how abstract
the level of phonology--a phonemic transcription devoid of all redundancy or
sets of binary classificatory features for characterizing underlying forms- -
the phonologist's strategy must include instructions for going from his par-
ticular kind of abstraction to a phonetic output that is consistent with
observational data on both production and perception. In seeking to determine
the physical bases of phonological distinctions, the phonetician provides in-
formation on physiological mechanisms and acoustic features implied by the
phonologist's instructions. To what extent the linguist is willing to check
his phonological statements against the data supplied by the phonetician
(Lisker et al,, 1962) may depend in part upon the depth of his conviction
as to the validity of his theory and in part upon his level of sophistication

5



in matters of speech production and perception; the two may not be unrelated.
Students of language vary considerably in their willingness to let observa-
tion and experiment alternate with speculation and theorizing; this is the
constant theme that runs through D.B. Fry's article.

While current theorizing on generative phonology is perhaps in many
respects more abstract than the kinds of phonology espoused by other schools
of thought, it also has the merit of trying to be very explicit about the
speech-producing capabilities of the human vocal tract in terms of a "uni-
versal phonetics" (Chomsky and Halle, 1968: Chap. 7). Of course the very
explicitness of these physical descriptions of phonetic features should, and
indeed does, make at least some of them vulnerable to criticism based on hard
data or, in fact, on lack of data (Lisker and Abramson, 1971). It should be
understood that other phonetic theories have been presented in the recent
past (e.g., Peterson and Shoup, 1966a, b), but it is especially encouraging
occasionally to find an experimental phonetician, well grounded in linguistics,
laying the basis of a phonetic theory within a phonological framework
(Lieberman, 1970). The argument that the phonologist, confronted by the in-
creasingly technical nature of phonetics, can avoid yielding to "the tempta-
tion to do phonology on the basis of phonetic folklore" by focusing his
attention on the work of investigators engaged in synthesis of speech by
rule is persuasively presented by I.G. Mattingly. Other articles in this
section that 'nuld seem to be relevant to particular principles of phonology
are those by L. Lisker, P. Lieberman, and J.C. Catford, even though all the
contributions should be useful to the linguist in their bearing on general
phonetics.

Psychology

It must be stressed that the interdisciplinary character of phonetic
research today is not meant merely to provide grist for the linguist's mill.
One of the participating disciplines, psychology, also has a vested interest
in phonetics. Speech is such a complex, and yet so highly organized, form
of human behavior that it was inevitable that psychologists would raise
questions about it and design experiments to answer those questions. Here,
of course, we are concerned with those psychologists who have investigated
mechanisms involved in the production of the sounds of speech as well as the
perceptual processing of those sounds. Two of the authors in the present
collection, K.S. Harris and M. Studdert-Kennedy, are psychologists who have
devoted the major part of their research efforts for some years to phonetics.
Most of the other authors have worked in close collaboration with experimental
and physiological psychologists.

I think it is easy to defend the proposition that it was the emergence
of the Haskins Laboratories group (Cooper, 1950; Cooper et al., 1951) that
stimulated lines of research that gradually convinced more and more psycho-
logists that psychologically interesting questions could be answered by
experimental phonetic techniques.4 One of the members of the group, M. Studdert-
Kennedy, leads us carefully and revealingly tnrough what might otherwise be
a maze of disconnected roads and byways covering recent thought and research
into the perception of speech. His generous bibliography enables the reader

4
Harvey Fletcher (1929) and George A. Miller (1951) provide surveys of earlier
work on speech perception.

6
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to pursue with ease any point raised in his account. It may surprise 6'me
readers to learn that much physiological phonetic work going on in our day
''!a rives from psychological speculation concerning links between certain
aspects of speech perception and the control of articulatory gestures. In

her chapter in this volume, K.S. Harris discusses the matter with particular
attention to electromyography as a research technique. Finally, it be
said that psychologists have begun to find phonetic research relevant to
questions of language acquisition in both children and adults.

METHODS AND APPLICATIONS

In the past decade, the rapidly increasing involvement of engineers,
physicians, and -omputer people in speech research has resulted in a great
elaboration of m.thods of conducting phonetic studies. The authors in this
section discuss some of these techniques only to the extent that they are
needed in support of themes and concepts being presented. The reader who
desires a broad but not too technical knowledge of these developments should
consult one of the general works mentioned at the beginning of this "Over-
view." Anyone wishing to avail himself of a new technique or an instrument
not commercially available may find what he needs in such technical notes
as occasionally appear in the Journal of the Acoustical Society of America
(e.g., Shipp et al. 1970; Sussman and Smith, 1970). Interwoven with refer-
ences to research methods in the following pararraphs is concern with the
more or less practical application of phonetics to problems of communications
engineering, speech and hearing disorders, language description, and language
pedagogy.

Physiological Research

Physiological phonetics has furnished us with a rather detailed, if
uneven, picture of supraglottal articulations, control of the larynx, manage-
ment of movements and accumulations of air and--in recent years--muscle con-
tractions involved in all these aspects of the speech event. What with cur-
rent speculation on "feature detectors" and data bearing on the probable
links between perception and articulation, it is to be hoped that the neuro-
logists will help us probe into speech mechanisms at even higher levels of
control in the not too distant future.

If the linguist is right in asserting that a phonological entity can
appear intact over a wide range of environments, then one important task of
the phonetician is to explain physiologically what production mechanisms are
common to all these manifestations and, at the same time, which ones are need-
ed to account for contextual variation. Of the latter, some may be under active
control of the speaker and others simply automatic consequences of the con-
straints of the human vocal apparatus. With these questions as a unifying
theme, K.S. Harris gives us a critical survey of the major trends in current
research on speech physiology. After establishing a theoretical framework
along with a helpful digression on electromyography, she presents the organ-
ization of the speech musculature. This is divided into the respiratory
system, laryngeal mechanisms, and the upper articulators. Linguists and,
indeed, phoneticians who have uncritically accepted certain phonetic obser-
vations as support for particular phonological hypotheses may find it sober-
ing to read some of the discussion in this part of Harris's contribution.
The rest of the review concerns the organization of speech, followed by a

7
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concluding discussion of the failure so far to find an invariant physio-
logical representation of the phoneme at the peripheral levels investigated.

K.S. Harris gives considerable attention to laryngeal mechanisms as
does P. Lieberman in his review of work on prosodic features. Of course
there has been considerable physiological research on the larynx itself, to
be found mostly in the medical literature. M. Sawashima, one of those rare
laryngologists devoting much of their effort to speech research, has culled
this literature to provide background material to help the phonetician under-
stand the mechanisms whose functions he is exploring. Following this, the
bulk of Sawashima's report discusses recent progress in observing the larynx
during the production of voice and speech. This is not an article for begin-
ners. To reap all the benefits to be had from it, the reader should at least
have the depth of knowledge of the anatomy of the larynx and of the myoelastic-
aerodynamic theory of phonation as described by Sonesson (1968) or Zemlin
(1968). P. Lieberman presents physiological data and arguments dealing with
the interplay of variations in tensions of the intrinsic muscles of the larynx
and changes in subglottal air pressure in the control of prosodic features.

Acoustic Analysis

The availability of the sound spectrograph at the end of World War II
(Joos, 1948) gave a great impetus to the research effort that culminated
in the present-day acoustic theory of speech production so succinctly out-
lined by J. Heinz in his report on seminal studies of the last couple of
decades. Here, too, we have an article that requires some background on the
part of the reader. It would be advisable to have control of such elemen-
tary acoustic concepts and basic acoustic phonetics as presented in Denes
and Pinson (1963) before reading Heinz to learn about current trends and
findings in acoustic phonetic research. The articles by L. Lisker on tem-
poral aspects of speech and A. Malgcot on studies in comparative phonetics
lean heavily on acoustic data. Of course, most of the other articles make
frequent allusions to acoustics too.

Speech Synthesis

Gone are the days when speech synthesizers were available only to the
privileged few at scattered points in Europe and North America. Experimental
phoneticians now have access to synthesizers at many universities and research
institutes. Nearly all of them are terminal analog devices which, when pro-
perly programmed, simulate the acoustic output of the human vocal tract. At
the same time, there has been work on synthesizers that are analogs of the
vocal tract itself. The synthesizer can be used as a very flexible linguistic
"informant," capable of separately controlling individual phonetic parameters
in a way no human speaker can do. I.G. Mattingly gives a helpful historical
and conceptual background on speech synthesizers before launching into the
questions of their relevance for phonetic and phonological models. Here, too,
it must be said that we are talking of a method of phonetic research that
looms large in most of the articles in this section.

Experiments in Speech Perception

Manipulating real or synthetic speech has been a powerful research tech-
nique with two major objectives: (1) finding the information-bearing elements

8
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of the speech signal and (2) testing hypotheses on the nature of speech per-
ception. For the first goal, the experimenter examines acoustic displays
of utterances, usually spectrograms, to pinpoint features that seem to be
correlated with the phonological distinction of interest. Nowadays, as com-
pared with the pioneer days of this enterprise, he would approach the task
armed with an acoustic theory of speech production that takes articulation
into account. Having formed a hypothesis as to what is carrying the infor-
mation, in the simplest case a single acoustic feature, he will synthesize
a set of utterances varying only along this single dimension, record them
many times each on magnetic tape and then play them in random order to na-
tive speakers of the language for identification as words or syllables of
the language. For example, let us suppose that our investigator wishes to
determine what acoustic cues distinguish /s/ from /X/. Examining such pairs
of English words as sin/shin, so/show, etc., where he believes on linguistic
grounds the same phonological contrast to prevail over all the environments,
he observes certain frequency differences in the spectral distribution of the
turbulent noise of the fricatives.5 He will then set the parameters of the
synthesizer so that appropriate formants and nasal resonances are combined
to give the auditory impression of [rn] with a time span reserved at the
beginning for the frication variants. In the initial slot, he uses the noise
generator of the synthesizer to produce variants in small steps over the
full range of spectral differences observed and perhaps somewhat beyond to
be sure to bracket the two phonemes. The rest of the procedure is as I have
outlined it for the general case. Having found that differences in spectral
distribution of noise energy are indeed relevant for this syllable type
(liarris, 1956), the phonetician might well check it across a sampling of
other vocalic environments. For some kinds of acoustic cues it is possible
to avoid synthesis and simply manipulate natural speech, as in filtering
experiments (Gay, 1970) or tape cutting and splicing (Hadding-Koch and
Abramson, 1964).

For the second goal, the testing of hypotheses on the nature of speech
perception, a favorite technique through the years has been discrimination
testing. One constant theme has been the comparison of the acuity of dis-
crimination of variants along a physical dimension relevant to a phonological
distinction with the findings of the classical psycho-acoustic experiments
on the discrimination of pitch, loudness, etc. In more recent years, with
questions of lateralization of speech processing in the brain coming to the
fore, a prominent technique has been that of the dichotic experiment in which
competing signals are presented to the two ears. These topics in their proper
setting are presented at considerable length by M. Studdert-Kennedy.

Engineering_ Applications

Much of the impetus for phonetic research during the twentieth century
has come from outside linguistics. Communication engineers concerned with
more efficient transmission of speech signals and automatic recognition of
speech have contributed much our understanding of phonetic phenomena

5
0f course he may detect other differences as well, some of which may ulti-
mately turn out to have perceptual relevance too. Normal practice would
be to creep up on these one by one, testing the sufficiency of each one,
and only later to assess the combined effect of all of them.
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(Cherry, 1957; Flanagan, 1965). The early efforts of the telephone engineers
concentrated on the problem of getting a sufficiently broad frequency range
out of their equipment to cover enough of the voice range for minimum loss
of message intelligibility (Fletcher, 1929). Gradually the orientation of
these engineers shifted to the analysis of the speech signal into its infor-
mation-bearing components and the question of what kind of channel was needed
to transmit only the features relevant for message intelligibility (Cherry,
1957). One of the fond hopes of our engineering colleagues has been to suc-
ceed so well in determining the acoustic cues of speech that it would be pos-
sible to design various devices that could "recognize" speech automatically
(Flanagan, 1965:158-164). One could then give dictation to "phonetic" type-
writers, sort packages in the post office by naming the destination aloud,
run machinery by voice command while having the hands free to cope with other
aspects of the work, and in general "converse" with computers. Despite much
frustration among workers in this field, perhaps largely because of naivete
with regard to the syntactic and semantic aspects of speech communication,
the work on automatic recognition has helped in our general research effort.
D.B. Fry devotes a section of his article to phonetics and engineering.

Handicaps in Communication

Speech therapists and audiologists are ready consumers of phonetic data
(Halpern, ms.). It is easy to see that the therapist seeking to help his
patient compensate for organic deficiencies or adjust to a post-operative
state should be well grounded in phonetics. The same reasoning applies, of
course, to the speech correctionist working with normally endowed people whose
articulatory habits are for one reason or another abnormal. Many a linguist,
however, may not be aware of the applications of phonetic research to the
handling of hearing impairments (Whetnall and Fry, 1964; Huntington et al.,
1968). Taking a patient's hearing loss into account, the problem, broadly
speaking, is to make sufficient acoustic cues available to such residual
hearing as he has. Such considerations are important for the design of sen-
sory aids such as conventional hearing aids or more sophisticated devices
that may be available in the future. Reading machines for the blind form
another class of sensory aids depending very heavily on phonetic research
(Cooper et al., 1969). The goal here is to have a machine that will scan
the printed page and, using speech synthesis by rule (Mattingly, this vol-
ume), convert the printed material into a phonetic output that is not only
intelligible but also esthetically quite tolerable to the blind. Much of
the acoustic phonetic research conducted at Haskins Laboratories over the
years has been applied to this problem.

Practical Phonetics

Linguists, language teachers, and speech therapists are often called
upon to apply auditory-articulatory techniques to the description of speech
signals. The linguist does it as part of his code-cracking operation ln
doing field work with an unknown language. The language teacher does it to
assess the errors of his students. The speech therapist does it in the
clinic or classroom to describe deviations from normal speech. How well and
consistently can a practical phonetician describe a vowel phone using, say,
the IPA Cardinal Vowel reference system? What significance do we attach to
such descriptions as "a slightly backed [y]" as compared with "a slightly
fronted [4,0"? Although it is true that for some linguistic purposes a
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"phonetic" transcription is desired that reflects the intuitions of the
native speaker (Chomsky and Halle, 1968:14), it is also important as part
of our account of speech behavior to have narrow transcriptions of utter-
ances as uninfluenced as possible by linguistic bias. For those of us who
accept the latter argument, it is at the same time necessary to be sensitive
to the problem of calibrating the practical phonetician's ability to take
his own percepts of stretches of speech, segment them into phones, and
describe these speech sounds usefully in terms of their production and
auditory quality (Ladefoged, 1960; Witting, 1962; Laver, 1955). A compre-
hensive discussion of these matters is provided by J.C. Catford. Some
relevant thoughts are also expressed by D.B. Fry in the section of his
article that deals with linguistic phonetics. The reader should also con-
sult L. Lisker's contribution, particularly for problems of segmentation
and length.

Language Teaching

For the language teacher, the typical phonological account is much too
superficial. I put it this way purposely even though it may disturb the
linguist to think of a good phonetic description as reflecting anything more
than a rather superficial stratum. For the teacher wrestling with the pro-
blem of making his students overcome the phonic interference of their native
language and master the articulatory patterns of a foreign language, a some-
what better phonetic description is required than is generally found in the
linguistic literature. By now many contrastive studies of groups of lan-
guages aimed at such a goal are available. The phonetic rules incorporated
in their phonological analyses normally derive from articulatory-auditory
techniques (e.g., Moulton, 1962). Obviously there is much room for applica-
tion of instrumental phonetics to these pedagogical problems. It is perhaps
not surprising that the impact of this kind of speech research on language
teaching does not as yet appear to have been very great. For example, in the
early 1960's F.S. Cooper and I, in collaboration with various linguists,
produced a set of X-ray motion pictures in slow motion with stretched speech.
These films of supraglottal articulations in English, Hungarian, Mandarin
Chinese, Russian, and Syrian Arabic were sponsored by the United States
Office of Education, not for use in the language classroom itself but for
the training of language teachers in the phonetics of these several languages.
Although individual specialists in these languages have used the films for
their own research purposes, it is not evident to me that departments of lan-
guage teaching in schools of education have been eager to make much use of
them. 6 In recent years a few experimental phoneticians have devoted more of
their time and energy to questions of comparative phonetic analysis yield-
ing data that should be useful in language teaching. Since some of these
people are accepted on other grounds Es members of the confraternity of lan-
guage teaching methodologists, their work may have a greater impact. The
report by A. Mal(cot surveys most of what has been done in this field and
serves as a guide to the relevant literature.

6
I prefer to believe that this is through disinclination rather than dis-
satisfaction with the quality of the films.
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CONCLUSION

The choice of authors and topics, as well as the organization of this
"Overview," reflects my own outlook and that of close colleagues. This should
not be taken to mean that nothing else of interest has been done or should be
done in phonetic research or in the application of such research to other
areas. For example, some scholars may wish to examine poetry (F6nagy, 1961)
and other types of literature with phonetic features in mind. Others have
shown how the methods of experimental phonetics can be applied to research
on children's acquisition of speech (Eimas et al., 1971). Among linguists,
the historical phonologist might be well advised in positing formulaic repre-
sentations of protolanguages to be more concerned with phonetic plausibility
than he often is.

It is to be hoped that the ten reports on the state of the art and sci-
ence of phonetics presented in this volume will stimulate much interest on
the part of linguists. I readily admit that the list of these distinguished
workers in the field could easily have been extended to include a number of
others, but this is always so in such a collection.
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The Perception of Speech

Michael Studdert-Kennedy
+

Haskins Laboratories, New Haven

"In short, for the study of speech sounds on any level whatsoever,
their linguistic function is decisive." Jakobson, Fant, and Halle
(1963:11)

INTRODUCTION

To perceive speech is to extract a message, coded according to the
rules of a natural language, from an acoustic signal. The signal is a more or
less continuously varying acoustic wave, usually generated by the speech organs
of a human or by some device (such as a telephone, synthesizer, or mynah bird)
that has been constrained to imitate human speech. The message is a string of
lexical and grammatical items that may be transcribed as an appropriately mark-
ed sequence of discrete phonemic symbols. How analog signal is transformed to
digital message has been studied intensively for no more than forty or fifty
years.

Early work was largely guided by the demands of telephonic communication:
its aim was to estimate, for example, how much distortion by frequency band-
width compression, channel noise, or amplitude peak-clipping could be imposed
on the speech wave without seriously reducing its intelligibility. Knowledge
accumulated during this period has been reviewed by Licklider and Miller (1951)
and by Miller (1951). Recent related work concerned with the effects of noise
on speech intelligibility has been reviewed by Webster (1969). Among general
conclusions that may be drawn, three are of particular interest to the present
discussion. First, the frequency band contributing most to the intelligibility
of speech is balanced around 1900 Hz and comprises the four or five octaves
between about 200 Hz and 4000 Hz, the region of greatest sensitivity in the
human auditory threshold curve. This hints at a not unexpected, biologically
determined match between speech signal and perception that research has only
recently begun to explore (e.g., Stevens, in press; Lieberman, 1970). Second,
speech is highly resistant to distortion: even infinite peak clipping (which
reduces the wave to no more than a pattern of zero-crossings) may have surpris-
ingly small effects on intelligibility. Evidently, the speech signal is highly
redundant, and the human listener is an adept of impletion, able to supply from
within information that is lacking without. Again, only recently has research
begun to track down the sources of the listener's information in his linguistic
capacity.

Chapter prepared for Current Trends in Linguistics, Vol. XII, Thomas A. Sebeok,
Ed. (The Hague: Mouton).

Also, Graduate Center and Queens College, City University of New York.
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A third conclusion of this early work (as peak clipping studies suggest)
is that the key perceptual dimensions are not those of the waveform (amplitude
and time) but those of its time-varying Fourier transform, as displayed in a
spectrogram (frequency, intensity, time). Development of the sound spectro-
graph (Koenig et al., 1946), followed by publication of a work on "Visible
Speech" by Potter et al. (1947) and of a monograph on "Acoustic Phonetics" by
Joos (1948), paved the way for the first important task of any perceptual study:
definition of the stimulus. In this undertaking, research has been increasing-
ly guided by developments in linguistic theory concerning the structure of the
message.

STAGES OF THE PERCEPTUAL PROCESS

Before considering this research, it will be useful to lay out, for pur-
poses of exposition, a rough model of the transformation from signal to message.
The process entails, conceptually, at least these stages of analysis: 1) audi-
tory, 2) phonetic, 3) phonological, 4) lexical, syntactic, and semantic. The
stages form a conceptual hierarchy but in a working model must be both successive
and simultaneous: tentative results from higher levels feed back to lower levels,
not only to permit correction of earlier decisions in light of later contra-
dictions but also to permit partial determination of phonetic shape by phono-
logical, syntactic, and semantic rules and decisions.

Only the first stage is based directly on the physical input.
1

It is auto-
matic, that is, beyond voluntary control; it transforms the acoustic waveform
that impinges on the ear to some time-varying pattern of neurological events of
which the spectrogram is, at present, our closest symbolic representation. What
further transformation the signal may undergo is an area of active study (see,
for example, Mattingly, this volume; Stevens 1967, 1968a, in press). The proc-
ess requires at least partially independent, neurological systems for extraction
of spectral structure, fundamental frequency, intensity, and duration. These
interact and give rise to the auditory (psychological) dimensions of quality
(timbre), pitch, loudness, and length. Whether acoustic-psychological trans-
formation already involves neural mechanisms peculiar to speech we will consider
below.

All stages beyond the first are abstract: they entail recognition of prop-
erties that do not inhere in the signal. Together with our knowledge of social
context, they represent the set of expectations, some learned, some probably
innate, by which we can (and without which we could not) perceive the signal as
speech, speech as language. Training may separate the stages to some degree,
and we may demonstrate their psychological reality, initially inferred by lin-
guistic analysis, in the laboratory. But in normal conversation, we are unaware
of their contributions to what we perceive. No fixed weights can be assigned to
the stages. Indeed, their weights undoubtedly vary with the conditions of lis-
tening. Phonetic perception in a high wind is governed as much by situational
and higher linguistic factors as by the acoustic signal.

Nonetheless, phonetic perception, the second stage, does bear a peculiarly
intimate relation to the first. Though we may, without too much difficulty,

1
See Fry (1956) for this observation and for a discussion of stages in which a
slightly different position than the one adopted here is taken.
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attach phonetic properties to nonspeech, denying speech its phonetic prop-
erties is not sc easy. There is a directness in perception that makes it
difficult to hear the sounds, even of a totally foreign language, as purely
auditory event.G. We hear them, instead, phonetically. That is to say, we
hear them as sounds generated by the vocal organs of a human. The nature of
this intermediate, phonetic representation is not known. For, despite the
term "phonetic," this level is no longer one of sound but rather of some
intricate, abstract derivative from the initial auditory analysis. Perhaps
it is not without import that, in struggling to interpret the sounds of an
unfamiliar language, we (like children who watch a parent or like ourselves
straining for meaning through a glass door) often seek order by articulatory
imitation: extraction of phonetic information may be closely tied to produc-
tion mechanisms. Certainly, traditional phonetics, by its easy switches
among terms that purport to describe the sounds and terms that unequivocally
describe their presumed antecedents in production, hints at some peculiar
relation between audition and articulation. But for the moment, we shelve
the question. We take the output of this stage to be isomorphic, with a
narrow phonetic transcription or, following the formulation of Chomsky and
Halle (1968), with a phonetic matrix: the columns, headed by phonetic sym-
bols, segment the phonetic features of the rows. By this point, segments
and categories are already present: the sounds have become speech, if not
language. But the message is still redundant and much allophonic variation
remains to be resolved.

The third stage of the conceptual hierarchy is phonological: phonetic
segment is converted to systematic phoneme (Chomsky, 1966). The stage cor-
responds to the lowest level of Chomsky and Halle's (1968) generative pho-
nological component, a level at which, according to Chomsky and Miller
(1963:fn9), the "phonemes" appear. During this stage, the listener applies
phonological rules and determines the status of the perceived "sound" se-
quence within (or without) his language: he "hears through" the features of
the phonetic matrix to the distinctive features of the underlying phonemic
matrix. Phonetic analysis will have established, for example, the nasalized
medial vowel of [k ae t] in many American English dialects. It remains for
phonological analysis to reallocate the nasality from the phonetic column
for [ae] to a new column for a following segment and so to arrive at re-
cognition of /k ae nt / "can't" (Malgcot, 1956). In this stage, also, the
listener may dismiss phonetic information that serves no distinctive purpose
in his language, treating, in English, both the initial stop of [thap] and
the unreleased final stop of [phat] as instances of /t/. And in this stage,
he applies the phonotactic rules of his language to derive an acceptable in-
terpretation of the phonetic information.

We can separate the level experimentally from higher levels by calling
for perceptual judgments of nonsense syllables. In cross-language studies,
listeners reflect the phonological categories of their native languages by
their classification of phonetic segments (Lotz et al., 1960; Abramson and
Lisker, 1965; Chistovich et al., 1966; Stevens et al., 1969; Lisker and
Abramson 1970). Operation of phonotactic rules within speakers of a single
language has also been demonstrated (Brown and Hildum, 1956; Greenberg and
Jenkins, 1964). We should note, incidentally, that, for the untrained lis-
tener, relations between phonologic and phonetic levels are as close as
between phonetic and auditory: under normal conditions, he instantly hears
speech according to the phonological categories of his native language.
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The fourth and last stage (lexical, syntactic, and semantic) represents
a complex of interrelated processes that we wish to exclude from the main
line of argument. But there are several points to be made. First, we dis-
tinguish between direct and indirect perceptual effects of this stage. By
direct effects, we intend those grounded in observable acoustic parameters
of the signal. For example, lexical items are marked by the acoustic cor-
relates of stress: variations in duration, intensity, and fundamentLi fre-
quency (Fry, 1955; Hadding-Koch, 1961; Bolinger, 1958; Fry, 1968).. If, in
difficult listening conditions, segmental features are partly lost, stress
patterns may help delimit the sampling space of the lexical items (Skinner,
1936; Savin, 1963; Kozhevnikov and Chistovich, 1965:238ff.) At the same
time, perceived stress does not depend on its acoustic correlates alone.
Listeners to a synthetically modified utterance with all vowels displaced
to [a], but with timing, frequency, and amplitude variations retained, do a
poor job of judging its stress pattern (Lieberman, 1965). They require syn-
tactic or, as Klatt (1969) has argued in discussing Lieberman's results, at
least segmental information to make reliable stress judgments (and vice versa:
a neat instance of parallel processing). Similar results have been obtained
for fundamental frequency contours conveying intonation patterns (Lieberman,
1965). In short, acoustic correlE.tes of higher-order linguistic structures
may be directly perceived, although relations between signal and message are
relatively loose and we have, as yet, no detailed account of the underlying,
interactive process.2

More important to the present discussion are the indirect effects on
perception of this fourth stage. Here, we intend those provisional syntactic
and semantic decisions that may resolve phonetic doubt. As we shall see,
even in citation forms, there is frequently no simple, invariant correspond-
ence between spectral structure and phonetic shape; in continuous speech the
lack of invariance is even more marked (Shearme and Holmes, 1962). Pickett
and Pollack (1963) and Lieberman (1963) found that words excised from sen-
tences and presented to listeners in isolation, without syntactic and semantic
context, were poorly recognized. Other studies have shown that words are
perceived more accurately in a sentence than on a list (Miller et al., 1951)
and have separated the contributions of syntax and meaning to the perceptual
outcome (Miller and Isard, 1963).3

One may wonder whether these effects of higher-level factors are truly
perceptual. A recent study speaks to this question. Warren (1970) demon-
strated an effect that he termed "phonemic restoration." Listeners heard a
tape-recorded sentence: "The state governors met with their respective leg-
islatures convening in the capital city," with a 120 msec segment deleted and
replaced by a cough (and, on another occasion, by a burst of 1000 Hz tone)
of the same duration. The missing segment corresponded to the first "s" of

2
Lehiste (1970) reviews the experimental phonetic literature on prosodic fea-
tures and evaluates its meaning for linguistic theory.

3
There is also a sizeable literature examining the effects of surface struc-
ture on perceptual segmentation of an utterance (Fodor and Bever, 1965;
Garrett et al., 1966; Johnson, 1966; Reber and Anderson, 1970) and of deep
structure on immediate recall of sentences (Mehler, 1963; Miller, 1964;
Savin and Perchonocic, 1965; Blumenthal, 1967).
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"legislatures," "together with portions of the adjacent phonemes which might
provide transitional cues to the missing sound." Of twenty subjects listening
to this sentence, nineteen reported that all speech sounds were present, and
one reported a missing phoneme but the wrong one. Factors above the phono-
logical may contribute to this illusion: Sherman (cited by Warren, 1970) "found
that when a short cough was followed immediately by the sounds corresponding
to 'ite,' so that the word fragment could have been derived from several words,
such as 'kite' or 'bite,' the listener used other words in the sentence to
determine the phonemic restoration; when the preceding and following context
indicated that the incomplete word was a verb referring to the activity of
snarling dogs, the ambiguous fragment was perceived quite clearly as either
'bite' or 'fight" (Warren, 1970:393).

The important point is that "the ambiguous fragment was perceived quite
clearly": the effect is an illusion4 and resists manipulation. Warren remarks
that other listeners, "despite knowledge of the actual stimulus, still per-
ceived the missing phoneme as distinctly as the clearly pronounced sounds ac-
tually present" (p. 392). The study not only demonstrates the abstract nature
of phonetic perception, but it is also consistent with "a somewhat novel
theory of speech perception" (Chomsky and Miller, 1963:311). This "novel
theory" has been summarized by Chomsky and Halle (1968:24):

The hearer makes use of certain cues and certain expectations to
determine the syntactic structure and semantic content of an ut-
terance. Given a hypothesis as to its syntactic structure...he
uses the phcnological principles that he controls to determine a
phonetic shape. The hypothesis will then be accepted if it is
not too radically at variance with the acoustic material.... Given
acceptance of such a hypothesis, what the hearer "hears" is what
is internally generated by the rules. That is, he will "hear"
the phonetic shape postulated by the syntactic structure and the
internalized rules.

This account
5
circumvents the failure of the acoustic signal to meet the

"linearity condition" and the "invariance condition" of segmentation into
fixed phonetic units (Chomsky and Miller, 1963), problems to which we turn
in the following section. However, an adequate theoretical account must not
only define the "certain cues" that the hearer uses but also explain how he
makes use of them. Like the speaker of Jakobson and Halle (1956:5,6) who,
if context and syntax cannot be trusted to take up the slack of slovenly
speech, may deploy the full resources of his code to produce "an explicit
form which...is apprehended by the lis'-ener in all its explicitness," so the
listener, unaided by syntax or context, may deploy the code at his command to
extract from an intrinsically slovenly acoustic signal an explicit phonetic
message. Most of what follows is directed toward an understanding of this
act of "primary recognition" (Fry, 1956).

4
Skinner (1936) and Miller (1956) describe similar illusions.

5
There are counterparts in other areas of perceptuon. Neisser (1966) and
Kolers (1968a) review similar problems in visual pattern recognition that
have also invited abstract, "constructive" theories of perception.
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DEFINITION OF THE STIMULUS

The first task of any perceptual study is to define the stimulus. For
this, the sound spectrograph has been the principle instrument, and two com-
plementary methods have been used: analysis and synthesis. Spectrographic
measurements first provide data concerning the cues that seem likely to be
important for perception (formant patterns, temporal relations, noise band-
widths, and so on). Synthesis is then used to verify or adjust the prelim-
inary conclusions of analysis.

Synthesis was first used in this way at Haskins Laboratories in New York.
Cooper (1950) (see also Borst, 1956) developed the Pattern Playback as a
research tool for reconverting spectrographic patterns into sound. The pat-
terns, painted on a moving acetate belt, reflect frequency-modulated light to
a photo-electric cell that drives a speaker. Portions of the pattern can be
systematically emphasized, pruned, deleted until minimal cues for the per-
ception of a particular utterance have been determined (Liberman, 1957). With
this device, and with its electronic successors at Haskins and elsewhere, a
body of knowledge has been built up concerning acoustic cues for speech, suf-
ficient for synthesis by rule of relatively high-quality speech (Liberman,
1957; Fant, 1960, 1968; Mattingly, 1966, this volume; Flanagan, 1965; Stevens
and House, 1970).

Implications of this knowledge have been considered by Liberman et al.
(1967b). They draw two pertinent conclusions. First, there ate, for the
most part, no segments in the acoustic signal that correspond to perceived
segments of the message. Certainly the sound stream may be segmented and,
as we shall see, these segments may be crucial to perceptual reconstruction
of the message. But, whatever level of message unit we look for--distinctive
feature, phoneme, or syllable--we frequently find no single sound segment
corresponding to it and it alone. There are exceptions: fricatives or stress-
ed vowels, for example, may be isolated in slow speech. But, in general, a
single segment of sound contains information concerting several neighboring
segments of the message, and a single segment of the message may draw infor-
mation from several neighboring segments of the sound (see also Fant, 1962,
1968). Since perceptual segmentation not only occurs but is essential to the
"duality of patterning" on which human language rests (Hockett, 1958), lack
of one-to-one relations between signal segments and message segments con-
stitutes a problem for both psychologists and linguists.

A second, closely related, conclusion of Liberman et al. (1967b) is that
acoustically distinct signals (separated by differences that in nonspeech
would be well above threshold) are frequently perceived as identical, while
acoustically identical signals are frequently perceived as distinct. There
is thus, for speech, a lack of isomorphism between sign and percept analogous
to that in other areas of perception.

Here, we distinguish between two types of anisomorphism in the perceptual
process: one can be observed by the unaided human listener, the other cannot.
The first includes "extrinsic" allophonic variations peculiar to a particular
language or dialect (Wang and Fillmore, 1961; Ladefoged, 1966) and constitutes
a problem in the relations between phonetic and phonological segments (stage
3 of the model outlined above). Thus, in the formulation of Chomsky and
Halle (1968), neither columns nor rows of the distinctive feature matrix that
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serves as input to the generative phonological component are necessarily iso-
morphic with those of the phonetic feature matrix at output. The inputs
/rayt + r/ and /:ayd + r/, for example, (see Chomsky and Miller, 1963) emerge
as [rayDr] and [ra.yDr]. Here, columnar segmentation of the phonemic input
has been lost by transformation of a distinction in the fourth column (voiced/
unvoiced) into a distinction in the second (long/short vowel); also, phono-
logically distinct segments, /t/ and /d/, have become phonetically identical
as an alveolar flap, [D], while phonetically distinct diphthongs, [ay] and
[a.y], have emerged from the single phonological diphthong /ay/. These trans-
formations may be generated by the ordered application of two phonetic: rules.
And, in general, the system underlying extrinsic allophonic variations may be
inferred and stated in a set of rules relating phonetic and morphophonemic
levels. In the present discussion, we shall not further consider this type
of variation.

The second type of anisomorphism [and the one to which Liberman et al.
(1967) address themselves] was discovered only when it became possible to
substitute a suitable analyzing instrument (the sound spectrograph) for the
human listener. There then appeared the discrepancies between acoustic signal
and phonetic percept referred to above: a lack of one-to-one correspondence
between acoustic and phonetic segments and a host of "intrinsic" allophonic
variations, such that the acoustic signal clearly could not meet the linearity
and invariance conditions imposed by traditional concepts of speech as a
sequence of discrete phonetic segments. Anisomorphism of this type consti-
tutes a problem in the relations between acoustic pattern and phonetic seg-
ments (stages 1 and/or 2 of the model outlined above).

Attention to these discrepancies was first drawn by perceptual experi-
ments with synthetic speech. For example, Liberman et al.(1952) showed that
a brief burst of energy centered at 1440 Hz and followed by a two-formant
vowel pattern was sufficient cue for perception of [p] if the vowel was [i]
or [u], of [k] if the vowel was [a]. In other words, perception of [p] or
[k] was determined not by the frequency position of the stop burst but by the
relation of this position to the following vowel. Here, a single acoustic
cue controlled two distinct percepts. The authors concluded that, for these
stops, "the irreducible acoustic stimulus is the sound pattern corresponding
to the consonant vowel syllable." Schatz (1954) confirmed their results in
a tape-cutting experiment with natural speech.

Later experiments demonstrated the importance of second formant transi-
tions as cues for distinguishing among labial, alveolar, velar stop, and nasal
consonants (Liberman et al., 1954) and went on to show that a sufficient a-
coustic cue for a given phonetic segment may prove not only different in
different contexts but so different that there seems to be no physical basis
for perceptual generalization between the tokens (Delattre et al., 1955).
In fact, if sufficient cues for [d] in different phonetic contexts (a rapidly
rising F2 transition for [di], a rapidly falling transition for [du]) are
synthesized in isolation, their perceptual identity is lost, and they are heard
as different "chirps," one rising in pitch, the other falling (Mattingly et al.,
in press). These and other examples from perceptual studies with synthetic
speech are reviewed by Liberman (1957) and by Liberman et al. (1967b).

Studies of natural speech have confirmed that there is enormous varia-
bility in the acoustic correlates of a given phonetic segment as a function
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of phonetic context, stress, and speaking rate (Shearme and Holmes, 1962;
Lindblom, 1963; Steven and House, 1963; Kozhevnikov and Chistovich, 1965;
Stevens et al., 1966; Ohman, 1966; Menon et al., 1969). Ohman (1966), for
example, collected data from spectrograms. He traced the paths of the first
three formants in spectrograms of intervocalic [g], followed and preceded by
all possible combinations of five Swedish vowels. He found large variations
in the formant transitions on either side of the [g] occlusion as a function
of the vowel on the opposite side of the stop. He concluded that "the per-
ception of the intervocalic stop must be based on an auditory analysis of
the entire VCV pattern rather than on any constant formant-frequency cue"
(p. 167). Thus Ohman implies, as do Liberman et al. (1952), that we reduce
acoustic variance to phonetic invariance by analyzing relations between
portions of the auditory pattern over sections of roughly syllable length.
This process is examined in a later section (Syllables, Segments, Features).

One other invariance problem deserves mention, if only because it fits
neither of the types (extrinsic, intrinsic) discussed above: that arising
from speaker-dependent variations in vowel formant frequencies. Center fre-
quencies of the first two or three formants as principal acoustic determinants
of vowel color have been known for many years (Delattre, et al., 1952; Peterson,
1952, 1959, 1961; Peterson and Barney, 1952; Ladefoged, 1967). Also known
since the early work of Fant (1947, reported in Fant 1966) and of Peterson
and Barney (1952) is that formant frequencies vary widely enough to produce
considerable acoustic overlap between phonetically distinct vowels spoken by
different classes of speakers (men, women, children) and by different indi-
viduals within a class. Formant frequencies of a vowel spoken by a women
tend to be some 10-20 percent nigher than those of a phonetically identical
vowel spoken by a man, and for children the shift is even greater. What are
the grounds of the perceived identity?

The hypothesis that vowels are "normalized" at some point during initial
auditory analysis by application of a simple scalefactor, inversely propor-
tional to vocal tract length, is probably not tenable (Peterson, 1961). Fant
(1966) has brought the problem into relief by showing that the male-female
shift for Swedish and American English vowels is not constant for all formant
frequency regions (largely due to a greater ratio of male to female tract
length in the pharynx than in the mouth cavity), so that the putative normal-
ization factor would differ for rounded back, open unrounded, and close front
vowels. Fujisaki and Nakamaura (1969) have developed an algorithm that sep-
arates the five vowels of Japanese (spoken by men, women, and children) with
more than 90 percent accuracy on the basis of their first two formants,6 but
it is not known whether their method could resolve a richer system or the
severely reduced vowels of running speech (Lindblom, 1963). Under these
conditions, invariance may be derived at a later stage of the perceptual proc-
ess.

In fact, evidence exists that listeners adjust their phonetic decision
criteria to the speaker's vocal tract characteristics (inferred from F

0

and
F3, involving stage 2 of the perceptual process) (Kasuya et al., 1967;
Fujisaki and Kawashima, 1968; Fourcin, 1968) and/or to his vowel quadrilateral

6
See also the work of Pols et al. (1969) on Dutch vowels.
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(inferred with aid of situational and linguistic constraints, involving stages
3 and 4) (Joos, 1948; Ladefoged and Broadbent, 1957; Ladefoged, 1967; Gerstrlan,
1968). However, no solution is yet generally agreed upon, and speaker-depend-
ent vowel variation therefore takes its place beside other invariance problems
previously mentioned.

We conclude, then, that while study of the speech signal and its percep-
tion has led to an understanding of acoustic cues sufficient for rather suc-
cessful speech synthesis, it has also revealed that the signal is an intricate
pattern of highly variable overlapping acoustic segments, anisomorphic with
the perceived message. It has thus raised more problems for speech perception
than it has solved. We may bring these problems into focus if we briefly turn
our attention to production and ask how "intrinsic" acoustic variability may
be presumed to arise.

Over the past dozen years, there has been a number of studies of muscular
activity in speech production. Initial impetus for much of the work was given
by the notion of the Haskins group that an invariance lacking in the acoustic
correlates of phonetic segments might be found among their articulatory cor-
relates. Early electromyographic (EMG) studies (e.g., Harris et al., 1962;
MacNeilage, 1963; Harris et al., 1965) offered some support for this hypothesis,
but more recent work has not (e.g., Fromkin, 1966; Tatham and Morton, 1968;
MacNeilage and DeClerk, 1969), and MacNeilage (1970:184) has remarked: "Par-
adoxically, the main result of the attempt to demonstrate invariance at the
EMG level has been...to demonstrate the ubiquity of variability."7

The presumed invariance must therefore lie at some reurological level,
presently inaccessible. Some theorists (e.g., Ladefoged, 1966;Ohman, 1965,
1966; 8hman et al., 1967; Liberman et al., 1967) have taken this to be the
level of "motor commands" and have assumed muscular variability (and conse-
quent "intrinsic" allophonic variations) to arise from mechanical constraints,
neuromuscular inertia, and temporal overlap of successive commands. Others
(e.g., Fromkin, 1966; MacNeilage, 1970) have suggested that variability may
result from controlled, contextually adapted responses to a set of invariant
"go-to" or target commands. Both approaches have been elaborated. 8hman
(1967) has developed a mathematical model by which vocal tract shape, area
function, and speech wave may be computed from a linear combination of fixed
commands and coarticulation functions. MacNeilage (1970) has explored the
possibility of controlled, variable responses to fixed target commands in
light of current neurological theory. Both describe derivation of a more or
less continuous, variable signal from discrete, invariant commands.

If, now, we take these commands to be isomorphic with, if not identical
to, some articulatory phonetic feature matrix, such as that proposed by Chomsky
and Halle (1968) (cf., Stevens and Halle, 1967; Chistovich et al., 1968;
Mattingly, this volume), we have, at least, some way of conceptualizing the
nature of the phonetic matri-c and of its output relation to the acoustic signal.
The problem for perceptual theory is that it has, at present, no firm grip on

7
This should not be taken to imply that production is unruly. As MacNeilage's
paper makes clear, EMG studies are advancing our understanding of its laws.
See also Harris (this volume).
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the reverse relation between acoustic signal and perceptual phonetic matrix.
Among the reasons for this are, first, that the processes relating these levels
are even less accessible to observation that the corresponding processes on
the production side; second, that these levels are so tightly connected per-
ceptually that it is difficult to separate them in behavior; third, that we
have no clear concept of, and no terminology to describe, the phonetic matrix
at the output of stage 2. Our task is, therefore, to define this abstract,
phonetic matrix and its relation to auditory parameters of the acoustic signal.

CLASSIFYING SPEECH SOUNDS

Let us begin by considering how we classify speech sounds. Experimental
evidence reinforces our intuitive recognition that we do so rapidly and in-
voluntarily (see, for example, Kozhevnikov and Chistovich 1965:222 ff.). In
this, speech is sui generis. Walking through the woods, we instantly recog-
nize the sound of a waterfall, but with little difficulty, we may choose to
hear it as a senseless rumble. Similarly, we have little difficulty in sus-
pending our cognition of a speaker's meaning. But we do find it difficult
not to recognize his sounds as speech: recognition is automatic, instantane-
ous. In what follows, we attempt to disentangle auditory from phonetic (and
phonological) stages and to estimate their roles in perception.

Listeners can certainly make purely auditory judgments of speech signals.
Flanagan (1965: Ch. VII) has reviewed studies carried out with the general
intent of setting upper and lower limits on the discriminability of acoustic
dimensions known to be important in speech (vowel formant frequencies, formant
amplitudes, formant bandwidths, fundamental frequency, fricative noise band-
width, and so on). The results, where comparable, give values of the same
order as those reported in nonspeech auditory psychophysical studies. But

for this, two conditions are necessary: first, the signals must be relatively
sustained; second, the listener must be instructed either explicitly or im-
plicitly, by the nature of the experimental task, to listen to the signals
as though they were not speech. If the signal is presented in a word or
phrase, or among a set of phonetically opposed sounds, a distinctive speech
mode of response tends to appear.

For example, Lane et al. (1961) (see also Lane, 1965) asked subjects to
judge the loudness of the vowel [a], produced in isolation, and determined a
loudness function exponent of 0.7, a value close to that usually found in
experiments with nonspeech sounds. Ladefoged and his colleagues (see Ladefoged,
1967:35-41, for a summary of their work) asked subjects to assess the relative
loudness of two words in a constant carrier sentence. They found a loudness
function exponent of 1.2. This was exactly equal to the exponent of their
function relating loudness to the rate of work done upon air in phonation.
Ladefoged and his colleagues concluded that their results reflected a dis-
tinctive speech mode by which loudness of sound is judged in terms of the
physiological effort required to produce it. Lehiste and Peterson (1959)
reached a similar conclusion in a study of the loudness of a set of nine steady-
state vowels.

Analogous results have been reported in studies of intonation contours.
Hadding-Koch and Studdert-Kennedy (1963, 1964) varied the extent and direction
of the terminal glide of a fundamental frequency contour imposed synthetically
on a vocoded carrier word. They asked subjects, under one experimental
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condition, to judge the glide as either rising or falling, under another
condition, to judge the word as a question or statement. Subjects' psy-
chophysical judgments were influenced by their linguistic judgments: they

tend to judge falling glides of words they considered questions as rising,
and rising glides of words they considered statements as falling. In an
extension and replication of this study (Studdert-Kennedy and Hadding, in
preparation) the authors compared psychophysical judgments of contours
imposed on a word with those of matched modulated sine-waves. The previously
observed effects were much reduced in the sine-wave judgments. Lieberman
(1967), in a theoretical account of these results, argues that listeners per-
ceive intonation contours in terms of the subglottal pressure changes and
laryngeal maneuvers required to produce them.

In short, if speech sounds are isolated and of fairly long duration,
listeners will make reliable auditory judgments of the same order as they
make for comparable nonspeech sounds. But if signals are pi .ented in a
context that encourages the listener to deploy his linguistic resources,
a characteristic mode of perception appears: unable to separate auditory
from phonetic, the listener bases supposedly auditory judgments on phonetic
or linguistic decisions. By the same token, if experimental conditions
permit auditory judgment, listeners may supplement phonetic skills with
auditory, provided the signal is of sufficiently long duration. This appears
to be a principal basis of differences observed in the discrimination of con-.
sonants and vowels.

A typical experiment goes as follows. Two or more phonetic segments
are selected for study. Among reasons for selecting the segments is that
they are distinguished by acoustic differences lying along a continuum, such
as direction of a formant transition, duration of a silent interval, or center
frequencies of formants. One of the selected segments is synthesized, usually
within a nonsense word or syllable, sometimes (if a fricative or vowel) in
isolation. The relevant acoustic cue is then varied systematically, in steps
large enough to be psychophysically detectable in nonspeech, small enough
for there to be several steps within phonetic categories. The result is a
series of a dozen or so acoustic patterns that range in phonetic type from,
say, [ba] through [da] to [ga], or from [ta] to [da], or from [i] through
[I] to [E ]. Several tokens of each pattern are recorded and gathered into
random test orders.

Listeners are then asked to identify and to discriminate between acoustic
patterns. Identification is usually by forced choice: listeners assign each
token to one of the designated phonetic categories.8 For discrimination, lis-
teners usually hear tokens in triads, of which two are identical, the other
different by one or more steps along the continuum, and are asked either to
pick out the odd one or to indicate whether the third token is the same as
the first or second.

Under these conditions a listener's performance typically approaches one
or other of two ideal modes of perception, termed "categorical" and "continuous"

8
As a matter of fact, experiments customarily prescribed phonological cate-
gories and, therefore, engage phonological perception. But since our inter-
est here is to separate auditory from phonetic, we disregard the phonological
component in what follows.
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(Liberman et al., 1957; Liberman et al., 1961b; Fry et al., 1962; Eimas, 1962;
Studdert-Kennedy et al., 1970b). By "categorical9 perception" is intended a
mode in which each acoustic pattern, whatever its context, is always and only
perceived as a token of a particular phonetic type. Asked to discriminate be-
tween two acoustic patterns, the listener can do so if he assigns them to
different phonetic categories but not if he assigns them to the same phonetic
category. In other words, he can :Find no auditory basis for discrimination
and so must rely on category assignments. By "continuous perception" is in-
tended a mode in which a listener may, if asked, group different patterns into
a single category, but his categories are not clearcut (due to context effects),
and he is still able to discriminate between patterns that he assigns to the
same category. In other words, discrimination is independent of category
assignment. (For a fuller account, see Studdert-Kennedy et al., 1970).

Listeners have approached these two modes of perception in many studies.
In general, they tend to perceive a continuum categorically if the acoustic
variations separate stop consonant categories (e.g., [b, d, g], [p, b], [t, d]),
continuously if identical variations are carried by nonspeech signals with no
phonetic significancel° or if the acoustic variations separate sustained
vowels.11

The categorical/continuous distinction between speech and nonspeech is
fundamental. But the same distinction between consonants and vowels is more
troublesome. Early interpretations (e.g., Fry et al., 1962; Liberman, et al.,
1967a) proposed two distinct perceptual mechanisms: a motor reference mech-
anism for the categorical stop consonants, paralleling their articulatory dis-
continuities, an auditory mechanism for the continuously graded vowels. There
are many reasons why this is not satisfactory, not least, the difficulty of
believing that the syllable, an articulatory and perceptual integer, compound-
ed of consonant and vowel, is analyzed by two distinct mechanisms. Further-
more, this account has been superseded.

Recent work has demonstrated that continuous perception of vowels is a
function of their duration and of the experimental method used to study them.
Stevens (1968b) has shown that medial vowels in CVC syllables are more cat-
egorically perceived than the same vowels sustained in isolation. Fujisaki
and Kawashima (1969) have shown that listeners' reliance on category assign-
ment for discrimination increases as the duration of synthetic vowels is
reduced from 6 to 3 to 1 glottal pulse. Sachs (1969) has demonstrated a
similar effect of duration for vowels in isolation and in word context.

Fujisaki and Kawashima (1969) have also developed a quantitative model
of the listener's behavior in discrimination studies. Briefly, the model

9The term "categorical" is here preferred to "categorial," since it carries,
in addition to the meaning "of or involving a category," shared by both words,
the sense "absolute, unqualified." (Webster's Third New International Dic-
tionary, 1965).

1 °See Liberman et al., 1957; Liberman et al., 1961 a,b; Bastian et al., 1961;
Eimas, 1963; Fujisaki and Kawashima, 1969; Abramson and Lisker, 1970;
Mattingly tt al., in press.

11
See Abramson, 1961; Fry et al., 1962; Eimas, 1963; Stevens et al., 1969.
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states that the degree of categorical perception depends on whether auditory
or phonetic short-term memory is summoned for the decision process during dis-
crimination. The reliability of auditory short-term memory is less for the
brief acoustic events that signal stop consonants than for the relatively sus-
tained events that signal steady-state vowels. The listener has recourse to
auditory discrimination whenever he is asked to distinguish between two identi-
cal phonetic types; in this, his vowel auditory memory serves him better than
his consonant auditory memory, and his vowel discrimination is accordingly
superior. The model makes quantitative predictions that have been repeatedly
confirmed in experimental tests. The authors conclude that vowels may be
perceived either categorically or continuously depending on experimental con-
ditions.

Chistovich and her colleagues reached the same conclusion by a different
route (Chistovich et al., 1966a, 1968). Chistovich has explicitly addressed
herself to problems of phonetic classification. She has questioned the value
of studying speech discrimination on grounds that the procedure invites a
listener to search the signal for auditory qualities that he would not normally
detect and so to hear it as nonspeech (1968:34, 35). She has confined her own
studies to absolute identification, asking subjects to shadow, mimic, or
transcribe natural or synthetic speech sounds. We will not describe the methods
here (see below: Syllables, Segments, Features). But in an important paper
(Chistovich et al., 1966a; see also Fant, 1968) she has demonstrated that
even isolated, steady-state vowels may be perceived categorically, if the
experimental method forces the listener's attention to phonetic, rather than
auditory, qualities.

We should not be misled into supposing that there are no important dif-
ferences between consonants and vowels: their functional opposition within
the syllable is fundamental to both production and perception of speech. Vowels
are acoustically more variable and phonetically more subject to the effects of
context than are consonants; they carry a lighter segmental load and virtually
all the auditory load of prosodic and indexical features.12 Their perceptual
passage therefore leaves an auditory residue that the listener may put to non-
phonetic use: his judgments are then continuous. If the residue is reduced
by rapid speech, or if the listener's attention is diverted from it by some
resolutely phonetic task, his judgments are categorical. In short, he may
perceive vowels both auditorily and phonetically; consonants he perceives pho-
netically. The distinction to be drawn is not, therefore, between consonants
and vowels, but between continuous auditory and categorical phonetic perception,
the first typical of nonspeech, the second peculiar to speech.

The argument of the last few pages has brought us no closer to separating
the auditory from the phonetic stages of speech perception. But it does
suggest that, insofar as listeners can achieve this separation, they are judg-
ing auditory aspects of the signal irrelevant to phonetic perception, and that,
insofar as they perceive phonetically, they cannot achieve the separation. In
other words, the output of stage 1 cannot be brought into consciousness under

12
Abercrombie (1967: Ch. 1) distinguishes between linguistic and indexical
(dialectal, personal) features of the acoustic signal.
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normal listening conditions.
13

We might even suppose (although this is not a
necessary conclusion) that phonetic classification of speech already begins
during the initial auditory analysis of stage 1.

Such a position is implicit in the "immanent approach" of distinctive
feature theory. Theorists emphasize that correlates of the features are to
be found at every level of the speech process (articulatory, acoustic, auditory)
and that the invariance to be sought in the signal is "relational" rather than
absolute (Jakobson et al., 1963; Jakobson and Halle, 1956; Chomsky and Miller
1963). They stress the perceptual importance of the entire spectral pattern
rather than of band-limited cues, such as a single formant transition (Pant,
1964). The relational concept is difficult, since reference points for spectral
relations must vary with speaker, dialect, phonetic context, stress pattern,
and speaking rate. Further, Fant has remarked that "statements of the acoustic
correlates to distinctive features have been condensed to an extent where they
retain merely a generalized abstraction insufficient as a basis for the quanti-
tative operations needed for practical applications" (Fent, 1962), and no one
has attempted to use the acoustic specifications of distinctive features to
synthesize speech.

Stevens, in his recent work (1967, 1968a, in press) undertakes to remedy
this situation by showing that there is "some justification on a purely phys-
ical basis for a characterization of phonemes in terms of discrete properties
or features" (Stevens, in press). His general procedure is to compute from an
idealized vocal tract model the spectral poles and zeros associated with, for
example, a particular point of closure or constriction. For certain points
of constriction, there appears a significant concentration of spectral energy;
the frequency position of this concentration proves relatively insensitive to
small shifts in position of the constriction. These "quantal places of artic-
ulation...are optimal from the point of view of sound generation" (Stevens,
1968;200), since they permit relatively imprecise articulation without serious
perturbation of the signal. Furthermore, they tend to correspond to places of
articulation used in many languages (e.g., velar, postalveolar (retroflex),
postdental). Similar computations for [i, a, u], the pivots of most vowel
systems, nrovide spectral correlates of their distinctive feature definitions,
in terms of F1 -F2-F3 positions (Stevens, in press).

We note, incidentially, that Chistovich et al., (1966b) have reported
related perceptual data for vowels. They used a handmanoeuvered version of
the Stockholm Royal Institute of Technology's OVE I b. The instrument permits
a subject to trace any selected path through the Fl-F2 plane (with Fo, F3, and
F4 set at appropriate values) and to judge the resulting sounds. Subjects
indicated whenever the continuously changing vowel crossed a boundary into a
region of altered phonetic quality. Over a hundred such boundary points were
determined by four subjects, marked on an Fl-F2 plot and connected by best-
fitting straight lines. On this plot most boundaries were either vertical
(fixed Fl) or horizontal (fixed F2), suggesting that "extremely simple rules
employing critical boundary values of formant frequencies operate in vowel
perception" (Chistovich et al., 1966b; see also Fant, 1968).

13
Day (1968, 1969, 1970) and Day and Cutting (1970a, b) report the results of
work with dichotic and other experimental methods that may serve to separate
the stages behaviorally.
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Implicit in Stevens' work is the assumption that there should prove to
be a biologically comfortable match between articulatory and auditory capacities
(cf., Halle,1964; Stevens and Halle, 1967; Stevens et al., 1969). Lieberman
(1970) has developed this posiLion more fully, arguing that phonological
features may have been selected through a combination of articulatory con-
straints and "best matches" to specific neural acoustic detectors. Recent
work in neurophysiology has demonstrated the existence of relatively complex
property, or feature, detectors in cat (Whitfield and Evans, 1965) and frog
(Frishkopf and Goldstein, 1963; Capranica, 1965). It is not unreasonable to
suppose that comparable detectors, tuned to features of speech, may exist in
man.

In short, there are arguments and some evidence to suggest that linguis-
tically relevant features of the acoustic signal may be extracted during
initial auditory analysis. How fixed pattern detectors could resolve intrin-
sic allophonic variations and the incipient entropy of running speech is not
clear. But let us suppose that sets of property detectors are, indeed, neatly
sprung by the flow of speech. There would then remain the deeper task of
grouping the outputs of these detectors into phonetic segments. For this,
more than an auditory analysis is required.

SYLLABLES, SEGMENTS, FEATURES

Problems of segmentation have bedeviled speech research since its in-
ception. 14 Here, particularly, research has relied on linguistic theory for
definition of the perceptual terminus and has sought to validate postulated
theoretical units empirically. In this, students have had the support of
?inguists. Jakobson and Halle, for example, emphasized the "immanent approach
which locates the distinctive features and their bundles within the speech
sounds, be it on their motor, acoustical, or auditory level" (1956:8). More
recently, Halle (1964) has implied that universal phonetic features may be
grounded in man's innate auditory capacities, while Chomsky and Halle take
phonetic features to be "identical with the set of properties that can in
principle be controlled in speech" (1968:295) and assume each feature to have
(presumably discoverable) "acoustical and perceptual correlates" (1968:299).

We are not, however, entirely at the mercy of theory, nor even of possibly
illusory perception, in our choice of perceptual units. If we are willing to
make the assumption that perceptual 'units are isomorphic with production units,
we have in errors of speech a natural body of materials from which to infer
segments. Any unit subject to errors of metathesis (Spoonerism), substitution,
or omission must be under some degree of independent control in production.
Fromkin (1970) has analyzed six hundred errors collected by herself and her
colleagues over three years. The observed units of error pertinent to this
discussion were: syllables (e.g., "butterpillar and catterfly"), Phone-length
segments (e.g., "the nipper is zarrow"), and features (e.g., "cebestrian" for
"pedestrian"). (Interestingly, she found no metathesis of consonants and
vowels: phone-length metathesis across syllable boundaries always involved
exchange of segments having similar functions within the syllable.) Fromkin

14
For experiments on and discussions of segmentation, see Harris (1953); Lisker
(1957); Wang and Peterson (1958); Peterson et al. (1958); Lisker et al.
(1962); Ladefoged (1967).
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concludes that an adequate model of speech performance must include mechanisms
for producing such errors. We may say the same, mutatis mutandis, of an ade-
quate model of speech perception.

Each unit mentioned has been validated in perception. The feature is the
least intuitively obvious segment and has received most experimental attention.
For the syllable, we have already cited Liberman et al. (1952) and Ohman (1966)
(p. 22). We may add, from among many, the series of experiments reported by
Kozhevnikov and Chistovich (1965: Ch. VI) and an experiment of Huggins (1964),
in which he alternated speech rapidly between ears and found that the rate
most disruptive to speech perception was close to the syllable rate. For the
phonetic segment, Pike (1943: Ch. VII) provided cogent arguments, observing,
for example, that phonetic transcriptions of experts, and even of those with
little training, generally agree on the total number of segments in an utterance.
Fry, also, remarked that "the existence and widespread use of alphabetic writing
are an indication that a phonemic system and segmentation into phonemic units
are features which find a ready response in speakers and listeners" (Fry, 1964:60).
We may add the experimental evidence of Kozhevnikov and Chistovich (1965:217 ff.),
who found that mean reaction time for transcribing the consonant from a spoken
CV syllable could be as much as 100 msec less than for transcribing the vowel
from the same syllable. The same result was reported by Savin and Bever (1970).
There is also evidence for the phoneme as an encoding unit in short-term memory
(Conrad, 1964; Wickelgren, 1966b; Sperling and Speelman, 1970).

Savin and Bever (1970), as Warren (in press), made another interesting
observation: subjects responded consistently faster to syllable targets than
to phoneme targets.15 They concluded that "phonemes are identified only after
some larger linguistic sequence of which they are parts" (p. 300). 16 They
explain that phonemes are primarily "neither perceptual nor articulatory," but
rather "psychological entities of a non-sensory, non-motor kind...in short,
phonemes are abstract" (p. 301). Without entering into discussion of the bound-
aries between sensation and perception, we may agree with their last remark
since, as earlier observed, even phonetic perception is abstract. But if this
distinction is to explain the longer latency for phoneme than for syllable
identification, we must infer that syllables are not abstract. Certainly, as
we argue below, syllables (unlike phonetic segments and features) may exist as
articulatory, acoustic, and auditory units. But, insofar as they are phonetic
units, they too are abstract. How an entity (whether concrete or abstract) of
which the existence and form are determined by discrete components can be per-
ceived without prior extraction of at least some of those components is hard
to imagine. But it is not hard to imagine that the extraction of these

15
Kolers (1968b) reports similar results for tachistoscopically exposed words
and the letters that compose them.

16
Ladefoged (1967!147) has developed a similar argument, drawing an unfortun-
ate analogy with typing. He points out that skilled typists type by the
word, not by the letter. Certainly, skilled typing may be governed by an
hierarchical system of temporo-spatial coordination that includes integrating
commands for sequences of letters as units [MacNeilage (1964) has an elegant
discussion of these matters]. But it is evident that the typist does type
letter by letter and that his behavior, not to mention the typewriter, would
quickly jam, if he did not.
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components is normally so rapid, automatic, and unconscious that their conscious
recovery is slow. In fact, this may also be true of syllables in running
speech: one would not be surprised to learn that recognition of syllables
took longer than recognition of the words that they compose. Differences in
recovery time for the several phonemes of Sevin and Bever remain, of course,
to be explained. In any event, their study has added evidence for the psycho-
logical and, in our view, the perceptual reality of the phonetic segment.

Finally, for the perceptual reality of features below the level of the
phonetic segment, a large body of experimental evidence exists. First, virtu-
ally all studies of synthetic speech continua (many were cited in the preceding
section) in which a "phoneme boundary" is observed may be regarded as studies
of feature bovadaries, since segments on either side of the boundary differ by
a single articulatory feature. Second, perceptual confusions among consonants
or vowels heard under difficult listening conditions (through noise, through
filters, or under dichotic competition) group themselves systematically: the
more feature values two segments have in common, the more likely they are to
be confused. This has been shown for consonants 17 (Miller and Nicely, 1955;
Singh, 1966, 1969; Studdert-Kennedy and Shankweiler, 1970) and for vowels
(Miller, 1956; Singh and Woods, 1970). In several of these experiments, fea-
tures were shown to be approximately additive (independent). A third line of
evidence comes from scaling studies. Hanson (1967), for example, used multi-
dimensional scaling techniques to place nine synthetic Swedish vowels in a
psychological space which proved to have two dimensions corresponding to the
tonal features (grave/acute; compact/diffuse) of Jakobson et al. (1963) and
a third dimension corresponding to no defined feature [cf., the three dimensions
of Pols, van der Kamp and Plomp (1969) in their study of Dutch vowels]. For
scaling the six stop consonants of English, Greenberg and Jenkins (1964) used
magnitude estimation and found, among other results, that sounds differing
on one feature were judged to be closer than sounds differing on two. Peters
(1963) found that manner, voicing, and place of articulation (in this order)
were the main determinants of similarity judgments among consonants.18 There
is also evidence for encoding of both consonants and vowels in short-term
memory according to phonological features (Wickelgren, 1965, 1966a, 1969;
Sales et al., 1969, and four previous papers by these authors, cited therein).
Finally, we note that several of these studies evaluated different sets of
features and their definitional terms (articulatory, auditory). Klatt (1968)
has presented a quantitative method for evaluating binary features from con-
fusion matrices and for estimating their independence. For the present dis-
cussion, however, it is enough to know that some set of features functions in
perception.

Lat us now return to the theme by recalling t:_at, despite their perceptual
reality, neither phonetic segments nor their component features have acoustic

17
For consonants, filtering typically tends to damage place of articulation;
reverberation or echo effects tend to damage Manner; noise damages both
manner and place (Fant et al., 1966).

18
Ladefoged (1969) was able to predict, with almost perfect accuracy, speaker
judgments of articulatory similarities among thirty words in each of twenty
Bantu languages by counting numbers of shared feature values on an ad hoc
set of binary features.
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reality. Our task is therefore to understand how these abstract (physically
nonexistent) entities achieve psychological reality. The syllable has a
different status, since we may define it not only linguistically but also in
articulatory and acoustic terms. Whatever the difficulties of defining its
boundaries acoustically [see Malmberg (1955) for one of the few attempts],
its general function in production as a carrier of phonetic information is
fairly clear. The syllable is the unit of consonant/vowel coarticulation:
it arises from imposition of a precisely timed and coordinated pattern of
articulatory gestures (the mtiple physical manifestations of phonetic fea-
tures) upon a pulse of air. 9

W.
As the word itself indicates, the speaker

collapses discrete muscular movements into a pattern of overlap that forms
a larger unit.2° For perception, the new unit has a double function. First,
it reduces the number of auditory segments emitted per unit time below the
number of phonetic segments and so brings segment repetition rate within the
temporal resolving power of the ear. This function has been discussed else-
where (Studdert-Kennedy and Liberman, 1963; Studdert-Kennedy and Cooper, 1966;
Liberman et al., 1967b). Second, and we dwell on this here, its function is
to contrast, and so to permit the listener to detect, segments of sound.

Fant and his colleagues (Fant and Lindblom, 1961; Fant, 1962) are among
the few researchers to recognize the importance of sound contrast for phonetic
perception. Dissatisfied by the abstract nature of distinctive features, and
by the difficulty of specifying their acoustic correlates, Fent undertook to
work upwards from signal to message rather than downwards from message to
signal. He has developed a system for describing spectrograms in terms of
sound segments with boundaries determined by switching events in the speech
production mechanism. He decomposes sound segments into sound features spec-
ifying production and speech wave characteristics for each. He carefully
reiterates that neither sound segments nor sound features are isomorphic with
phonetic segments or features. For a recent account, see Fant (1968:235-241).

The importance of Fant's work is that, by systematic analysis of the
acoustic signal, it provides an objective account of the factors with which
the perceptual mechanism has to work. His system permits precise division
of the spectrographic pattern in frequency and in time and invites explo-
ration of the perceptual importance of its segments by filtering and gating
techniques (e.g., Ohman 1961a, b; Fant, et al., 1966). Such studies may cor-
rect or corroborate work with synthetic speech, which, Fant (1964) believes,
tends to overemphasize single cues at the expense of the entire auditory
pattern.

Returning now to the syllable as vehicle of sound contrast, we may illus
trate with part of a study by Bondarko (1969). Her intent was to examine
"the means by which [phonemes] are contrasted within the syllable" (1969:2),

19
We are aware that the work of Ladefoged and his colleagues (Ladefoged
1967: Ch. I) forces modification of Stetson's (1951) chest pulse theory
of the syllable. But the disagreement is over the physiological control
mechanism not over the function of the syllable in production and perception.

20
The linguistic function of the syllable, as carrier of stress, is incidental
to its coarticulatory origin and can be as well performed by an isolated
vowel or, in some circumstances, consonant.
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in other words, to search for the acoustic basis of distinctive feature
oppositions. But we need not accept the theoretical framework to be inter-
ested by her study. Adopting an approach reminiscent of Fant's, she defined
five types of contrast that may occur between sound segments in Russian CV
syllables: contrasts in fundamental frequency, duration, formant structure,
intensity, and "locus" (F2 transition). She then examined spectrographically
twenty-five syllable types [five consonant classes--voiced and voiceless stops
and fricatives, and sonants (laterals, nasals)--followed by five vowels].
She classified each syllable type according to how many of her contrast types
it carried: the results ranged from all five for voiceless stops to one (or
two) for laterals and nasals. The recorded syllables were gathered into
random test orders and presented to twenty-five subjects for identification.
Many details are omitted from the present account (in particular, the differ-
ent values of stress used), but the general outcome was clear: probability
of correct identification declined as intrasyllable contrast declined.

The portion of the syllable most likely to be missed with decline in
contrast was the vowel. This is not unexpectei, since we know vowel recog-
nition to be heavily dependent on acoustic context, although most studies
have given their attention to effects over signal stretches longer than the
syllable (e.g., Ladefoged and. Broadbent, 1957; Fry et al., 1962; Hiki et al.,
1968). Among studies of effects within the syllable is one by Fujimura and
Ochiai (1963), who compared identification of Japanese vowels spoken in syl-
labic context with identification of 50 msec segments gated out of the vowel
centers: identifications shifted in the absence of surrounding formant move-
ments. In a related study with .ynthetic vowels, Lindblom and Studdert-
Kennedy (1967) showed that identification of a particular vowel pattern varied

as a function of the rate and direction of its surrounding formant transitions.

An attempt not simply to demonstrate, but to watch the development of,
contrast within the syllable is made by the shadowi:.g studies of Kozhevnikov
and Chistovich (1965). An experimenter reads over a microphone a list of
VCV (or CV) patterns with V fixed and C a stop consonant that varies from
trial to trial. A listener, in another room, repeats each utterance as rap-
idly as possible. Contact electrodes (lips, artificial palate) and throat
microphones provide oscillographic records of the two speakers' utterances.
If VCV patterns are being used, it is found that soon after the first speaker
releases the consonant, the shadower's articulators constrict. The place of
constriction may be more or less random, but, as the speaker continues, the
shadower adjusts the point of constriction, if necessary, and completes his
gesture. The latency of the shadoer's release is 100-150 msec from the
time of the speaker's release or from the time that the shadower's articulators
assume the correct point of constriction. This delay is far too short for
a normal choice reaction time. Kozhevnikov and Chistovich argue that shadow-
ing shortcuts higher-level processes to reveal the normal, involuntary se-
quence of states in phonetic perception. Eacil state is said to be a function
of both the preceding one and of some change in the external signal (p. 231).
Since the first nonrandom state must be a function of the external signal,
the entire sequence of phonetic states is a function of the external sequence.
This sequence takes phonetic effect through acoustic contrast between its
segments.

In short, experiments support a view of the syllable as carrier of con-
trast. But the contrast is not, as distinctive feature theory might have it,
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between linguistic features in their acoustic manifestations: we have seen
that there are few, if any, acoustic segments isomorphic with linguistic
features. We must, therefore, read the epigraph to this chapter in a sense
different from that intended by its authors: "for the study of speech sounds
...their linguistic function is decisive" (Jakobson et al., 1963:11). One
linguistic function of the syllable is to provide a rhythmic acoustic signal
within the temporal resolving power of the ear and to facilitate, by its in-
herent acoustic contrasts, exercise of the listener's capacities for auditory
discrimination. Without such a signal, linguistic communication would not
be possible.

We conclude, then, that, while study of the acoustic signal may lend
insight into its auditory function, it will not lead us appreciably closer
to an understanding of how auditory patterns are related to phonetic matrix.
For this, we must start from the known message and examine its manifestation
in the signal.

THE PERCEPTUAL PHONETIC MATRIX

A sizeable body of knowledge exists concerning acoustic cues for pho-
netic segments and their features (see earlier citations, and Mattingly, this
volume). The relations are not one-to-one and, from an acoustic point of
view, seem arbitrary. Some features are signaled by more than one cue; some
cues signal more than one feature. A brief explosion, for example, may in-
dicate both voicing and place of articulation in final stops. In initial
stops, voicing may be cued by explosion energy, degree of aspiration, and
first formant intensity. Each cue may be emphasized in synthetic speech an
used as the principal cue to voicing (Liberman et al., 1952, 1961b). In

natural speech multiple cues, scattered within the syllable over time and
frequency, combine, and according to synthesis experiments, their perceptual
weights vary with phonetic context (Hoffman, 1958; Ainsworth, 1968). But
we may make sense of their arbitrary nature and varying perceptial weights
by applying the acoustic theory of speech production. The relations between
source, vocal tract transfer function, and signal are well understood (Fent,
1960; Flanagan, 1965), and for any apparently arbitrary collocation of acous-
tic events, we may specify the conditions of production. The conditions of
production themselves, however, remain unexplained until we can relate them
to their underlying phonetic (articulatory) features.

For the feature of voicing, research is approaching this level of ex-
planation. In 1960, Fant suggested that the main factor underlying the voiced/
voiceless distinction for stop consonants in initial position was "the instant
of time when the vocal cords close for the production of the following voiced
sound" (FaLt, 1960:225). Lisker and Abramson, by spectrographic analysis of
stops in eleven languages and by perceptual experiments with synthetic speech
in three, have explicated Fant's suggestion (Lisker and Abramson, 1964a, b,
1967, 1970; Abramson and Lisker, 1965, 1970; also Lisker et al., 1969). Their
work suggests that the disparate acoustic features of explosion energy, as-
piration, and first-formant intensity may all be derived from the single, un-
derlying articulatory variable of voice onset time, that is, the relative tim-
irg of closure release and the onset of laryngeal vibration.20

20
A fourth cue, rapid pitch changes at the onset of voicing, though probably
trivial in natural speech, may be deliberately exaggerated in synthetic speech
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They write:

Laryngeal vibration provides the periodic or quasi-periodic
carrier that we call voicing. Voicing yields harmonic excita-
tion of a low frequency band during closure, and of the full
formant pattern after release of the stop. Should the onset
of voicing be delayed until some time after the release, how-
ever, there will be an interval between release and voicing
onset when the relatively unimpeded air rushing through the
glottis will provide the turbulent excitation of a voiceless
carrier commonly called aspiration. This aspiration is ac-
companied by considerable attenuation of the first formant,
an effect presumably to be ascribed to the presence of the
tracheal tube below the open glottis. Finally, the intensity
of the burst, that is, the transient shock excitation of the
oral cavity upon release of the stop, may vary depending on
the pressures developed behind the stop closure where such
pressures will in turn be affected by the phasing of laryngeal
closure. Thus it seems reasonable to us to suppose that all
these acoustic features, despite their physical dissimilari-
ties,can be ascribed ultimately to actions of the laryngeal
mechanisms. (Abramson and Lisker, 1965)

We have quoted this account at length because it provides a model for
the reduction of an apparently incoherent set of acoustic cues to an under-
lying articulatory variable or phonetic feature. How far this approach may
be carried with other features remains to be seen. Also open for the fu-
ture is the degree to which this and other approaches in experimental pho-
netics may force a modification of the phonetic features posited by phono-
logical theory, if that theory is to be given a physical base. Ladefoged
(1966) argued that the list of distinctive features was already overextended
at fifteen, largely because the specifications disregarded physiological con-
straints on their combination.

Our argument then is that only through their articulatory origin can
the temporally scattered and contextually variable acoustic (and auditory)
patterns of speech be understood. The listener, who begins life as a bab-
bler, develops, by repeated association of articulatory controls with their
auditory consequences, a "knowledge" of his phonetic capacity and of the
use to which it is put in his native language (Weir, 1962). By imitation
of the voices around him and through adult acceptance of his imitations, he
learns too the relation between his own acoustic output and that of others .

who have larger vocal tracts. Thus, he learns to "infer" from phonetically
adventitious components of a speaker's signal (such as overall fundamental
frequency or frequency position of the third foment) characteristics of
the tract that produced it and the instructions required by his own tract
for a "matching" signal. There are even grounds for suspecting that he may
be born with some "knowledge" of phonetic capacity. Lisker and Abramson
(1964a, b) found that nine languages, some with two, some with three stop

and will then serve as an effective cue (Haggard et al., 1970)The-relative-
ly small pitch changes of natural speech arp_pr-g-balAy--arattributable to
voice onset time.
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categories, implemented only three values of voice onset time and suggested
that physiological constraints may underlie this nonrandom distribution.
Recently, Eimas and his colleagues (Eimas et al., 1971) tested discrimination
of the labial voice onset time continuum in one-month-old infants by tracing
adaptation and recovery of sucking responses. The infants showed signifi-
cantly higher discrimination of a 20 msec difference in voice onset time that
straddled two of Lisker and Abramson's phonetic categories than of the same
difference within a category.

But whatever its source, "knowledge" of the relations between auditory
patterns and articulatory features is available to every speaker/listener,
and through this knowledge, we hypothesize, he is able to resolve an intri-
cate pattern into its simple origin. In light of our earlier discussion,
we must suppose the resolution to be automatic and, probably, beyond con-
scious recovery. Precisely how it may be accomplished we will not here spec-
ulate. But the general argument is not new. Similar positions have been
adopted by Stevens and by Liberman and their colleagues (Halle and Stevens,
1962; Stevens and Halle, 1967; Stevens and House, 1970, Liberman et al.,
1967b). Chistovich and her co-workers (Kozhevnikov and Chistovich, 1965;
Chistovich et al., 1968) have applied the model experimentally. Their shadow-
ing studies bear on perception only if we take stage 2 (phonetic) to be an
automatic, running analysis, with its final output an assemblage of segments
and features that may serve, in production, as instructions to the articula-
tory mechanism and, in perception, as input to the phonological component.
In short, the perceptual matrix is identical with the generative. Its col-
umns (phonetic segments) and rows (phonetic features), although determined
by man's physiological capacities, are not themselves part of his auditory
and articulatory systems. Rather, they are abstract linguistic entities
uniting the complementary communicative functions of speaking and listening.

The model is broad, stripped of detail that might invite experimental
test. Until our knowledge of perceptual processes and their physiological
correlates has vastly increased, it is likely to remain so: less empirical
than protreptic.

NEURAL SPECIALIZATION FOR SPEECH PERCEPTION

Cats can discriminate between speech sounds. Dewson (1964) trained
five cats, by operant procedures, to discriminate between sustained [u]
and [i), spoken by a man (F0 = 136 Hz), and to transfer their learning in
one fifth the number of original trials to the same vowels spoken by a
woman (F0 = 219 Hz). Warfield et al., (1966) trained ten cats to dis-
criminate between the words "cat" and "bat," spoken by a woman, and demon-
strated by a gating procedure that discrimination was based on the ini-
tial protion of each syllable. The cats did not transfer their learning
to other words beginning with the same phonetic segments.

We may doubt that cats can perceive speech. This is not simply because
they do not know a language, but also because they are not physiologically
equipped to do so. For over a century, evidence has been accumulating that
the human brain is asymmetrically organized for language functions. Recently,
experiments have demonstrated that "dominance" of one or the other of the
cerebral hemispheres (usually the left) extends to mechanisms for the perception
of speech.
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Kimura (1961a) discovered that listeners, presented with triads of
competing digits in opposite ears (i.e., dichotically), were better able to
recall those presented to the right ear than those presented to the left.
She attributed the effect to functional prepotency of contralateral over
ipsilateral auditory pathways and to cerebral dominance for language (Kimura,
1961b); her interpretation has since been supported by many studies. Shankweiler
and Studdert-Kennedy (1966, 1967) showed that the right-ear advantage for
speech did not depend on meaning, since it could be obtained if subjects were
asked to identify contrasting consonants in pairs of dichotically presented,
synthetic, CV nonsense syllables. There was no right-ear advantage if the
competing stimuli were vowels. A later study with natural, CVC nonsense
syllables (Studdert-Kennedy and Shankweiler, 1970) confirmed these results
and showed, by error analysis, right-ear advantages for voicing and place of
articulation in stop consonants, a result confirmed by Haggard (1970). Other
work has demonstrated specialization of the nonlanguage hemisphere for recog-
nition and discrimination of nonspeech auditory patterns (Miller, 1962; Kimura,
1964, 1967; Benton, 1965; Chaney and Webster, 1965; Shankweiler, 1966; Curry,
1967; Vignolo, 1969; Darwin, 1969).

Models of the neural mechanisms underlying these effects are still fluid,
and no firm account will be offered here.21 We will, however, assume that
ear advantages reflect a degree of functional cerebral asymmetry. Cerebral
asymmetry, or dominance, for speech perception requires that some portion
of the perceptual function be performed more efficiently by the dominant
hemisphere. One aim of current dichotic speech research is to define that
portion by determining the acoustic and psychological conditions of the
right-ear advantage.

Thera are three broad possibilities. The dominant hemisphere may be
specialized for: 1) response alone, 2) phonetic analysis and response, or
3) auditory analysis, phonetic analysis, and response. The first possibility
was tentatively ruled out by Studdert-Kennedy and Shankweiler (1970); sub-
jects' error patterns indicated that place of articulation and voicing fea-
tures in stop consonants were independently extracted by a single center in
the dominant hemisphere. Darwin (1971) also concluded that specialization
was not simply for response.

Darwin pushed the analysis further by showing that, in synthetic fric-
atives, the right-ear advantage for place of articulation only occurs if
the feature is signaled by a formant transition, while for voiciLv, the
advantage occurs only if the fricative is followed by a vowel. T, 's suggests
that the dominant hemisphere may be superior at some stage of auditory anal-
ysis, being better equipped, perhaps, for detection of certain acoustic fea-
tures of speech, such as rapid formant movement or voice onset.

An alternative, though not incompatible, interpretation is that the
dominant hemisphere is skilled at extracting phonetic information under
"difficult" conditions, such as those provided by the complex auditory pat-
tern of coarticulated consonant and vowel. This interpretation meshes

21
For relevant data and for discussion of possible mechanisms see Kimura,
1961b, 1967; Gazzaniga and Sperry, 1967; Milner et al., 1968; Sparks and
Geschwind, 1968; Darwin, 1969, 1971; Halwes, 1969; Studdert-Kennedy and
Shankweiler, 1970.
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with the lack of a reliable ear advantage for vowels and with the further
fact that, if vowels are presented under conditions of general phonetic
ambiguity, a right-ear advantage appears. Darwin (1971) demonstrated an
advantage for dichotically competing, synthetic vowels, if the test included
utterances apparently formed by different-sized vocal tracts: the listener
was then in doubt as to which vocal tract would be presented to a particular
ear on any trial. But if all vowels on the test sounded to have come from
the same vocal tract, no right-ear advantage emerged.

There are parallels here with earlier studies. Continuous perception
of vowels gives way to categorical perception, if attention is forced to pho-
netic qualities. The characteristic speech mode of judging loudness, in
terms of physiological effort required for phonation, appears if signals are
presented in a context that demands phonetic processing. The characteristic
speech skill of the dominant hemisphere is evinced in perception of rapid or
otherwise "difficult" auditory/phonetic patterns. In other words, the evi-
dence is consistent with the view that the language-dominant hemisphere is
superior to the minor hemisphere in its capacity to accomplish the phonetic
analysis of stage 2.

However, the peculiarity of speech perception cannot be solely in the
use to which we put an acoustic signal. What engages the phonetic processors?
Most nonspeech sounds cannot be heard as speech. But to Tennyson's farmer,
the pony's hooves sang "Property, property, property," and we hear the
chaffinch call "chewink," despite his lack of formant structure (Thorpe, 1961).
A nonspeech sound with rapid acoustic variations that suggest the fundamental
consonant/vowel alternations of speech may, if other conditions dispose,
engage the phonetic processors. But the specifications are vague. Research
has only begun (Darwin, 1969) to exploit the double dissociation of left and
right hemispheres, speech and nonspeech signals, as the thin end of an experi-
mental wedge for separating signals that are, or can be, heard as speech
from those which cannot and for defining their characteristics. The acoustic
border beyond which phonetic, and perhaps specialized auditory, processors
are involuntarily engaged is still undefined.

Finally, the discovery that pholetic perception is neurologically linked
to language processes emphasizes the unity of language and its medium of
expression. Despite the contrary views of some phoneticians and linguists,
language is not independent of its medium. Language, as we know it, could
not exist without speech, nor speech without sound. Mattingly and Liberman
(1970) explore formal analogies between phonetic and syntactic structure and
suggest that study of speech perception may throw light on more general lin-
guistic processes. At the same time, it may ground man's characteristic mode
of communication in his physiology: to study speech is to enlarge our under-
standing of the biological foundations of language.
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Physiological Aspects of Articulatory Behavior*

Katherine S. Harris
+

Haskins Laboratories, New Haven

INTRODUCTION

The motor theory of speech perception is a statement that we will find
a simpler relationship between the string of phonemes that a listener per-
ceives and the articulation of the speaker than between the acoustic signal
the speaker generates and perception.

The inconsistencies in the acoustic signal from speaker to speaker and
within the speech of a given speaker have three different types of causes- -
differences in vocal tract size and shape among different speakers, apparent
differences in style of different speakers of the same language, and differ-
ences in the production of a given phoneme by the same speaker in different
contexts.

In principle, the acoustic differences produced by differences in vocal-
tract size are quite well understood through a long tradition of study which
led to Fant's Acoustic Theory of Speech Production (1960). The modern acous-
tic theory of speech production permits us to calculate the output sound when
the cross-sectional area of the vocal tract is known, and vice versa. Appar-
ently, listeners make some such calculation in extracting messages from speech,
and this must be, in part, what enables little children to imitate the speech
of adults, even though the shape changes which occur during growth are quite
complicated.

Stylistic differences between speakers are of several sorts, having
different origins and consequences. First, there are dialectal differences
in such things as vowel systems, and second, there is the large class of
idiosyncracies that are lumped as speech defects; we will not be concerned
with these two sources of phoneme difference further in this paper, however
troublesome it tray be in practice to sort them out from those discussed.

Our chief concern here will be to discuss differences between contexts
in the production of a given phoneme by a single speaker. Can these allo-
phonic differences be assigned to a single phoneme which is present at some
level in the nervous system and is variably executed at lower articulatory
levels? Furthermore, are phonemes the smallest units of speech storage, or
can they be considered, in turn, to be combinations of still smaller inva_iant
parts?

*Chapter prepared for Current Trends in Linguistics, Vol. XII, Thomas A. Sebeok,
Ed. (The Hague: Mouton).

+Also, City University of New York Graduate Center, New York.
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This rather general question can be rephrased as a more specific hypo-
thesis. It has sometimes been assumed that each phoneme is stored in the
nervous system as a fixed articulatory position, or target. This target is
not always reached, but failures of attainment are a consequence of the way
the articulatory apparatus operates. Let us explore the operation, to test
the truth of the assumption itself.

There have been three general modes of attack on the problem, when phrased
in this way. The first is purely acoustic. Both Lindblom (1963) and ihman
(1966) have used acoustic data to make inferences about the nature of shape
differences between allophones. This procedure works because the acoustic
theory of speech production will generally allow direct inference from acoustic
output to shapes, at least within a single speaker. The only problem is that
the relationship between acoustic output and articulator shape is sharply non-
linear--that is, very small changes in shape from some positions will produce
large changes in acoustic output, while in other positions, large changes in
shape will produce only small changes in acoustic output. Indeed, this property
of the shape-to-acoustic transform has led Stevens (1969) to propose that the
articulatory positions of the phonemes have been chosen at locations where
small changes in articulation will cause minimal changes in acoustic effect.

A second way of investigating the problem is to look at the movements of
the articulatory organs directly. Some methods, such as the observation of
the up-and-down movements of the larynx, have a long history in experimental
phonetics. Some, such as cinefluorography, are recently developed. All of
these are alike in that they are observations of the last stage in the artic-
ulatory process before transformation of the articulatory signal into sound
and, hence, are equivalent to the acoustic methods discussed above.

A third general technique, also physiological, is examination of the
myographic signals generated by the muscles as they contract. This technique
is different from those described above in that the signal observed is related
not to the position assumed by the articulator but to the force acting on the
articulator to bring it to a certain position. A brief description of the
electromyographic signal may perhaps make this point clearer.

The muscles of the body are made up of bundles of fibers, organized into
what are called motor units. The fibers in each motor unit contract when
they receive an impulse from the single nerve fiber which supplies them. Both
the nerve impulse and the muscle contraction are accompanied by electrical
potential, but the muscle potential, a relatively large signal, is what is
observed in ordinary electromyographic (EMG) recording. The essentials of a
recording device are an electrode sensitive to differences in electrical
potential between two points, an amplifying device, and some form of recorder,
which shows a transformation of the potential difference as a function of time.

The electromyographic record shown in the typical study described below
is a record of the output of a large number of motor units. In general, the
fluctuations of amplitude as a function of time are related to changes in the
strength of muscle contraction, but their relationship is by no means a simple
one, partly because a stronger contraction is accompanied both by change in
the number of motor units firing and by changes in the frequency with which
they fire. Furthermore, the size of the recording electrode and its distance
from the active muscle fibers will affect the record obtained.
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For a somewhat more' detailed discussion of the recording techniques used
in speech research, the curious reader can see Harris (in press) or, for a
discussion of general electromyographic technique, a general text such as
Basmajian (1962). It is customary nowadays to present records after computer
processing. However, in spite of the trying problems in arranging for such
a result (again, see Harris,in press, or Cooper, 1965),the function of the
computer is just to provide simple averaging of repeated utterances.

Returning to the relationship between c,rticulator shape and electro-
myographic signal, it is clear that the transformation that takes place be-
tween them is quite complex. As an example, let us assume a given vowel, [i],
is represented by a fixed articulatory position (an assumption which is only
approximately true). Since electromyographic signals are related to the force
of muscle contraction, a movement to the vowel from a consonant with a similar
place of articulation, as in the sequence [ti], will involve a smaller signal
than from an open vowel, as in the sequence rail. This point is made very
clearly by MacNeilage (1970) and will be discussed further below. Another
complication arising from the nature of EMG signals is that variation in size
will be associated both with speed of articulator movement and with distance.
Generally, a larger signal is associated with a faster, as well as a larger,
movement.

In spite of these complications, there seem to be three rather compelling
reasons for studying the motor patterns of articulation. First, Cooper
(1965) and Liberman et al. (1967) have pointed out, they are one step closer
to the speech-generating center in the brain than are articulatory shapes.
Second, most articulators are rather inaccessible; in some cases, it may be
easier to examine EMG signals than other physiological variables. Third,
evan when only anatomical data about the muscles are available, they allow
some insight into the articulatory shapes that the speaker can generate.

This diversity of uses of muscle study has resulted in a diversity of
purpose for studies already performed; some are aimed at simply describing the
mechanism for a given action and some at the more general purpose of under-
standing speech generation. In what follows, we will try to sketch the
anatomy of the articulatory muscles and then to discuss what EMG studies,
and the other closely related physiological research, have to offer for
understanding the organization of speech. For anatomical detail, the inter-
ested reader can refer to more general speech textbooks, such as Zemlin (1968)
or van Riper and Irwin (1958) or standard anatomical works.

THE ORGANIZATION OF THE SPEECH MUSCULATURE

The speech musculature can be divided into three more or less independent
groups--respiratory, laryngeal, and articulatory.

The respiratory muscles act to provide power for the speech mechanism,
the laryngeal muscles act to transform the power into acoustic energy, and
the articulatory muscles modulate this carrier to produce the specific sounds
of speech, though the functions of these three groupings overlap. We will
discuss each of the three in turn.

The Respiratory System

In normal breathing, inspiration and expiration occupy approximately
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equal amounts of time. In speech, the inspiration-expiration ratio is con-
siderably changed, so that the expiration occupies about -seven-eights of the
total cycle. The mechanisms of breathing seem to set about four seconds as
the limit on an expiration, without a necessary pause for inspiration. This
duration can be considered as a sort of physiological limit of phrase length.

The lungs can be thought of as a pair of balloons which are inflated for
inspiration and deflated for expiration. These balloons are encased in a
partly bony, partly muscular cylindrical cage. The ribs run around most of
the cylinder, with a double muscular layer, the internal and external inter-
costal muscles, running between them, while the diaphragm,a large, dome-shaped
muscle, forms its bottom. At the top, stems of the two balloons join, the
larynx forms a valve at the top of the connecting, inverted Y-shaped tube, the
trachea. In inspiration, the size of the lung cavity is increased by the con-
traction of the diaphragm and the lifting of the rib cage by the contraction
of the external intercostals (and other muscles) (Ladefoged, 1967; Draper et al.,
1958). When the lung cavity is increased in size, air flows into the lungs.
Phonation occurs when the vocal folds are placed over, and set vibrating by,
the expiratory air stream. To some extent, expiration is a passive phenomenon;
the lungs are elastic in nature and, consequently, once inflated, will tend
to deflate themselves. The functions of the muscles of respiration are organized
in an ancillary way around this function. At the beginning of phonation after
a deep inspiration, the muscles of inspiration can be used to break the out-
flow c-f air. At the end of expiration, the muscles of expiration (the internal
intercostals and auxiliary muscles) can be used to prolong the breath-group,
by squeezing more air out of the lungs, acting in opposition to the tissue
forces which resist the deformation of the chest wall.

The point at which there is a changeover from the use of expiratory
muscles to inspiratory muscles depend;; on the subglottal pressure maintained.
At any time during the breath group, the internal intercostals can be used
to produce momentary stress peaks (Ladefoged et al., 1958). Generally, sub-
glottal pressure does not remain constant within a breath-group but falls at
the end (Lieberman, 1967).

The effects of variation in subglottal pressure are two-fold. First,
subglottal pressure affects the intensity of speech. Secondly, it can be
shown that, everything else being equal, greater subglottal pressure will
produce higher fundamental frequency. The mechanism for this process is
described by Lie)erman (1967). There are, then, three effects of speech
respiration on the organization of speaking. First, the duration of expiration
that can be sustained without an inspiration provides a physiological bound
on phrase length; second, a respiratory mechanism permits the assignment of
heavy stress; and third, an available subglottal mechanism accounts for the
terminal pitch fall at the end of sentences.

The last two points have been the source of a good deal of discussion
and controversy, which must be further discussed in connection with laryngeal
mechanisms. For the present, let us just comment with respect to what we know
about subglottal action itself.

First, Ladefoged has shown that, when a heavy stress is placed on one
word in a sentence, there will be an accompanying increase in the action of
the internal intercostal muscles. This should have the effect of producing
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the brief peaking in the subglottal pressure curve noted by Lieberman
(1967) and Ohala (1970). There is no argument that this, in turn, will
produce a. peak in intensity in the acoustic speech output or that intensity
rises, in turn, following Fry (1955), are one of the acoustic correlates of
perceived stress. However, the subglottal peaks have been demonstrated only
for very heavy, or contrastive, stress, which may not be a very central
maneuver in ordinary running speech. Furthermore, there has been a general
debate as to how large the effects of such peaks in subglottal pressure are
on the fundamental frequency contour (Ohala, 1970), which is perhaps a more
important correlate of perceived stress than is intensity (Fry, 1955).

The fall in subglottal pressure at the end of ordinary breath-groups is
easily accounted for by the passive nature of the expiratory mechanism. If

it is not compensated by the action of the laryngeal muscles, it will result
in a fall in fundamental frequency, although here, again, there is argument
about how much of the observed acoustic effect is subglottal in origin (see
Ohala, 1970).

Laryngeal Mechanisms

,Detailed description of the larynx is presented in Sawashima's chapter
of this volume. Hers, we will confine our attention to speech studies of
the laryngeal muslces, particularly electromyographic studies. If this dis-
cussion is to be intelligible, however, it will be necessary to summarize
some of the more general literature on laryngeal functions. The functions
of the intrinsic muslces have been clarified by a long series of experiments
by van den Berg and Tan (1959), in which they reconstructed the larynx of
cadavers, duplicating normal air flow conditions, and modeled the effects of
contraction of the various muscles. They describe the intrinsic muscles as
having three general functions: tensing the vocal folds (the cricothyroid
and vocalis), adducting the folds (the vocalis interarytenoids and the lateral
cricoarytenoid muscles), and abducting the vocal folds. In general, the
electromyographic studies of the action of these muscles in singing, from
Faaborg-Anderson (1957) to the more recent work of Hirano et al. (1969)
and Sawashima et al. (in press), have shown that the adductor muscles and
the cricothyroid act together when pitch rises.

The action of the extrinsic laryngeal muscles is far less well under-
stood. These are muscles which originate outside the larynx but insert on
one of the laryngeal cartilages and hence influence the tension on the vocal
folds and, consequently, pitch, indirectly. However, the direction of the
influence will depend on interactions between the muscles above and below
the larynx. For example, Hirano et al. (1967) and Hirano et al. (1969)

have shown that one member of this group of muscles, the sternohyoid, is
active at both high and low pitch extremes in singing. Sonninen (1956) has
shown that persons who have had the sternohyoid, thyrohyoid, and omohyoid
muscles sectioned for medical reasons typically have trouble singing high
pitches after surgery. On the other hand, if the thyrohyoid, one of this
group of muscles, is stimulated during surgery, pitch lowering may result,
depending on the subject's head position.

Turning now to speech studies, the action of the laryngeal muscles has
been studied only in a very few circumstances. There seems to be general
agreement about what happens when a word is stressed in an English declarative
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sentence, resulting in an upward excursion of the pitch contour. As Hirano
et al. (1969) have shown, there is, typically, a burst of activity in the
cricothyroid, lateral cricoarytenoid, and vocalis muscles, accompanied by a
peak in the fundamental frequency contour. Thus,, for heavy stress, there
is coordinated activity of laryngeal and subglottal systems to produce a peak
in fundamental frequency and intensity, although Ohala (1970) believes that
the effects of the subglottal system in producing the pitch rise are negligible.
All three of these muscles can be shown to be active in the characteristic
terminal rise for questions.

Considerable controversy surrounds the issue of pitch-lowering mechanisms
in speech. The question can be subdivided into two substantive issues. First,
is there an active pitch-lowering mechanism which is used for producing sudden
downward pitch excursions in the course of an utterance? Second, is such a
maneuver responsible for the fall in pitch at the end of declarative sentences?

English is perhaps not the ideal language for answering the first question,
since, although Bolinger (1958) has demonstrated that sudden downward excursions
in fundamental frequency are sometimes used to signal stress, this is not the
common maneuver. Better examples are provided by Swedish, where a word accent
distinction is signaled by variations in pitch contour. A model for Swedish
word intonation has been suggested by Ohman (1967a). He suggests that the effects
of Swedish grave and acute accents can be derived from a model that has positive
sentence-intonation pulses and negative word-intonation pulses, which are differ-
ently timed for grave and acute accents and for different Scaniinavian dialects.
The model itself suggests, although it does not, of course, require, both a
mechanism for pitch raising and an active mechanism for pitch lowering.

Two electromyographic investigations of Swedish word accents have been
made. In the first, by Ohman et al. (1967), the cricothyroid and vocalis
muscles were studied. Based on the results cited above, we would expect both
cricothyroid and vocalis activity to be correlated with pitch rises. The most
notable result of the study is an indication that there is a period of in-
hibition of cricothyroid activity which corresponds to the different times of
application of the posited word intonation filter. Thus, there appears to be
an inhibition of pitch-raising mechanisms that is correlated with pitch falls.
No striking results were obtained for the vocalis.

A similar experiment was performed by Girding et al. (1970), with probes
in vocalis, cricothyroid, and sternohyoid muscles. Generally speaking, they
find correlation between peaks in fundamental frequency and in the activity
of cricothyroid and vocalis muscles. They find that "the sternohyoid activity
shows no simple correlation with the pitch value."

Another language where sudden downward pitch excursions have a linguistic
function is Tokyo Japanese, where the pitch level drops at the boundary follow-
ing a vowel with an accent kernel mark. An electromyographic study of the
cricothyroid, the lateral cricoarytenoid,and the sternohyoid was performed by
Simada and Hirose (1970). In general, they find that there is a sharp fall
in cricothyroid activity corresponding to the accent kernel. The activity
pattern of the lateral cricoarytenoid is similar, although complicated by the
participation of the muscle in voicing gestures. Most of their data do not
show a clear correlation of the activity of the sternohyoid with the position
of the accent kernel.
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The experiments described above appear to indicate a passive pitch-lower-
ing mechanism, that is, when pitch falls, the activity of the cricothyroid and
the muscles that provide medial compression decreases. However, the only
muscle that might lower pitch by increasing its activity which has thus far

,.;,been examined, the sternohyoid, does not seem to indicate a clear pattern of
-.!orrelation with pitch fall. It may be that other muscles are implicated.

The situation with respect to laryngeal adjustment at the termination of
senvvIces is complicated by Lieberman's (1967) suggestion that the fundamental
frNtileIncy fall is due to the speaker's failure to compensate at the larynx for
fallinsubglottal pressure. This suggestion would be negated by either active
or passiv laryngeal adjustment. Speakers could either decrease the activity
of the crVothyroid and its associated muscles at the end of a sentence or in-
crease thAlctivity of the sternohyoid, or some muscle with a similar activity
pattern, atIthe ends of sentences.' Inspection of cricothyroid records from
Ohala's (197N. and our own (Harris et al., 1969) work does not reveal a
characteristicVall-off in cricothryroid activity at sentence termination.
Ohala (1970) hal., suggested that the sternohyoid has a tendency to be more
active at sentence; termination, but the picture is complicated, according to
the later work ofNhala and Hirose (1970), by the tendency of the sternohyoid
to participate in gmental gestures, such as jaw opening for open vowels.
Again, other possibA active muscles have been suggested for the pitch-lower-
ing function.

In summary, then, the mechanism for raising pitch in speech has been
demonstrated several timed. When the cricothyroid contracts, pitch rises.
Other muscles that contribte to medial compression of the vocal cords also
contract, except as their fue.ls:tion is complicated by their participation in
voicing gestures. Pitch falls when the muscles that raise pitch ralax or
when subglottal pressure falls.. ,In addition, an active mechanism for pitch
lowering has been suggested, thuiqh not conclusively demonstrated. A further
complication, not discussed here;. is that actual pitch contour is influenced
by the shape of the upper vocal trIst (Flanagan and Landgraf, 1968).

The Upper Articulators

The third great group of articulatory muscles are those that are res-
ponsible for generating segmental phonemes. They, in turn, can be divided
into a palate group, a tongue group, a group responsible for raising and
lowering the jaw (which we will not describ0, and those muscles of facial
expression that act to mold the lips. For the linguist, it is probably con-
fusing and unnecessary to supply an enormous list of muscle names and func-
tions, cribbed chiefly from anatomy texts, which are not at present fleshed
out by many physiological studies of muscle function in speech. However,
sketching the anatomy of the oral region gives one a somewhat better idea
how muscular organization limits vocal-tract shape. For the anatomically
inclined, van Riper and Irwin (1958), some years ago, 104de some detailed
guesses as to the muscle action involved in forming the .'..rowels and consonants
of American English. It is hard to see how these guesses could be improved
on by anything except positive information.

The Tongue. Let us begin with the tongue. It has two great muscle systems- -
extrinsic muscles, which connect the tongue to another structure, and
intrinsic muscles, whose fibers run entirely within the tongue body.
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The tongue can be moved forward by the genioglossus muscle, a fan-shaped
muscle whose fibers make up a great part of the core of the tongue. It can
be moved up and back by the styloglossus, which runs from the sides and
back of the tongue to the styloid process of the skull just behind the ear.
It can be moved down and back by the hyoglossus, which runs from the sides
of the tongue to the horns of the hyoid bone, a horseshoe shaped bone which
forms an underpinning for the tongue. In addition to direct pull in these
three directions, the tongue may be pulled in the same directions by muscles
connecting the hyoid bone to other structures.

The intrinsic muscles of the tongue are named for their fiber directions:
the transverse and vertical muscles, which probably groove and flatten the
tongue, and the inferior and superior longitudinals, which probably curve the
surface up and down. It is generally believed that these muscle fibers act
together to shape the tongue tip.

There has been very little electromyographic work on the tongue. The
technical problems involved are quite difficult; in particular, the question
of what muscle is being examined when a probe is inserted makes assignment of
function very difficult. The recent development of a flexible wire electrode
(Hirano and Ohala, 1969) should greatly facilitate work of this type in the
future. However, our knowledge of the movements of the tongue and its
associated stuctures has been greatly enlarged by two recent cineradiographic
studies by Houde (1967) and Perkell (1969). Most of their discussion is
concerned with general models of the articulatory process; two specific
hypotheses might perhaps better be described here.

The first is the observation by Perkell that the vowels of American
English conform to the tense/lax description proposed originally by Jakobson
et al. (1963) and discussed at greater length by Chomsky and Halle (1968).
The latter state:"Tense sounds are produced with a deliberate, accurate,
maximally distinct gesture that involves considerable muscular effort; non-
tense sounds are produced rapidly and somewhat indistinctly" (p. 321). Perkell
believes that he observes such differences in vocal tract adjustments of
pairs such as /i/ and /I/. H; cites the work of MacNeilage and Sholes (1964)
on the electromyographic activity of the tongue to provide further support
for this notion; they show that tense vowels have generally higher EMG voltage
levels than their lax counterparts.

Indeed, the MacNeilage and Sholes data show duration differences between
/i/ and /I/ quite clearly, as one might expect. However, if one examines
their data, the ranking of total EMG activity over all the vowels does not
conform to a tense/lax classification. Furthermore, the MacNeilage and Sholes
data are taken from a very restricted set of sampling points and, consequently,
cannot be used for inferences about activity in the tongue musculature as a
whole.

Perkell suggests also that the ex:nrinsic muscles of the tongue are used
for vowel production, while both intrinsic and extrinsic muscles are used
for consonants. He points out that the tongue behaves like a semirigid body
in the production of vowels: its shape is more or less constant, and it is
moved into target position by the extrinsics. The same observation of the
constancy of the tongue shape is made by Houde (1967). At present, it is not
possible to assign this result to a specific muscle set. Perkell believes
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that the intrinsic tongue muscles are particularly implicated in consonant
production. It seems reasonable that the intrinsic muscles of the tongue
should be responsible for the complicated shaping of the tip in producing
apical consonants. It is less easy to see how they could be primarily res-
ponsible for /k/ closure. In this case, the extrinsic muscles may well pull
the body of the tongue up and back, without changing its shape in detail.
Of course, any such hypothesis must wait on the development of better tech-
niques for electromyographic study of the tongue muscles. It would be inter-
esting to evaluate the nypothesis with a wider range of back tongue consonants
than Perkell uses.

The Velopharyngeal Closure System. Velopharyngeal closure has probably been
more extensively studied by physiological techniques than has any other part
of the speech mechanism. The reasons for this have to do with the clinical
problems of its repair.

The action of the palate in making velopharyngeal closure has been
studied by both X-ray and electromyographic techniques. X-ray studies are
summarized by Bjork (1961) and Nylen (1961). Electromyographic studies are
summarized and extended in a recent monograph by Fritzell (1969).

Briefly, velopharyngeal closure is accomplished by elevating the soft
palate to block the nasal passageway when an oral sound is produced. The
chief active agent would appear to be the levator palantini muscle, which
makes up the bulk of the soft palate (Fritzell, 1969). Older accounts
(Bloomer, 1953) suggest that velopharyngeal closure is accomplished by a
kind of "purse-string" action--that is, the sides of the pharyngeal port
come in as the palate elevates, while the posterior pharyngeal well comes
forward, More recent X-ray studies suggest that this purse-string action
of the posterior pharyngeal wall is not common in normal speakers (Hagerty
et al., 1958). Furthermore, one EMG study (Harris and Schvey, 1962) has
shown that, while the muscles of the upper pharyngeal wall are quite active
in speech, this activity is not well correlated with the action of the palate.
However, it can be shown to be a mechanism occasionally used in effecting
velopharyngeal closure in persons with insufficient tissue to make the
closure with the velum alone. This difference in mechanism is interesting
from the point of view of the general theory of phoneme formation, since it
suggests that a wide range of individual differences in gesture are possible
for the achievement of the same result.

A second interesting question about articulatory dynamics has been
raised in discussion of the nature of velopharyngeal opening after closure.
The situation is very much like that for pitch lowering. It is not clear
whether velar opening is under active muscular control or whether it is
accomplished by gravity. in addition to the relaxation of the muscles of
velar closure. Fritzell (1969) has some preliminary data which suggest that
there is active contraction of muscles which lower the velum when a nasal
follows an oral consonant--that is, that there is active velar lowering--but
further research is clearly necessary on this point.

Another question that has been studied is how many different degrees of
velar activity are necessary in speech--i.e.,whether there is a partial re-
organization of the oralization gesture which depends on other aspects of
the phoneme. Fritzell (1969) presents clear evidence which supports the earlie
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work of Lubker (1968) by showing that the extent of palate movement for high
vowels is greater than for low vowelsthat is, that the oralization gesture
is reorganized. We will discuss this result further below.

Facial Muscles. The third great group of muscles involved in articulation
are those that shape the lips--also known as the muscles of facial expression,
for obvious reasons. Generally speaking, the muscles shaping the mouth can
be conceived as falling into two functional groups: the orbicularis oris
fibers, which form a heavy band around the mouth opening and act in sphincter
fashion to round and purse the lips, and a series of muscle bundles that
insert radially into the oris bundle from various directions. These bundles
have an action that depends on their insertion--to pull the upper lip up, to
pull the lower lip down, and to spread the lips laterally. In general, all
the labial consonants of English show an implosion peak of orbicularis oris
activity and an explosion peak in the muscles that withdraw the lips.

In general, it has been found that the size of the closure peak for
English /p/, /b/, and /m/ appears to be the same regardless of the following
vowel or which of the three consonants is being produced (Harris et al., 1965;
Fromkin, 196; Tatham and Morton, 1968). One study (Ohman, 1967c), however,
has found a small difference between closure peak sizes for /p/, /b/, and
/m/ (using a Swedish speaker). The size of the explosion peak in the muscles
that withdraw the lips varies systematically with the following vowel (MacNeila
and deClerk, 1969). All these results will be discussed below in connection
with theories about motor organization in speech.

THE ORGANIZATION OF SPEECH

Both MacNeilage (1970) and Ohman (1967c) have concluded that a description
of articulatory dynamics should have the phoneme as its basic unit, in spite
of the elusiveness of its physical manifestations. As we have seen, there
is nothing necessary about this view of the articulatory process. Mattingly's
chapter of this volume summarizes some of the problems of this point of view
as a scheme for speech synthesis. In this section, we will try to indicate
the problems in view of what is now known about physiological articulatory
phonetics.

Allophonic Variants

We have already discussed MacNeilage's (1970) suggestion that if the
phoneme is to be considered as a basic unit, it must be stored in the nervous
system as a positional target rather than as a movement. He suggests that the
motor system is controlled by the results of an internal specification of
certain spatial targets. This accounts, presumably, for the results of
MacNeilage and deClerk (1969), who showed that, in the production of CVC mono-
syllables, the lingual electromyographic signals for the vowel are regularly
conditioned by the preceding consonant. Fromkin (1966) and Ohman (1967c)
have shown similar results for the muscles controlling the lips. For example,
Fromkin showed that the amount of activity associated with the rounded vowel
/u/ is greater in the context /dud/ than in the context /bub/, presumably
because in the latter context the lips are closer to the rounding target for
the vowel than in the former.
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phoneme, it is still in question whether stress allophones of the phonemes
are commonly preserved--that is, whether phonemes are more strongly artic-
ulated in positions of heavy stress. The evidence for stress allophones
is presented in connection with the section "undershoot," below.

The question of stress comes up in connection with the "feature" argument.
Jakobson et al. (1963) proposed that certain consonants and vowels differ,
pairwise, from each other in a "tense/lax" dimension. The "tense" member of
the pair was supposed to be a more forceful articulation than the "lax."
This distinction has already been discussed relative to the vowels. The
same distinction, in their system, is meant to be the primary distinction
between "voiced" and "voiceless" consonants. In particular, /p/ is meant
to be distinguished from /b/ primarily along a tension dimension. Based on
this assumption, one would expect that the orbicularis oris contraction for
the /p/ closure would be more forceful than for the /b/ closure. This expec-
tation has been examined in four studies (Harris et al., 1965; Fromkin,1966;
Tatham and Morton,1968; Ohman, 1967c). In the first three, differences
between /p/ and /b/ have been found to be insignificant, while a very small
peak-contraction size difference was found in the fourth.

Muscular tension differences have been suggested as an explanation for
/p/ - /b/ distinctions in quite another way. Chomsky and Halle (1968),
followed by Perkell (1969), have suggested that the observed difference in
upper pharyngeal tract size is a passive response to the fact that the upper
tract muscles are "tenser" and hence hold the tract walls more rigid for the
tense consonant. The larger pharynx size for voiced consonants is confirmed
by Kent and Moll (1969). They feel, however, that the size adjustment is
under active muscular control: the extrinsic muscles act on the larynx to
lower it and hence increase the size of the upper vocal tract. The details
of this extremely complicated physiogical argument are discussed in Lisker
and Abramson (1971) and in Lisker's chapter of this volume. The weight of
the evidence seems to suggest that mechanisms other than generalized tensing
are responsible for the perceived voiced/voiceless distinction.

It is hard for me to imagine the detailed workings of a system in which
both stress differences and phonemic differences were maintained by the same
general physiological mechanism. My own present view is that the voiced/
voiceless distinction is carried by the timing of glottal adjustment, while
the peripheral articulation of cognate pairs is the same. This implies that
place and voicing features can be spatially segregated, and it also implies
general articulatory separation of features.

A preliminary study (Harris et al., 1962) suggested that the oralization
gesture might be the same for voiced and voiceless consonants and, thus,
similarly preserves the independent organization of features. However, Lubker
(1968) has shown that, for vowels, the oralization gesture, that is, the size
of the velopharyngeal closure gesture, is not independent of the vowel height.
Therefore, we cannot assume a general orthogonal articulatory organization of
features.

If we assume that phonemes are stored as constant targets, we must develop
ways of specifying and explaining the obvious failure of the articulators to
move from one invariant target to the next in running speech. Using Ohman's
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terminology, three mechanisms have been proposed to account for allophonic
variation--reorganization, undershoot, and coarticulation.

Reorganization

"Reorganization" is a grab-bag term intended to cover cases where allo-
phones have different articulations in a fundamental sense-i.e., there is a
context-dependent change in feature specifications. The two examples given
by Ohman, devoicing of final voiced consonants in German and Russian and
quality alternations of vowels under vowel harmony, are language specific;
at present, no general theory of speech production accounts for the particular
circumstances in which reorganization should occur. However, the other two
mechanisms are presumed to have universal application, and some general state-
ments have been made about them.

Undershoot

Undershoot results when "an incomplete articulatory gesture is interrupt-
ed by a neural command that brings about the next gesture of the utterance."
The key experiment for the demonstrations of undershoot was performed by
Lindblom (1963) on vowel reduction. He had subjects produce CVC syllables
in a sentence frame such that the stress on the syllable was varied. As a
result, the duration of the vowel varied; the shorter the vowel, the further
from a target frequency the vowel formants fell. Lindblom was able to show
that the failure of target attainment for the vowel could be predicted from a
simple model. In the model, there is presumed to be a simple activating
command for each of the three phoneme elements of the syllable. Due to such
factors as the inertia of the articulatory structures, there is a time delay
between the arrival of the command and movement completion. If successive
commands arrive fast enough, the moving articulators will not attain target
position. Lindblom also showed that the acoustic effects of increased speak-
ing rate on vowel target attainment are the same as reduced stress.

Lindblom's model is based on the assumption, mentioned above, that stress
does not affect the magnitude of vowel commands but merely their timing.
Although he does not examine the question, it seems likely that he intends
the undershoot mechanism to apply to consonants as well as vowels.

No electromyographic studies have been made, so far as I know, to test
Lindblom's undershoot model directly. However, the prediction, by extrapola-
tion, to the EMG level should be that, under conditions of varying stress, the
EKG signals associated with phonemes remain constant but the spacing between
them is altered. We do not have evidence about the behavior of vowels under
varying stress, but we have performed a relevant experiment on consonants
(Harris et al., 1968). When we compared the amplitude of electromyographic
signals (orbicularis muscle) in words that were heavily emphasized in sentences
with the same words unemphasized, we found that the stressed amplitude was
some 10-20 percent greater. However, changes in lexical stress were not
accompanied by amplitude changes. Fromkin in an earlier study (1966) has shown
a larger amplitude in the orbicularis signals for initial /b/ closure in words
than for terminal /b/ closure, although a related study (Harris et al., 1965)
did not show a similar effect. From what we know about the way in which the
EMG signal is related to the resulting articulatory motion, a larger amplitude
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of EMG signal is translated into a faster acoustic transition and/or a more
extreme articulatory position. Lindblom's model implies that this does not
happen. It seems important to perform a direct EMG-analog of the Lindblom
experiment and also to check the limits of the size effect. On the basis of
present knowledge, a size change effect sometimes does occur. However, this
may or may not represent an extreme maneuver, outside the range of the normal
stress variation studied by Lindblom. Certainly, a system with signals of
variable spacing but constant size is somewhat simpler to analyze than one
in which signal size varies with stress and tempo of articulation.

Anticipatory Coarticulation

It has long been recognized that certain characteristics of a phone are
likely to be anticipated in running articulation. For example, if a vowel
is rounded, signs of the vowel rounding will occur in the articulatory ges-
ture of the preceding consonant. Of course, this anticipation will act to
produce different target configurations for the same phone in front of other
different phones, with consequent acoustic and elecrromyographic effects.

This phenomenon appears to arise in a sequence of phones, the second of
which is marked with respect to a characteristic that is unmarked in the
first. For example, in English, the vowels are marked with respect to round-
ing, while many consonants are not. Therefore, such a CV sequence will show
vowel rounding during the consonant. Similar types of anticipation during
consonant production of aspects of the vowel are shown by MacNeilage and de-
Clerk (1969). The determinants of the length of an anticipatory sequence are
not known. Kozhevnikov and Chistovich (1965) have suggested that coarticula-
tion boundaries act to delimit the syllable. In their model, the commands
for a syllable are specified simultaneously with the start of the first com-
mand for which the commands are noncompleting, or at the syllable boundary.
Consequently, there is variable coarticulation within the syllable but mini-
mum coarticulation between syllables. Two recent experiments, by Daniloff
and Moll (1968) and by Amerman et al. (1970), appear to contradict this view.
Using measurements of X-ray film, they were able to show that coarticulation
may extend over several phoneme units, even when word or sypable boundaries
occur in the sequence. Some acoustic measurements made by Ohman (1966) of
VCV sequences similarly show anticipatory coarticulation of the second vowel
across the consonant, i.e., across the syllable boundary. He suggests that
consonant gestures are somehow superimposed on slowly varying vowel targets.
In all these examples, characteristics of the vowel are anticipated through
a string of consonants. However, Amerman et al. cite an as yet (1970) incom-
pletely reported experiment which shows anticipation of nasalization through
a vowel sequence, again without regard to syllable boundaries.

No present model of articulatory behavior seems adequate to describe
the circumstances and extent of anticipatory coarticulation. Syllable
boundaries do not seem, in fact, to play the essential role that Kozhevnikov
and Chistovich suggest. At least on the basis of present information,
there does not seem to be the distinction of function between vowels and con-
sonants in coarticulation that &man describes. Henke (1967) posits that
each phoneme can be specified as a bundle of features, although each phoneme
is not specified with regard to each feature. In the production of any se-
quence of phonemes, a high-level scan looks ahead from one positive value of
a feature over a series of neutral values to the next specific positive -slue
of the feature. However, Henke's description does not specify the time course
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of anticipatory coarticulation in detail or, indeed, what characteristics of
intervening phones affect it.

In short, then, although we are in a position now to specify some appar-
ently general mechanisms that interfere with attainment of constant target,
the scope of there mechanisms is not presently understood. One further ques-
tion is how egen approximate target maintenance is achieved. The usual ex-
planation proposed (by MacNeilage, for example) is that the speaker keeps
tract of articulatory position by feedback of some sort.

The Role of Feedback

Two types of feedback are clearly used at some stage in language develop-
ment The first of these is acoustic feedback. Acoustic feedback is clearly
necessary for adequate speech development, as is demonstrated by the comm.,
failure of deaf children to speak intelligibly. Indeed, it has been suggested
by Whetnall and Fry (1964) that children whose hearing is seriously impaired
will speak normally if the remaining hearing is efficiently used. They sug-
gest that the essential prerequisite to intelligible speech is an asscciation
between an articulation and some form of acoustic image, even if the acoustic
image is seriously distorted.

Acoustic feedback has a somewhat more equivocal role in speech that has
already developed. Noise masking of speech has little or no effect on speech
intelligibility in adult speakers (see, for example, Ringel and Steer, 1963).
Anecdotal experience suggests that traumatic deafness, in adulthood, does not
cause immediate degradation of speech quality. On the other hand, continuous
acoustic monitoring must have some role in speech maintenance; the speech of
deafened adults does apparently deteriorate eventually, although this phenome-
non has not been adequately studied. Furthermore, delayed auditory feedback
has devastating effects on speech. In the delayed auditory feedback situa-
tion, the speaker is fitted with earphones and hears his own speech after a
delay; the appropriate delay will cause slowing of speech, distortion of
production, and stuttering (Fairbanks and Guttman, 1958). In summary, then,
continuous auditory monitoring appears to be unnecessary for speech produc-
tion, but maintenance of normal articulation cannot survive serious distor-
tion or deprivation of auditory feedback.

The second type of feedback believed to be important for the preservation
of the integrity of speech is the feedback from the oral articulatory struc-
tures. This feedback may be one of two types, although they are not clearly
distinguished in much of the literature. First, important feedback informa-
tion may be conveyed by sensations arising from contact between oral struc-
tures, for example, the contact between the hard palate and the tongue tip.
It is well known that the whole oral area is well endowed with sensory recep-
tors for touch and pressure; Ringel (1970) has recently reviewed the litera-
ture on sensitivity of the oral region.

A second type of feedback that may be important in phoneme target main-
tenance is proprioception, defined by Scott (1970) as "the sensation which re-
sults in knowledge...of articulator position and movement which is tradftion-
ally believed to be mediated by muscle and jaw receptors," that is, information
about the state of the muscle itself. Appropriate muscle receptors have re-
cently been located in the laryngeal muscles by Baken (1969). The evidence for
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appropriate receptors in the supralaryngeal muscles is summarized by Scott.

Assuming that such a mechanism is present, there is still the question
of whether it is used in moment-to-moment monitoring of articulator position.
Three types of evidence have been offered.

First, there is some clinical evidence that persons with reduced somes-
thetic perception will have deficient speech. MacNeilage et al, (1967)

studied a patient with a grossly disturbed somesthetic system whose speech
was almost wholly unintelligible. Cases of this sort, however, are difficult
to classify. MacDonald and Aungst (1970) studied another patient who might be
described as having the same pattern of deficit but whose speech was, to ear
at least, perfectly normal.

Perhaps more convincing evidence comes from experiments on oral stereo-
gnosis. It has been shown (Shelton et al., 1967) that normal arlults can
recognize three-dimensional objects which are placed in their mouths. A
recent study (Ringel et al., 1970) has shown that children with articulatory
deficiencies are significantly less proficient at the oral stereognosis task.
However, the oral stereognosis task is rather complicated, and its association
with other types of performance has not yet been thoroughly studied.

A second type of evidence for the importance of sensory feedback in speech
maintenance comes from examinatior of the effects o' anesthetization of parts
of the upper vocal tract. The classic study was performed by Ringel and
Steer (1963) and has recently been repeated with some technical improvement by
Scott (1970). In Scott's study, injection of topical anesthetic was believed
to eliminate sensation from surface receptors in the tongue, palate, teeth,
lips, and oral mucosa. Since the innervation of the kinesthetic receptors
in the oral region is not completely understood, it is not known whether feed-
back from them was also blocked.

The chief effects of the multiple deprivation appear to be a reduction
of the al 1.ity to refine labial and tongue blade and tip articulations, although
speakers are able to maintain fairly intelligible speech. The interpretation
of the findings as to feedback is, however, open to some question.

A recent experiment by Borden (reported by Harris, 1970) shows that,
when the sensory block from the tongue is performed as in the experiments
cited above, two of the muscles that may control positioning of the tongue
tip can be paralyzed by spread of the injected anesthetic. It is not clear,
then, the extent to which the results obtained are due to surface sensory
deprivation, kinesthetic sensory deprivation, or motor paralysis.

The third type of evidence is from experiments where a significant cor-
relation has been shown between successive aspects of the articulation of a
syllable (MacNeilage, 1969; Ohala, 1970; Kozhevnikov and Chistovich, 1965).
For example, the latter authors show a positive correlation between maximum
jaw opening and the velocity of jaw opening and closing in the production of
CVC monosyllables.

Kozhevnikov and Chistovich (1965) concluded, from the results of an earlier
experiment: "Lowering of the...lower jaw must lead to a reflexive increase in
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excitability of the centers of antagonistic muscles, while excitability must
increase all the more with a greater drop of the...lower jaw." Ohala felt
that "this...gives fairly good evidence of the presence and use of short-term
feedback to make quick adjustments of articulator movement in speech" (p. 41).
Again, the argument seems to be a little difficult. First, acoustic feedback,
as well as kinesthetic feedback, was available to the subject, and second,
one could argue that the results are accounted for by some general fluctuation
in excitability affecting several successive gestures, rather than an actual
feedback of one upon the next. One must agree with MacNeilage that the
evidence for closed-loop control of speech is suggestive rather than definitive.

PHYSIOLOGICAL REPRESENTATION OF THE PHONEME

On the basis of our present knowledge, we appear to have failed to find
a simple, absolutely invariant correlate of the phoneme at the peripheral
levels thus far investigated.

The inertia of articulatory structures clearly limits the extent to which
invariant positions can be attained on a phoneme-by-phoneme basis. Further-
more, there is considerable temporal uncertainty as to the time of application
of parts of commands corresponding to a single perceptual phoneme entity. We
should perhaps have anticipated the failure to find shape invariance, since
attempts to find acoustic invariance, even for single speakers, have failed
in the past. Clearly, if a listener extracts a string of invariant phonemes
from the acoustic flow, he must do so on the basis of running perception of
units that are larger than phoneme size, although strict syllable-by-syllable
chun%ing does not seem to work very well either. Since there is no phoneme-
by-phoneme progression in articulation, there is no need for precise closed-
lcap feedback control of articulatory position, nor is the evidence for such
feedback very strong. Monitoring appears to be necessary only in some more
general sense.

On the other hand, we do not appear to be very far away from appreciating
the proper size of physiological segments. No one has proposed that artic-
ulatory context dependencies extend very far. If the syllable, as traditionally
defired, is not the proper pize unit, it is probably quite close to it. Only
by careful, continuing study of articulatory coarticulation can we refine our
knowledge of the field size over which perceptual scanning operates.
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RESEARCH ON SOME BASIC ASPECTS OF THE LARYNX

The origin of the larynx is seen in a simple sphincter mechanism at the
entrance of the airway of the lungfish. Along the evolutionary path, the
larynx has been modified to a complicated structure with several cartilages
and muscles. Although the original sphincteric use remains unchanged, some
additional functions have been developed for the larynx along with its
structural modifications and with ecological variation of animals. The
relationships among anatomy, physiology, and ecology in the development of
the larynx has been well described by Negus (1962) in his famous book The
Comparative Anatomy and Physiology of the Larynx. Among those additional
functions, the most important one, especially for the human larynx, is that
of phonation. It is true that the well-developed ability to produce voice
and speech is exclusive to mankind; however, this does not necessarily mean
that the human larynx, efficient sound generator that it is, is especially
modified for this activity. As in other animals, protective closure of the
airway against foreign bodies is also a major function of the human larynx.

Many experimental studies have concentrated on features of the larynx
as a vocal organ; however, these features cannot be separated from those con-
tributing to the protective sphincteric function. Current progress in ex-
perimental phonetics requires a more profound understanding of basic laryn-
geal features. In this section, recent research will be outlined.

Structure and Function of the Laryngeal Muscles

The classical concept of the structure of the vocalis muscle was that
the muscle fibers ran parallel to the vocal ligament between the thyroid car-
tilage and the arytenoid cartilage. A report by Goerttler (1950) has stimu-
lated further examination of the fiber arrangement in the vocalis muscle.
According to Goerttler, contrary to the classical position, the muscle fibers
are divided into two groups (anterior and posterior), both of them inserting
into the vocal ligament. The anterior division of the vocalis muscle (portio
thyreovocalis) arises from the posterior surface of the thyroid cartilage and
runs in postero-medial direction; the posterior division (portio aryvocalis)
arises from the muscular process of the arytenoid cartilage andruns in
antero-medial direction. Muscle fibers of the two groups cross each other in
their course to the vocal ligament. This fiber arrangement suggests the

*Chapter prepared for Current Trends in Linguistics, Vol. XII, Thomas A. Sebeok,
Ed. (The Hague: Mouton).

+On leave from the University of Tokyo.
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possibility of opening the membranous portion of the glottis by contraction
of the vocalis muscle, which would seem to support Husson's neurochronaxic
theory of vocal-fold vibration.

Goerttler's study has been criticized by Wustrow (1952) and many other
investigators. According to Wustrow, the main fibers of the vocalis muscle
run parallel to the vocal ligament. There are a few muscle fibers that arise
from the arytenoid and insert into the vocal ligament (Goerttler's portio
aryvocalis), but they are of no importance in controlling glottal opening.
There are no muscle fibers inserting into the vocal ligament from the thyroid
cartilage (Goerttler's portio thyreovocalis). Wustrow also divided the
fibers of the vocalis muscle into two groups. Both arise from the thyroid
cartilage, one superior to the other, and insert into the arytenoid carti-
lage; the superior group runs to the vocal process of the arytenoid carti-
lage, while the inferior group reaches a point lateral to the vocal process.
Thus, the two muscle bundles are parallel to each other when the arytenoid
cartilage is abducted but twisted when the cartilage is adducted. Wustrow's
findings have been accepted by many investigators.

Sonesson (1960) agreed with Wustrow on the course of the muscle fibers,
as weal as the correlation between their origin and insertion. but he
claimed that the vocals muscle could not be divided into two groups ana-
tomically. Nakamura (1965), who reported the absence of Goerttler's portio
thyreovocalis, claimed functional importance for the fibers running from the
arytenoid cartilage to the vocal ligament. Quite unique is the finding of
Zenker (1964), who claimed that most of the muscle fibers do not go all
the way from the thyroid cartilage to the arytenoid cartilage. According to
him, many fibers end within the muscle and are connected with each other
there. There are various kinds of muscle-fiber connections. One of them is
a chain et muscle fibers with intermediate tendons. Another shows insertion
of some muscle fibers into the perimysium (a sheath of connective tissue) of
one or of several muscle fibers. Thus, fibers of the vocalis muscle form
complicated networks which are quite different from the parallel arrangement
of the fibers as described by Wustrow or by Sonesson. Zenker concluded that
the complex networks of muscle fibers contribute greater plasticity to the
vocal folds.

In the vocalis muscle, many investigators agree on the existence of
another group of muscle fibers rising from the arytenoid cartilage and in-
serting into the conus elasticus, which is a membranous, elastic connective
tissue extending from the under surface of the vocal folds to the subglottal
wall. Takase (1964), in his comparative anatomical study, claimed that this
muscle-fiber group was phylogenetically more important than the portio ary-
vocalis. Schlosshauer and Vosteen (1957) and Hiroto (1966) have pointed out
that contraction of these muscle fibers contributes to changing the shape of
subglottal wall, which is shown in a frontal X-ray tomogram. Tomograms show
the subglottal wall to be dome shaped during phonation but much less so during
respiration.

Functional characteristics of the individual laryngeal muscles have been
studied by examining contraction properties of the muscles. This can be done
by recording the mechanical force or displacement caused by the contraction
of the muscle. A single twitch contraction takes place as a response to a
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single stimulation applied either directly to the muscle or to the muscle
nerve. When both of the muscle endings are fixed, thus keeping the muscle
length constant, muscle tension is increased by an isometric contraction of
the muscle. When one end of the muscle is pulled by a constant external
force, the muscle length is decreased by an isotonic contraction. We can
record these mechanical changes along the time course of the muscle contrac-
tion. Time from the beginning to the peak of the twitch contraction is
called contraction time, and from the peak to the end of the contraction,
relaxation time. There are two kinds of muscles, fast muscles with shorter
contraction time and slow muscles with longer contraction time. Relaxation
time is shorter in fast muscles and longer in slow muscles. Repetitive stimu-
lation evokes a chain of overlapping twitches which result in a greater con-
traction. With an increase of the frequency of repetitive stimulation, more
overlapping takes place between twitches and finally a complete mechanical
fusion of the individual twitches (complete tetanus) is reached. Minimum
frequency of stimulation to obtain complete tetanus of the muscle is called
fusion frequency. Fusion frequency is higher for fast muscles and lower
for slow muscles. The ratio between maximum tetanus tension and maximum
twitch tension (in isometric contraction) is called tetanus-twitch ratio. A
greater tetanus-twitch ratio implies a wider range of variation in the extent
of contraction of the muscle (Martensson, 1968). These measures represent
main mechanical properties of muscles.

Martensson and Skoglund (1964) measured contraction Lime in isotonic
contraction of the laryngeal muscles of the dog and other animals. In the

dog, contraction time was 14 msec for the thyroarytenoid, 16 msec for the
lateral cricoarytenoid, 30 msec for the cricothyroid, and 35 msec for the
posterior cricoarytenoid muscle. Similar results were obtained for the
thyroarytenoid and the cricothyroid muscles of the cat, the rabbit, and
the monkey, while the contraction time was longer for muscles of the sheep.
According to MArtensson and Skoglund, contraction of the adductor muscles
of the larynx, i.e., the thyroarytenoid and the lateral cricoarytenoid, is
very fast and is surpassed only by the external eyeball muscles (8-10 msec).
Among the laryngeal muscles, the cricothyroid and the posterior cricoary-
tenoid are relatively slow. They also measured tetanus-twitch ratio
(Te/Tw) and fusion frequency (F.F.) for isometric contraction of the thyro-
arytenoid and cricothyroid muscles of the dog. The values are 400 pulses
per sec (F.F.) and 10:1 (Te/Tw) in the thyroarytenoid muscle and 300 pulses
per sec and 5:1 in the cricothyroid muscle. They claimed that fast con-
traction of the adductor muscles is important in closing the glottis fast
enough for effective protection of the respiratory organ against foreign
bodies and that the capacity for quick changes in muscle tension is also
useful for the regulation of voicing.

Hast (1966a, 1967) also examined the mechanical properties (in isometric
contraction) of the cricothyroid and thyroarytenoid muscles of the dog and
the thyroarytenoid muscle of the cat. His data for the dog were similar to
those of MArtensson and Skoglund, i.e., contraction time of the thyroary-
tenoid muscle was very short (14 msec), while that of the cricothyroid mus-
cle was longer (39 msec). On the other hand, contraction time of the thy-
roarytenoid muscle in the cat was 22 msec, which is longer than that of the
dog and does not agree with the results of MArtensson and Skoglund. Hast
concluded that the thryoarytenoid muscle contributes to rapid adduction of
the glottis as well as to regulation of vocal-fold tension and length, while
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the cricothyroid muscle serves primarily as a regulator of gross vocal-fold
tension and length. He justified his finding of longer contraction time
in the cat by arguing that phylogenetically the larynx of the cat, is more
primitive than that of the dog. In a later report, Hast (1969) examined
the Hynan gibbon, the rhesus macaque, and the squirrel monkey in comparison
with the dog and the cat for the contraction properties of the cricothyroid
and thyroarytenoid muscles. Values obtained from these primates agreed with
those of the dog but not of the cat. Muscles of the cat were slower than
for the other animals examined, although a similar relationship was found
between the cricothyroid and thyroarytenoid muscles. This pattern of
species difference is consistent with differences in laryngeal structure.
The larynx has a double sphincter (superior and inferior, i.e., false folds
and true vocal folds) in the dog, the monkey, and man, while there is a
single-valve sphincter in the cat. Hast then concluded that experimental
results obtained from the dog's larynx, which is anatomically and physio-
logically closer to the larynx of primates, would be more valuable for the
study of the human larynx.

Hirose et al. (1969) also reported on the contraction properties of
the cricothyroid, thyroarytenoid, and posterior cricoarytenoid muscles of
the cat. Data for the cricothyroid and the thyroarytenoid were similar to
those of Hast. The cricothyroid muscle was slower than the thyroarytenoid
in both contraction time and fusion frequency, but the posterior cricoary-
tenoid muscle was as fast as the thyroarytenoid.

The contraction properties presented by the several authors here are
summarized in Table 1. Also in the table are measurements of extrinsic
laryngeal muscles of the dog (Hast, 1968) and fast and slow muscles of the
extremities. In general, intrinsic muscles can be classified as fast mus-
cles; among them, the cricothyroid is slower than the others. The laryngeal
muscles of the cat are slower than those of the other animals examined.
The data seem to be consistent with the results of Dunker (1968) in whose
experiment submaximal stimulation of the recurrent nerves of the dog caused
a visible adduction of the vocal folds after each stimulus up to a frequency
of 60 pulses per sec. At this frequency, however, the amplitude of oscilla-
tory movement of the vocal fold decreased to one-tenth of the maximum ex-
cursion. For a higher frequency of stimulation the vocal folds remained
still in the median plane of the larynx.

Biochemical and histochemical studies in combination with examinations
of microstructures have revealed certain other aspects of basic muscle fea-
tures. There are generally known to be two kinds of muscles (or muscle fi-
bers), red and white. The red muscle contains a large amount of myogldkin
and carries on an aerobic metabolism. A tonic, or sustained, contraction
is a functional characteristic of this muscle. The white muscle, which
shows phasic or transitional contraction, contains a small amount of myo-
globin and carries on an anaerobic metabolism. Human muscles are mixtures
of white and red muscle fibers. It is said that a predominantly white mus-
cle is functionally more phasic and a predominantly red muscle, more tonic.

Gerebtzoff and Lepage (1960) concluded from their histochemical studies
that intrinsic laryngeal muscles are not suitable for rapid response to
stimuli but rather for tonic contraction under control of the proprioceptive
reflex mechanism.
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TABLE 1: MECHANICAL PROPERTIES OF THE LARYNGEAL MUSCLES

From Martensson and Skoglund (1964):

F. F. (spc) Te/TwC. T. (msec)

Cricothyroid

Dog 35 >300 5:1

Cat 15-20

Monkey and Rabbit 25-30

Sheep 50-60

Thyroarytenoid

Dog 14 >400 10:1

Cat 9-13

Monkey and Rabbit 8-10

Sheep 15-20

Lat. Cricoarytenoid

Dog 16

Post. Cricoarytenoid

Dog 30

From Hirose et al. (1969):

(Cat) C. T. (msec) H. R. T. (msec) F. F. (spc) Te/Tw

Cricotyroid 44 41 44 4.3:1

Thyroarytenoid 21 27 ;2100 7.5:1

Post. Cricoarytenoid 22 29 >100 3.4:1

Note:

C. T. (contraction time): Time from the beginning to the peak of the twitch
tension.

H. R. T. (half relaxation time): Time for decay of the twitch tension from
the peak to one half of the peak tension.

F. F. (fusion frequency): Minimum frequency of repetitive stimulation for
complete tetanic contraction.

Te/Tw (tetanus twitch ratio): Ratio of the maximum tetanus tension to the
maximum twitch tension.

Continued
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Table 1 (cont.)

From Hast (1969):

(msec) H. R. T. (msec) F. F. (spc) Te/TwC. T.

Cricothyruid

Hynan Gibbon 39 36 43 3.4:1

Rhesus Macaque 36.4 23.2 49 4.4:1

Squirrel Monkey 18.8 13.6 83 4.6:1

Dog 39 32.3 45 4.2:1

Cat 52.8 42.4 37 3.7:1

Thyroarytenoid

Hynan Gibbon 16 17 95 5.9:1

Rhesus Macaque 14 14.4 112 7.1:1

Squirrel Monkey 13.2 14 116 6.0:1

14 18 114 6.2:1

Cat 22 20 73 5.0:1

Contraction Time in Extrinsic Laryngeal and Other Muscles:

C. T. (msec) Author

Extrinsic Laryngeal Muscles

Thyrohyoid (dog)

Sternohyoid (cat)

External Eye-Ball Muscles

Rectus Lat. Oculi (dog)

Rectus Med. Oculi (cat)

Limb Muscles

Tibialis Ant. (dog)

Tibialis Ant. (cat)

Crureus (cat)

SUeus (cat)
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Studies on muscle microstructure have revealed that the mitochondrion,
an intracellular granule, is relevant to cell metabolism; it is known that
a large population of mitochondria indicates a higher rate of aerobic meta-
bolism. Use of the electron microscope has made for great progress in the
study of mitochondria. Berendes and Vogell (1960) found that the popula-
tion of mitochondria is higher in the vocalis than in the cricothyroid and
other laryngeal muscles. The authors concluded that the vocalis muscle re-
ceives a better energy supply and so can contract and relax more rapidly
then the other muscles. Later, however, Berendes (1964) revised this opinion
in agreement with the findings of Matzelt and Vosteen (1963) and Ganz (1962,
1964).

Matzelt and Vosteen (1963) have shown that patterns of enzyme activities
indicate more aerobic metabolism in the laryngeal muscles of humans than in
some skeletal muscles, such as the quadriceps and the sternocleidomastoideus.
Among the laryngeal muscles, aerobic metabolism was highest in the posterior
cricoarytenoid, while it was lowest in the vocalis muscle, and the arytenoid
and cricothyroid were ranked between them. Two types of mitochondria were
observed, larger ones on the surface of the muscle fiber and smaller ones
between the myofibriles inside the muscle fiber. A dense population of mito-
chondria, especially the small type, was found in the posterior cricoarytenoid
muscle. The other laryngeal muscles had far fewer mitochondria. Both meta-
bolic and electron-microscopic studies showed a clear distinction between the
posterior cricoarytenoid muscle and the other laryngeal muscles, while the
vocalis muscle was not distinguishable from the others. Matzelt and Vosteen
interpreted this as an indication of functional specialization of the posterior
cricoarytenoid muscle, which is the only abductor muscle of the glottis
working against the adductor muscle group. According to Bowden and Scheuer
(1960), the muscle mass of the adductor group is four times as large as that
of the abductor muscle. Matzelt and Vosteen pointed out that a certain part
of the vocalis muscle showed a relatively dense population of mitochondria
which might have given rise to a sampling error and, hence, an overestimation
of the total number of mitochondria in the above mentioned work by Berendes
and Vogell (1960).

Ganz (1962, 1964) studied the capillary blood supply and enzyme activity
in the human /aryngeal muscles. Capillary development was found to be much
better in the intrinsic muscles than in the thyrohyoid muscle, which is one
of the extrinsic muscles. Among the intrinsic muscles, the greatest capillary
development was seen in the cricothyroid, followed by the arytenoid and the
vocalis. In the vocalis muscle there was a fairly well-developed capillary
suppl. for the part close to the vocal-fold margin. The location seems to
be identical with the one where Matzelt and Vosteen, and probably Berendes
and Vogell, found a relatively dense population of mitochondria. Ganz's
enzymatic results were similar to those of Matzelt and Vosteen. Aerobic
metabolism was most conspicuous in the posterior cricoarytenoid guscle and
secondly in the arytenoid muscle, followed by the vocalis and the crico-
thyroid. Far less aerobic metabolism was found in the thyrohyoid muscle.

In their histochemical study of the larynx of the dog, Tomita et al.
(1967) reported that the distribution ratio of red muscle fibers to white
fibers is approximately 1:1 in every intrinsic laryngeal muscle, while it is
1:1.5 in the femoral muscle. They also found a lower rate of anaerobic
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metabolism in the laryngeal muscles than in the femoral muscle but higher
than in the heart muscle or the diaphragm. They could not find significant
differences among the laryngeal muscles. From the histochemical evidence,
Tomita et al. concluded that the intrinsic laryngeal muscle is more tonic
than the femoral muscle and more phasic than the heart muscle and the dia-
phragm.

Kawano (1968) also reported a biochemical and electron-microscopic
study of the laryngeal muscles. In the dog, the laryngeal muscles consumed
more oxygen than the femoral muscle and less than the heart muscle. Among
the laryngeal muscles, oxygen consumption was greatest in the cricothyroid
muscle, moderate in the posterior cricoarytenoid, and least in the vocalis
muscle. The laryngeal muscles of the dog contained more mitochondria than
the femoral muscle and fewer than the heart muscle. Among the human
laryngeal muscles, oxygen consumption was greatest in the arytenoid muscle,
followed by the vocalis, the posterior cricoarytenoid, the thyroarytenoid,
and the lateral cricoarytenoid muscle in descending order. The number of
mitochondria was highest in the arytenoid muscle, followed by the posterior
cricoarytenoid, the vocalis, the cricothyroid, and the lateral cricoaryte-
noid in descending order.

In summary, these biochemical and electron-microscopic studies show
that aerobic metabolism is more active in intrinsic laryngeal muscles than
in skeletal muscles, and in this respect, the laryngeal muscles may be
ranked between the skeletal muscles and the heart muscle. Among the laryn-
geal muscles, a higher aerobic metabolism in the posterior cricoarytenoid
muscle has been reported by some investigators, while none of the reports
claimed any special character for the vocalis muscle or the cricothyroid
muscle. Functional characteristics of the laryngeal muscles Implied by
these data seem to be quite different from those indicated b1 the data
on mechanical properties. At this point, we should note the discussion of
Matzelt and Vosteen (1963), who claimed that one must not expect easy
correspondence between metabolic findings and functional characteristics,
such as white v'. red or phasic vs. tonic, for the laryngeal muscles.
Martensson (1964 also warned that direct inference from the findings in
microstructure, such as the mitochondrion, to the mechanical properties of
the laryngeal muscles might be risky. This caution still seems to be
warranted. Further research is needed to reach a deeper understanding of
the nature of the laryngeal muscles.

Functional Anatomy of the Cricoarytenoid Joint

Movement of the two arytenoid cartilages is the only factor that is
relevant to the opening (abduction) and closing (adduction) of the vocal
folds. Each arytenoid is connected to the cricoid cartilage by way of the
cricoarytenoid joint.

Studies on the functional anatomy of the cricoarytenoid joint in hu-
man larynges have been reported by Sonesson (1958), von Leden and Moore
(1961), Frable (1961), and Takase (1964). All of these investigations
have yielded similar results and point out a misconception in some text-
books which describe a rotatory movement of the arytenoid cartilage around
the vertical axis to the joint surface.
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According to the investigators just cited, the articular facet on the
upper posterior surface of the cricoid cartilage forms a prominence which
serves as the convex surface of a cylinder joint. The axis of the cylinder,
which defines the longitudinal dimension of the joint, runs in the direction
from dorsomediocranial to ventrolaterocaudal. The facets of the joints in
the left and right cartilages are not always symmetrical; they often show
some difference in size and in direction of the longitudinal axis. The
arytenoid facet of the joint is located in the lateral part of the cartilage
on the undersurface of the muscular process. This facet has a concave sur-
face which is well adapted to the convex surface of the facet on the cricoid
cartilage as shown in Figure 1. The transverse dimension of the arytenoid
facet i5 larger than that of the cricoid, while its longitudinal dimension
is smaller. Results of the measurements are summarized in Figure 2 and
Table 2.

TABLE 2: FUNCTIONAL ANATOMY OF THE CRICOARYTENOID JOINT

TakaseSonesson
Frable and Moore

(in Von Leden and Moore)

Cricoid Facet

Longitudinal Dimension 5.8 mm 6.08 6.7 mm

Transverse Dimension 3.8 3.48 4.2

Radius of the Surface 3.3

Arytenoid Facet

Longitudinal Dimension 4.0 mm 3.46 mm 4.6 mm

Transverse Dimension 5.3 4.58 5.3

Radius of the Surface 3.7

Angle of the Joint Axis to

Saggital Plane 24° 26° - --

Horizontal Plane 35 36.8 54°

Frontal Plane 41 40.6 23

The structure of the cricoarytenoid joint permits the arytenoid cartilage
two principal types of motion. One of them, the main type, is a rotating
motion around the longitudinal axis of the joint; the other is a longitudinal
sliding motion parallel to the axis. Von Leden and Moore described another
type of motion, though very limited in its extent, around the attachment of
the posterior cricoarytenoid ligament to the cricoid lamina. Contrary to the
descriptions in some classical textbooks, there is no rotating motion around
the vertical axis. Because of the distance of the vocal process from the
axis of the joint, the inward (adducting) and outward (abducting) rocking
motions of the arytenoid around the longitudinal axis provide leverage to open
and close the glottis. Adduction of the arytenoid cartilages not only closes
the glottis but also lowers the level of the vocal process. The longitudinal
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FIGURE 1

Cross Section of the Cricoarytenoid Joint
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FIGURE 2

Axis of the Cricoarytenoid Joint

XY: horizontal plane; YZ: sagittal plane; XZ: frontal plane.

v.l.c.: ventrolaterocaudal direction; d.m.c.: dorsomedio-

cranial direction.
a: angle of the axis to sagittal plane; :I): angle of the axis

to sagittal plane; c: angle of the axis to horizontal

plane.

sa
79



sliding motion of the arytenoid cartilages is very limited and of little
importance for changing the glottal aperture. According to Sonesson, the
maximum excursion of this movement is 2 mm, which is allowed by the difference
in longitudinal dimension of the joint surfaces of the cricoid and arytenoid
cartilages. This motion has an effect of shortening (relaxing) or lengthen-
ing (tensing) the vocal folds during vocal adjustment, with a slight lateral
displacement.

Sonesson described the effects of individual laryngeal muscles on the
movement of the arytenoid cartilages as follows: (1) the thyroarytenoid
and the lateral cricoarytenoid muscles contribute to the adduction of the
arytenoid cartilages and their linear sliding in the ventrolaterocaudal
direction; (2) the arytenoid muscle causes the adduction of the arytenoid
cartilages and their linear sliding in the dorsomediocranial direction;
(3) the posterior cricoarytenoid muscle contributes to the abduction of the
arytenoid cartilages with little effect on their linear sliding motion.

Reflex Control Mechanism of the Larynx

It is well known that auditory feedback is very important for the con-
trol of voice and speech production, which is a highly developed feature
of human voluntary behavior. However, it is also true that in the process
of voice and speech production, the activities of individual muscles of the
larynx and upper articulatory organs are almost automatically, or subcon-
sciously, adjusted and coordinated both with each other and with the
respiratory muscles, to achieve the intended vocal or speech performance.
This automatic adjustment of muscle activity is essentially similar to the
regulation of coordinated movements in our voluntary actions (and those of
other animals), such as walking, running, chewing, swallowing, and breathing.
For limb muscles and other skeletal muscles that are innervated by the
spinal nerves, the reflex control mechanisms of muscle activity have been
fairly well elucidated by many investigators. The structures most impor-
tant for this reflex mechanism are mechanoreceptors (specific endorgans of
sensory nerves which respond to mechanical stimuli) in the muscle and its
tendon. Afferent (sensory) nerve fibers from the receptors pass through
the same nerve trunk as the efferent motor fibers innervating the muscle
in which the receptors are located and are connected to the peripheral
motor nerves in the spinal cord. Skeletal joints also have mechanorecep-
tors which contribute to the reflex control mechanism. Among these recep-
tors, the most important and interesting one is the muscle spindle, a spin-
dle-shaped structure in a capsule of connective tissue and lying in parallel
with the muscle fibers. Inside the capsule there are two kinds of nerve
endings, primary and secondary, and special muscle fibers which are called
intrafusal muscle fibers. The primary ending belongs to a sensory cell with
a large diameter (Group 1-a) nerve fiber directly connected to the peripheral
motor cell, which innervates the muscle which the same spindle is located.
Thus, a circuit for monosynaptic reflex is formed. The secondary ending
has an afferent fiber of small diameter (Group 11) which connects to the
motor cell by several interneurons, thus forming a polysynaptic reflex cir-
cuit. The intrafusal muscle fibers are innervated by special motor cells
with efferent fibers, which are smaller in diameter than those for the ordi-
nary (extrafusal) muscle fibers. The muscle spindle responds to a passive
extension of the muscle, and impulses from the primary ending facilitate the
activity of the same muscle monosynaptically. The same afferent impulses
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inhibit the activity of the antagonist muscle via a polysynaptic reflex
circuit. A popular example of this monosynaptic stretch reflex is the knee
jerk evoked by tapping the tendon of the quadriceps femoris muscle at the
knee joint. The response threshold of the secondary ending is higher than
that of the primary, and the reflex pattern is more complicated.

The impulses from the muscle spindle are evoked not onl; by the pas-
sive stretch of the muscle but also by applying some chemical substances,
such as succinylcholine, acetylcholine, or physostigmine. The response
of the muscle spindle is inhibited by active contraction of the muscle.

The receptor located in the tendon also responds to mechanical stretch.
The afferent fiber, the diameter of which is classified as Group 1-b, is
connected to spinal motor cells via two or three interneurons. The tendon
receptor responds to active contraction of the muscle as well as to passive
stretch. The response evokes a polysynaptic reflex, the pattern of which
is inhibitory to the muscle (as well as to a synergic one) and facilitatory
to an antagonist muscle. This receptor has a higher threshold than the
primary ending of the muscle spindle and is not influenced by chemical sub-
stances such as succinylcholine.

It is obvious that those proprioceptive reflex mechanisms, together
with complex coordinating mechanisms at a higher level, play an important
role in regulating the activity of muscles innervated by spinal nerves.
On the other hand, the situation is quite different for the muscles inner-
vated by cranial nerves. It is said that the muscles innervated by cranial
nerves are somewhat different from those innervated by spinal nerves, al-
though both of them are striated muscles. Actually, the innervation patterns
are much more complicated and irregular in the case o4 cranial nerves, and
some of the muscles involved are not skeletal or weight bearing muscles.
A classic understanding is that certain muscles innervated by cranial
nerves, such as the facial, lingual, external ocular, and laryngeal muscles,
lack muscle spindles. This is becoming less acceptable since clear evi-
dence of the existence of muscle spindles has been reported for the exter-
nal eye muscles. However, the question as to whether or not muscle spindles
exist in the intrinsic laryngeal muscles has not yet been answered.

In an anatomical study of the human larynx, which supported the findings
of Goerttler (1950) and Paulsen (1958), K8nig and von Leden (1961) reported
the existence of muscle spindles in the intrinsic laryngeal muscles, es-
pecially a large population along the free margin of the thyroarytenoid
muscle. Lucas Keen (1961) also reported that he found muscle spindles in all
intrinsic muscles of the human larynx. Very recently Baken (1969), in his
histological study of the human larynx, reported the existence of muscle
spindles in all but the cricothyroid muscle. However, these morphological
findings have not gained general acceptance among investigators. The ar-
gument has been focused on whether or not these receptors are identical with
the muscle spindles found in the skeletal muscles. Rudolph (1961) found a
certain kind of receptor with a spiral nerve ending in the human laryngeal
muscles. However, its structure differed from the typical muscle spindle,
and he suggested that it was a primitive proprioceptor rather than a muscle
spindle. Gracheva (1963), and Nakamura (1965) also, reported some kind of
nerve ending but claimed that the typical muscle spindle did not exist in
the intrinsic laryngeal muscles of the human larynx. The absence of muscle
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spindles in the intrinsic laryngeal muscles of the dog was reported by
Martensson (1964). Abo-El-Enein and Wyke (1966a) reported many spiral
nerve endings in the laryngeal muscles of the cat that differed from the
typical muscle spindle.

From these reports, one can reach the following conclusion: although
the existence of the muscle spindle is still under discussion, most of the
morphological studies agree as to the existence of some kind of proprio-
ceptor in the intrinsic laryngeal muscles. More important than morpholo-
gical evidence, however, is the neurophysiological study of the reflex
control mechanism as a basis for explaining the function of the receptors.

Esslen and Schlosshauer (1960) reported a neurophysiological study
with patients undergoing laryngectomy. A single rectangular wave was
used as the electrical stimulation applied stimultaneously to the superior
laryngeal nerve (which contains sensory fibers from the larynx) and the
recurrent laryngeal nerve (which contains motor fibers to the intrinsic
laryngeal muscles). Electromyographic data were recorded from the vocalis,
lateral cricoarytenoid, posterior cricoarytenoid, and cricothyroid muscles.
Following the stimulation of the nerves, two kinds of response were recorded
for all muscles except the cricothyroid. One was the direct response
(primary response) to the stimulation of the recurrent laryngeal nerve
and the other (secondary response) was the response with a delay of 20 msec.
The secondary response was inhibited by a stronger stimulation. This pattern
is identical with that of the monosynaptic reflex of the limb muscle evoked
via the spindle afferent fiber (Group 1-a). From these results, Esslen
and Schlosshauer claimed the existence of a myotatic (stretch) reflex me-
chanism originating in the muscle spindles of the human larynx, the afferent
impulses of which are mediated by the superior laryngeal nerve.

Bianconi and Molinari (1962) recorded afferent impulses from the re-
current laryngeal nerve of the cat. The recurrent nerve was cut, and the
recording electrode was placed at the peripheral end of the severed nerve.
This is a standard procedure for recording afferent nerve impulses without
interference of efferent impulses conveyed within the same nerve trunk.
A thread was tied to the arytenoid cartilage and a weight of 3 to 5 gr
was attached to the other end to provide appropriate conditions for passive
movements of the vocal folds. Slowly adapting discharges were elicited by
a passive traction of the thyroarytenoid muscle. The discharge was sup-
pressed during the contraction of the muscle evoked by direct stimulation
of the muscle, while it was increased by the contraction of the posterior
cricoarytenoid muscle. Similar discharge was also observed during passive
stretch of the posterior cricoarytenoid muscle. Inhibition and accelera-
tion of the discharge occurred upon contraction of the same muscle and of
the thyroarytenoid muscle, respectively. Direct mechanical pressure applied
to the muscle by use of a special probe evoked the same discharge, and the
location of the source of the discharge, i.e., the receptor, was thereby
determined. The receptors were located mainly in a region midway along
the anterior two-thirds of the thyroarytenoid muscle and close to the aryte-
noid cartilage in the posterior cricoarytenoid muscle. They concluded that
the experimental results were highly suggestive of muscle spindle activity.

Hirose (1961) also recorded afferent impulses from the recurrent laryn-
geal nerve of the cat. The response was increased by a passive extension
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of the vocal folds in the antero-posterior direction and inhibited by a
pressure applied to the anterior surface of the larynx. No marked change
was observed after intravenous administration of Decamethonium solution,
which has an activating effect on the muscle spindle. He concluded that
the afferent impulses did not come from muscle spindles but from a certain
pressoreceptor of slowly adapting nature existing in the fascia or other
connective tissues of the larynx.

Martensson (1963, 1964, 1967), using the dog as an experimental ani-
mal, recorded primary and secondary responses evoked by electrical stimula-
tion of individual muscle nerves of the larynx. He examined the nature of
the secondary response and concluded that this response was not a mono-
synaptic reflex via the spindle afferent nerve fiber but was a direct re-
flection of the discharge from the motor cell via the same motor nerve
fiber. From the internal superior laryngeal-riEfiie-Of the dog, he recorded
afferent impulses which occurred in response to the contraction of indivi-
dual muscles. There were two types of response; receptor excitation and
receptor inhibition. Both of the responses showed very slow adaptation.
Most receptors responded to the contraction of two or three different
muscles and showed various conbinations of excitatory and inhibitory ef-
fects. The most common combination was receptor activiation on contraction
of the posterior cricoarytenoid muscle and receptor inhibition for contraction
of the thyroarytenoid muscle. Martensson observed some atypical responses,
such as inhibitory responses to a submaximal contraction changing to excita-
tory ones for a maximal contraction of the same muscle. For tetanic con-
traction of the muscles, one and the same unit was reciprocally influenced
upon simultaneous contraction of the two different muscles. For example,
unit discharges evoked by tetanization of the thyroarytenold muscle were
interrupted by the additional contraction of the posterior cricoarytenoid
muscle. The location of the source of the impulses was determined by ap-
plying mechanical stimulation to the muscles and other structures. As a
rule, the receptors were found outside the muscles and near the lateral
aryepiglottic fold and arytenoid cartilages. Martensson also observed
electromyographically that the tonic component of the laryngeal muscle
activity was increased by mechanical stretch of the muscle or by contraction
of other muscles. This response was abolished by severance of the internal
superior laryngeal nerve. He concluded that there was no evidence for a
reflex control mechanism involving the muscle spindle, and the responses he
observed probably originated in proprioceptors at the cricoarytenoid joint.
The afferent impulses from the receptors were conducted by the internal su-
perior laryngeal nerve. For receptors in the lower part of the larynx, such
as the cricothyroid joint, Martensson suggested the recurrent laryngeal
nerve as the afferent route. Criticizing the report of Bianconi and Molinari,
which deduced the existence of muscle spindles in the larynx from their ex-
periment on the ...at (which has been mentioned earlier in this section),
Martensson pointed out that the afferent impulses in their experiment had
not been recorded from separate muscle nerves but from filaments in the main
trunk of the recurrent nerve, and therefore there was the possibility that
they had obtained afferent responses from joint proprioceptors instead of
from muscle spindles.

Kircher aLd Wyke (1964a) found corpuscular nerve endings in the joint
capsules of the laryngeal cartilages in the cat. These endings were mor-
phologically identical with the rapidly adapting receptor in the skeletal
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joints of the same animal. The receptors were especially numerous in the
case of the cricoarytenoid and cricothyroid joints. An articular nerve
branch was also found to enter the cricothyroid joint from the recurrent
laryngeal nerve. A neurophysiological study of the articulatory reflex
mechanism was also reported by the same authors (Kirchner and Wyke, 1964a,b).
A change of activity following the electrical stimulation of the articular
nerve was observed electromyographically in the laryngeal muscles. The
usual response to the stimulation of the nerve entering the cricothyroid
joint was a burst of motor-unit discharges in the thyroarytenoid, lateral
cricoarytenoid, and cricothyroid muscles, with coincident reduction in the
activity of the posterior cricoarytenoid muscle. Similar responses were
obtained by the stimulation of the nerve entering the cricoarytenoid
joint. High intensity stimulation of the joint nerves evoked a more dif-
fuse and prolonged reflex, with laryngeal spasm and change in respiratory
rhythm. This response was assumed to be a pain reflex evoked by the stimula-
tion of fibers which originated from another kind of ending.

The threshold for the production of the articular reflex was higher
than that of the motor nerves but considerably lower than that of the mu-
cosal branch of the laryngeal (sensory) nerve. The articular reflex re-
sponse could be obtained only with light general anesthesia; with increasing
anesthesia the response was abolished. Passive movements of the cricothy-
roid joint in caudal and anteromedial directions provoked a brief response
to the muscles for the beginning and the end of movement. The response
pattern of the muscles was identical with that evoked by the electrical
stimulation. The response to the passive movement was abolished by local
anesthesia of the joint capsule. The characteristics of the laryngeal
articular reflexes demonstrated in this study were transient alterations
in muscle activity provoked by discharges of rapidly adapting mechano-
receptors. The authors concluded that the reflexes were involved in the
normal phasic coordination of activity in the laryngeal muscles during
respiration and phonation and that these phasic mechanoreceptor reflexes
were distinct from, and supplementary to, the tonic myotatic reflexes
operated from receptors located within the laryngeal muscles.

Abo-El-Enein and Wyke (1966b), following their morphological study,
demonstrated neurophysiologically the nature of the laryngeal myotatic
reflex mechanism in the cat. Passive stretch was applied to the muscles
by threads with attached weights, and the response of the muscles was
examined electromyographically. Two types of response were demonstrated:
facilitatory and inhibitory. Facilitatory response was evidenced by a
sustained increase of motor-unit discharge in the stretched muscles. The
response was initiated by the stretch exerted by a weight of 5 gr and in-
creased with increments in the stretch tension. Beyond 15 gr of stretch
tension, the facilitatory response disappeared and was replaced by an
inhibitory reflex response. The facilitatory response seemed to be re-
duced by active contraction of the stretched muscle. With a stretch
tension greater than 15 gr, the inhibitory reflex was manifested as a
sustained reduction of motor-unit discharge in the stretched muscle. Un-
like the facilitatory response, the inhibitory reflex was not aborted but
rather was augmented by active contraction of the stretched muscle. This
suggested that the mechanoreceptors responsible for the inhibitory effects
were different from those evoking the facilitatory effects. The myotatic
reflexes, both facilitatory and inhibitory, were observed only during the
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stage of light anesthesia. In the stage of moderate anesthesia both
types of reflexes disappeared, while the monosynaptic reflex of the
limb muscles remained intact. From the sensitivity to general anesthesia,
Abo-El-Enein and Wyke concluded thgrthe laryngeal myotatic reflex, as
well as the laryngeal articular reflex, is a polysynaptic reflex system
and is different from the monosynaptic reflex system of the skeletal mus-
cles having muscle spindles.

Based on his morphological and neurophysiological study, Wyke (1967)
pointed out three varietic, of laryngeal phonatory reflex:

1) Those from mucosal mechanoreceptors, producing occlusive reflexes
2) Those from articular mechanoreceptors, producing phasic tuning reflexes
3) Those from myotatic mechanoreceptors, producing tonic tuning reflexes

The latter two, for which the morphological and neurological evidence has
been reviewed above, are classified as proprioceptive reflex systems. The
first of these is evoked by excitation of exteroceptive receptors and is
Well known as the mechanism protecting the air passage. Some neurophysio-
logical studies have suggested the possibility of a contribution of these
exteroceptive receptors to the laryngeal control mechanisms of respiration
and phonation.

Sampson and Eyzaguirre (1964) recorded afferent impulses originating
from touch receptors in the larynx of the cat. The impulses from receptors
located rostral to (above) the vocal folds were observed in the superior
laryngeal nerve, and those from receptors caudal to (below) the vocal folds
were observed in the recurrent nerve. Touch receptors were sensitive to an
air jet as well as to a light touch, and they also responded to vibratory
stimulations up to 400 Hz. The responses were influenced by contraction
of the laryngeal muscles.

Suzuki and Kirchner (1968, 1969) also observed afferent impulses from
touch receptors in the external superior and the recurrent laryngeal nerves
of the cat. The response was also evoked by a mechanical pressure and a
small air jet. In the recurrent laryngeal nerve there were observed other
impulses from slowly adapting mechanoreceptors located in the submucous
tissue on the under surface of the vocal folds. This receptor responded
to distention of the larynx and to vibratory pressure. For a sinusoidal
vibratory stimulation, the frequency of the response impulses was exactly
the same as the frequency of stimulation. These responses were abolished
by surface anesthesia of the larynx. From these data Suzuki and Kirchner
posited a reflex control of the larynx originating in the mechanoreceptors
which respond to air flow through the glottis, to variations in subglottal
air pressure,and to changes in the length and vibratory motion of the vocal
folds.

Now we have seen evidence of reflexive laryngeal control activities,
originating in proprioceptors in the muscles (although they may not be
muscle spindles) and joints, and also in exteroceptors in the mucous mem-
brane and submucous tissues of the larynx, as proposed in various experi-
mental studies. Wyke (1967), in pointing out three varieties oc .Lryngeal
reflex mechanisms as mentioned before, assumed a reflex servome,anism,
centered at the level of the brain stem, which organizes complex, coordinated
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reflexes driven by mechanoreceptors in the upper articulatory organs, the
respiratory organs, and the larynx. He summarized the phonatory process
as follows: at first the laryngeal muscles are voluntarily controlled,
through the central motor pathway from the cerebral cortex, and preset to
the glottal condition so as to produce the desired sounds. Secondly,
when a subglottal air pressure is exerted and the air flow through the
glottis has been set in motion, laryngeal articular and myotatic reflexes
promptly operate to adjust the laryngeal posture, which might otherwise
be deflected by the air pressure, so as to restore the preset postion.
Finally, once the sound becomes audible, further adjustments, both volun-
tary and reflex, are made with the aid of the auditory monitoring system
and the phonatory servomechanism.

Dunker (1968, 1969), recording neuronal responses in the bulbar
sensory (soritarius) and motor (ambiguus) nuclei evoked by stimulations of
the superior and the recurrent laryngeal nerves of the dog and the cat,
has demonstrated evidence of complex inhibitory and facilitatory neural
networks involved in the automatic control mechanism of the larynx at the
level of the brain stem.

It is said that, for the skeletal muscles, the mechanoreceptors within
the muscles, i.e., the muscle spindles and tendon receptors, do not contribute
to the conscious perception of static position or movement of the limbs and
vertebral column, alLhough they serve as information sources for the reflex
control of muscle activity. On the other hand, mechanoreceptors in the
joint capsules are said to send information for perceiving static position
and movement, as well as for the reflex control of muscle activity. Ex-
teroceptive mechanoreceptors, such as touch receptors in the skin and the
mucous membrane, apparently contribute to a conscious perception of the
physical interaction of the surface of a part of the body with an object
in the environment or with another part of the body. This information from
the mechanoreceptors contributes, with the aid of visual monitoring, to the
voluntary control of skeletal muscles. By combining these voluntary con-
trols, based on conscious perception, with automatic reflex mechanisms
at the level of the spinal cord as well as in the higher centers for the
coordination of movements, one can develop, or learn, the highly complex
and well-organized movements of daily life.

We can assume similar processes for laryngeal adjustments in voice
and speech production, if we assume that the role of various mechanorecep-
tors in the larynx is similar to that of the receptors in the extremities
and that the role of auditory monitoring is like that of the visual system.
Human voice production, both in speech and in singing, is a highly intel-
lectual and social type of behavior, and the laryngeal control for this is
one of the voluntary learned muscle adjustments. It is needless to say
that auditory perception is important for the learning and monitoring of
speech and voice production. However, this does not necessarily imply a
lesser importance of the reflex control of the muscles and sensory infor-
mation from the receptors in the larynx as compared to those of the ex-
tremities. There seems to be no reason to omit these laryngeal feedback
systems even for the voluntary (Wyke, 1967) presetting of the appropriate
laryngeal posture at the onset of utterances.
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The real question is how to obtain concrete neurophysiological evi-
dence for describing the laryngeal feedback mechanism in human speech and
voice production. We have seen much experimental evidence for the reflex
control mechanisms of the larynx, although the results of animal experi-
ments may not readily be interpreted as evidence for the human mechanism.
We can also utilize the knowledge obtained from neurophysiological studies
on skeletal muscles. Those studies have considerably increased our under-
standing of control mechanism of the larynx. However, it must be pointed
out that these are limited to basic features of laryngeal adjustments and
are still insufficient to be taken as directly relevant to the control me-
chanisms of voice and speech. Further steps are necessary to reach the
level of voice and speech production. For these steps we should be more
careful in utilizing the results of animal experiments, which show certain
species differences even for the basic features of the larynx. Comparative
physiological experiments will be useful to find a proper way of applying
experimental results to human physiology. Furthermore, we must determine
to what extent one can transfer the knowledge of the servomechanisms of
the skeletal muscles, which are innervated by spinal motor cells, to those
of the laryngeal muscles, whose motor cells are in the brain stem. We
also should make clear how the phonatory control mechanism is related to
those of the respiratory and protective (occlusive) reflexes, which are
more primitive and phylogenetically more important functions of the larynx.

RECENT PROGRESS IN OBSERVATION OF LARYNGEAL ACTION
DURING THE PRODUCTION OF VOICE AND SPEECH

Observation of physiological processes involved in voice and speech
production contributes indispensable data to experimental phonetics.
It is well known that the laryngeal mirror, invented by M. Garcia in 1854,
has helped us greatly in understanding the essentials of voice physiology
and pathology. Some of the current experimental methods for studying
laryngeal mechanisms in speech will be discussed in this section.

Electromyography of the Larynx

Electromyography, a method of recording action potentials of muscles,
is one of the most important and commonly used techniques in the study of
physiology and pathology of the neuromuscular mechanism. Since the latter
half of the 1950's, a number of electromyographic studies on the human
larynx have been reported. Recently, electromyography of the larynx has
been utilized not only for the study of sLstained phonation but also for
running speech. Increased interest in laryngeal mechanism has invited
various improvements in electromyographic techniques; some of the techni-
cal aspects may be worth mentioning here.

One intriguing technical problem is the placement of the electrode to
pick up the action potentials from the target muscle. In general, there
are two types of electrode in use, surface and needle electrodes. The
surface electrode is a metal plate which is placed on the skin immediately
above the muscle. The electramyogram (EMG) in this case is the record of
the electric potential difference between two surface electrodes appro-
priately placed. The needle electrode, being inserted into the muscle, can
pick up the action potentials more accurately from a specific muscle than
can the surface electrode. A common type of needle electrode is a concentric
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needle electrode, which is a hypodermic needle with insulated wire in it.
The central wire, its metal surface appearing only at the tip near the
needle, serves as the signal pick up and the needle surrounding it as the
grounded shield. A bipolar needle electrode has two parallel wires within
the grounded needle. The EMG signal obtained by this electrode is the po-
tential difference between the closely positioned tips of the two conductors.

Electromyographic techniques developed by Faaborg-Andersen (1957) for
studies of the human larynx provided a standard technique to subsequent in-
vestigators. In 1965 he summarized his techniques and his data together
with those of others. He introduced single-wire concentric needle electrodes
through the mouth to the vocalis, the arytenoid, and the posterior cricoary-
tenoid muscles. A laryngeal mirror was used for monitoring electrode place-
ment. Because of difficulty in placing the electrode, any systematic study
of the lateral cricoarytenoid muscle was not performed. Electrodes were
inserted into the cricothyroid muscle and the extrinsic laryngeal muscles
through the skin of the neck. A bipolar needle electrode was also used in
special cases.

Although many valuable data have been obtained by Faaborg-Andersen
and subsequent investigators this way, placing the needle electrodes by
way of the mouth imposes several experimental constraints:

1) Surface anesthesia is necessary over a wide area from the mesopha-
rynx to the larynx; this may disturb the subject's natural performance.

2) The wire connecting the electrode to the amplifier passes through
the pharynx and mouth, interfering with articulatory movements.

3) The electrode tends to be dislodged by the opening and closing
movements of the glottis or by the vibratory motion of the vocal folds.
The electrode can be fixed in place by a holder; however, the procedure
also interferes with vocal and articulatory performances of the subject.

4) Vigorous movements of the larynx, as in coughing and swallowing,
must be avoided.

5) Under these conditions, EMG data can be obtained only over a short
time span. In addition, it is impossible even to introduce the electrodes
in some subjects who have a sensitive pharyngeal reflex.

6) Simultaneous recording from more than one of the muscles to be
reached through the mouth is very difficult.

To overcome these difficulties, extralaryngeal approaches have been
developed. Greiner et al. (1958) also using a needle electrode, penetrated
the skin of the neck and the cricothyroid membrane and directed the elec-
trode upward and laterally to reach the vocalis muscle from the under sur-
face of the vocal fold. They anesthetized the subglottal mucous membrane
by an intratracheal installation of 1 percent tetracaine solution. Hiroto
et al. (1962) have described theirextralaryngeal approach, which was based
on their topographic anatomical study of the human larynx. According to
them, the lateral cricoarytenoid and the posterior cricoarytenoid muscle
can be reached by inserting the needle electrode lateral to the midline of
the cricothyroid membrane and directing it posteriorly, slightly laterally,
and upward. The vocalis muscle is reached by way of the subglottic space
as described by Greiner et al. To reach the arytenoid muscle, the electrode
is pushed backward in the subglottic space. Surface anesthesia of the mucous
membrane is necessary for penetration of electrodes into the vocalis and
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arytenoid muscles. Hirano and Ohala (1969) used a similar approach but
with hooked-wire electrodes; they described characteristic EMG patterns that
identify individual laryngeal muscles.

If we are not seriously concerned with the precise location of the
electrode in the vocalis muscle, it is practical to reach the thyroarytenoid
muscle through the cricothyroid membrane without penetrating into the sub-
glottic space and, consequently, without anesthetizing the larynx. Anes-
thesia of the larynx is unavoidable when the arytenoid muscle is the target.
The most difficult case for the extralaryngeal approach is the posterior
cricoarytenoid. The electrode can be placed only in a small part of the
muscle near the insertion to the muscular process of the arytenoid cartilage.
Hirano and Ohala suggested the use of a curved needle for this muscle.
Zboril (1965) penetrated the cricoid cartilage from the subglottic space to
reach the posterior cricoarytenoid muscle.

Among the extrinsic muscles, the sternohyoid muscle seems to be the
easiest one to reach. Other extrinsic muscles caudal to the hyoid bone
from which EMG recordings have been derived are the sternothyroid, the
thyrohyoid, the thyropharyngeus, and the cricopharyngeus. The complicated
structure and the small size of the laryngeal muscles require a well prac-
ticed hand and excellent anatcYcical orientation for the placement of an
electrode in the target muscle. Audiovisual monitoring of the EMG signal
by observing the electrical activity on an oscilloscope and by listening to
the amplified signal through a loud speaker is indispensable during the
procedure.

Another problem inherent in picking up electrical activity in a small
muscle is contamination of the signal by field potentials, or cross talk,
from nearby muscles. A concentric needle electrode, the most commonly
used type, seems not to be secure from the disturbances of field potentials.
Buchtal et al. (1957) reported that single motor-unit potentials with am-
plitudes of more than 50 microvolts originated only from a source region
within 1 mm of the electrode. Dedo and Dunker (1966), however, illustrated
that in the dog's larynx under certain conditions spike potentials greater
that 50 microvolts could occur at least 5 mm away from the tip of the elec-
trode. The use of a bipolar electrode, which has two signal-conducting
wires, has been recommended to minimize the field potentials, and this was
confirmed by Dedo and Hall (1969) in an experiment of the larynx of the dog.

There is still another kind of technical problem in the elec:romyo-
graphic study of the larynx. Insertion of stiff need .e electrodes, most
of them 0.45-0.65 mm in outside diameter, causes considerable discomfort
to the subject and consequently interferes with natural speech utterances.
Movements of the larynx tend to dislocate the electrode. In order to re-
duce the subject's discomfort and increase the reliability of the recorded
data, Basmajian and Stecko (1962) made use of thin, wire electrodes. A
pair of thin, insulated wires is inserted into a hypodermic needle which
serves as a guide cannula. The tip of each wire is bent back to lie against
the needle shaft for a short distance. The needle is inserted into the tar-
get muscle and then withdrawn leaving the wires in the muscle. The wires
are kept in place by the hooks at their ends; they cause little discomfort
to the subject because they are very thin and flexible. Basmajian and Dutta
(1961) used the hooked-wire electrode for the palatal muscles, and. Shipp et al.
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(1968), for the inferior constrictor and the cricopharyngeus muscles in
laryngectomized patients. Hirano and Ohala (1969) reported the use of
hooked-wire electrodes for the intrinsic laryngeal muscles. According
to them, the use of the hooked-wire electrode had the following advantages
and disadvantages in laryngeal electromyography.

Advantages:
1) The electrode stays in place much better than does the needle

electrode.
2) It causes little discomfort to the subject once it is in place.
3) Functioning as a bipolar electrode, it yields better location

of the electrical activity picked up and greater freedom from ambient
noise.

Disadvantages:
1) It is more difficult to implant accurately, since it is impossible

to retract and reposition the electrode once it has been pushed in too far
or in the wrung direction. More practice is required to handle the hooked-
wire electrode than the needle electrode.

2) For thin muscles, a distance of 2-4 mm from the tip of the guide
needle to that of the active wire may cause incorrect placement of the wire
tip even though the needle tip is correctly located. To avoid this the
needle should be inserted into the muscle as parallel to the muscle fibers
as possible.

In experimental phonetics, most electromyographic studies are not
aimed at examining individual motor-unit potentials but rather at observing
activity of the muscle as a whole. For this purpose, it is desirable to
pick up as many motor-unit potentials as possible within the target muscle.
This requires a compromise with the necessity of avoiding field potentials
from nearby muscles. A large surface area at the active tips of the bi-
polar electrode is helpful. With each increment in muscle contraction,
there is an increase in spike potentials from different motor units which
uverlap each other, resulting in an interference voltage. The classical
method of obtaining a m(Jasure of muscle activity has been to examine the
number of spike potentials or the amplitude of the interference voltage
in a raw EMG record. A better electromyographic display can be obtained
by rectifying and smoothing the EMG signal; this is called an integrated
EMG trace. Examples of integrated laryngeal EMG have been presented by
Faaborg-Andersen (1957, 1965) and Sawashima et al. (1958). Recent pro-
gress in data processing by means of a computer has provided an averaging
technique for EMG samples. The principle is to record many samples of EMG
for repeated tokens of the same type of vocalization. Then, they are rec-
tified, smoothed, and averaged on a computer with a certain line-up point
chosen for all the EMG samples. The final data can be either printed out
or displayed on an oscilloscope. Averaged EMG levels provide a more detailed
measure of the pattern of muse's activity. Averaged EMG levels of the crico-
thyroid and vocalis muscles as a function of vocal fundamental frequency and
intensity have been presented by Sawashima et al. (1969).

Ultrasonic Observation of Vocal-Fold Movements

Ultrasonic techniques have been applied to medical diagnostic methods
in recent years. The main purpose is to detect pathologic changes, such as
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a malignant tumor or abcess, inside the body. The chief advantages of this
method are that the procedure is harmless to tissue, rapid in obtaining re-
sults, and involves no discomfort to the patient.

Ultrasonic waves, i.e., high-frequency sound waves far beyond the human
auditory range, can pass through various kinds of media, including tissues of
the body. Ultrasonic energy is reflected whenever the sound beam passes
from one medium into another, the two having appreciably different acoustic
impedances. The efficiency of reflection depends on the impedance ratio
at the boundary between media and on the angle of wave incidence relative
to the boundary surface. At frequencies higher than 1MHz, transmission of
ultrasound into the air is negligible and almost all of the sound energy
is reflected at a tissue-air interface.

Pulse-modulated ultrasonic waves are used to determine the distance
between the transducer and the reflecting surface by measuring the time for
the echo of the transmitted pulse to be observed. The transducer trans-
mitting the sound usually serves also as the receiver. The echo intensity
is displayed on a cathode-ray oscilloscope (synchroscope) as a vertical
deflection from the horizontal axis, which represents time. The distance
along the horizontal axis between the transmitted pulse and the echo re-
presents the distance between the transducer and the medium boundary.
This kind of display is schematized in Figure 3. The depth of the tissue
to the internal surface in the body, such as the pharyngeal wall and vocal-
fold edges, can be measured by this method. For a moving boundary, the
position of the echo on the scope fluctuates along the x-axis according to
changes in the distance between the transducer and the boundary. The mode
of display can be changed so that the peak of the echo intensity appears
as a bright spot on the x-axis. Using the vertical sweep of the oscilloscope
for succeeding pulse transmissions, we can obtain a string of bright spots
representing the movement of the boundary as a function of time along the
y-axis. Asano (1968) displayed the vibratory motion of the vocal folds
in this way (Fig. 4). The frequency of the ultrasound was 5MHz, and the
pulse repetition rate was 5000 per second. A transducer 10mm in diameter
was pressed against the skin of the neck on the wing of the thyroid carti-
lage so as to direct the sound beam perpendicular to the vocal-fold edge.
Further adjustments in the placement of the transducer were made, moni-
toring the echo pattern on the scope. Figure 4 shows a schematic drawing
of the display which Asano calls an ultrasonoglottogram. From this curve,
one can measure the displacement and velocity of the vibrating vocal fold
as time functions.

Miura (1969), using Asano's technique, placed two transducers on both
sides of the neck and recorded echo patterns from both the left and right
vocal folds. The two transducers were also used to pick up pulse beams
passing through the glottis into the opposite sides of the larynx. Trans-
mission of sound energy through the glottis takes place in this experimen-
tal condition only while the vocal fold edges are in contact with each
other, thus providing an indication of the closed phase in each vibratory
cycle. This is displayed as an intermittent line along the vertical axis
of the scope simultaneously with the echo patterns of the left and right
folds (Fig. 5). Miura pointed out that the waveform of the ultrasonoglot-
togram could be varied by changing the direction of the transmitted beam
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T.P.

X-axis

FIGURE 4

Ultrasonoglottogram (Asano, 1968)

U. G. G.

T.P.: transmitted pulse; U.G.G.: ultrasonoglottogram; AC: one
vibratory cycle of the vocal folds; AB: closing movement;
BC: opening movement; BB': maximum amplitude of the vibration
in horizontal plane.
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T.P. 1. U. G. G C.P. r.U.G .G

X -axis

FIGURE 5

Simultaneous Display of Ultrasonoglottograms
and Closed Phase During Vibratory Cycle (Miura, 1969)

T.P.: transmitted pulse; 1. U.G.G.: ultrasonoglottogram of
the left vocal fold; r. U.G.G.: ultrasonoglottogram of the
right vocal fold; C.P.: closed phase.
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slightly upward or downward. He also noted that the glottogram showed
movements of the vocal-fold edges even during the closed phase of the cycle.
He interpreted these results as an indication of a complex vibratory pat-
tern of the vocal-fold edges which changed their shape during each cycle.
He also explained that the echo recorded was not reflected from a fixed
point but from a certain area of the vocal-fold edge. A technique similar
to Asano's was applied by Kelsey et al. (1969) to detect lateral pharyn-
geal wall movements during speech articulation.

Ultrasonic Doppler velocity monitoring of the vocal-fold vibratory
motion was reported by Minifie et al. (1968). This procedure is based
on the frequency shift in the ultrasonic echo from a moving medium boundary.
A continuous ultrasonic beam is directed into the neck, and the echo from
the vocal-fold edge is recorded. When the vocal-fold edge approaches or
moves away from the transducer, there is a shift in the frequency of the
reflected sound. The difference in frequency between the transmitted and
the reflected sound is called the difference frequency, or the Doppler
frequency, and is approximately proportional to the velocity of the movement
of the reflecting surface, in this case the vocal-fold edge. These investi-
gators used a transducer with a diameter 8 mm, which transmitted ultrasound
at a frequency of 5.3MHz. The relative displacement of the fold was cal-
culated by integrating the velocity thus measured. They reported that
the results of their preliminary experiments were in good agreement with
those obtained by other methods, such as transillumination and high-speed
motion pitures. Later., however, Beach and Kelsey (1969) pointed out dis-
crepancies between the results of this method and data from high-speed
motion pictures taken simultaneously. Discrepancies were found in the
timing, magnitude, and general shape of the velocity and displacement
curves; furthermore, the relationship between Doppler frequency patterns
and the corresponding vocal-fold motions in the film was inconsistent and
ambiguous. They concluded that the present ultrasonic Doppler technique
does not provide a reliable measure of vocal-fold vibration and that the
unreliability of this technique seems to stem from its lack of precision
in analyzing complex and detailed motions of the vocal folds during phona-
tion.

By way of summary, the following points about the ultrasonic tech-
niques for observing vocal-fold movements may be made:

1) Since no instrument need be inserted into the vocal tract, the
procedure causes no discomfort or disturbance to the subject.

2) The ultrasonic energy for this purpose is harmless to the subject.
3) Absolute values of the velocity and the displacement of the vocal

fold are obtainable.
4) The major problem is that the correct interpretation of the ob-

tained wave forms as the vocal-fold vibration patterns suffers from some
difficulty. A complex local shape of the vocal-fold surface as the moving
reflection boundary causes this difficulty. A more detailed examination
of the results obtained by this method, perhaps by use of smaller trans-
ducers, in comparison with those obtained by other methods, such as high-
speed motion pictures, is in order.

5) Another source of difficulty is the up-and-down movement of the
larynx during utterances. No solution has been offered in this respect.
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Transillumination of the Glottis

A technique for recording glottal-area variation by measuring the
amount of light passing through the glottis was developed by Weiss (1914).
In experiments by him and some followers, a light source was placed in the
subglottic space of an excised larynx and the light passing through the
glottis was recorded on photographic paper on a rotating drum. Rhomboidal
marks were obtained on photographic paper which corresponded to the indi-
vidual vibratory cycles of the vocal folds of the excised larynx.

Sonesson (1960) recorded the light passing through the glottis by a
photo-electric device applied to the normal human subject as follows. A
laryngo-diaphanoscope lamp, which is a modified microscope-illuminating DC
light, is placed against the pretracheal wall of the neck in the fossa
jugularis. A light-conducting rod is inserted through the mouth into the
hypopharynx so that the tip of the rod is placed posteriorly and just be-
low the tip of the epiglottis. Surface anesthesia is necessary for the
placement of the rod. A photomultiplier tube is connected to the other
end of the rod. The light from the lamp illuminates the subglottal space
through the tissues of the neck. The illuminating light passing through
tit:glottal aperture is transmitted through the light-conducting rod to
the photomultiplier tube. The output of the photomultiplier tube is dis-
played on a cathode-ray oscilloscope as a function of time. The record is
called a photo-electric glottogram and represents the area of aperture in
the horizontal plane of the glottis as a function of time. Using this
technique, Sonesson measured the open period, the opening phase, and the
closing phase of the glottal vibratory cycle for sustained phonations in
different pitch and intensity conditions. According to him, the results
obtained from the glottograms were in good agreement with the results ob-
tained from high-speed motion-picture films.

Sonesson's technique, introducing a stiff rod into the hypopharynx
through the mouth, imposed severe limitations to the articulatory move-
ments of the supraglottal organs. To avoid these limitations, Malgcot and
Peebles (1965), Ohala (1966), and Fr$kjaer- Jensen (1967) have introduced
modifications of Sonesson's technique. For developing the modified tech-
niques, miniaturized solid-state photosensors have been of great help.
The principle of the new techniques is to introduce a small photosensor
attached to the tip of a thin flexible plastic tube through the nose into
the pharynx, thus making transillumination possible during speech articu-
lation. Slis and Damstg (1967) introduced a flexible bundle of glass fi-
bers via the nose to transmit the light to the photosensor placed outside
the subject.

Lisker et al. (1969) reversed the positions of light source and photo-
sensor relative to the glottis. They introduced a small lamp into the hypo-
pharynx via the nose and placed a photomultiplier tube on the pretracheal
wall at the neck. .Similar positions for illuminating the glottis and
picking up the transglottal light have been used by Sawashima (1968). In

his system, a flexible fiber-optics was inserted through the nose so that
the transillumination record could be obtained simultaneously with a motion
picture of the larynx during speech articulation. The illuminating light
for the laryngeal photography also served for the transillumination.
Sawashima reported a linear relationship between the output level of the
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phototube and the glottal area in the motion-picture films during the gross
opening (abducting) and closing (adducting) movements of the vocal folds.
He also noted that a shift of the output level could be caused by a change
in the positioning of the optical cable, i.e., the illuminating light, rela-
tive to the larynx and, hence, emphasized the importance of visual or.photo-
graphic monitoring of the glottis for the correct interpretation of the
transillumination record.

These modifications of Sonesson's method have extended the application
of the transillumination technique to studies on glottal adjustments, the
abduction and adduction of the vocal folds as well as the cessation and
resumption of glottal vibration during consonant articulations. It has
been assumed that data obtained by the transillumination technique provide
a good approximation of the glottal-area function, although it is impossi-
ble to calibrate the instrument to measure the absolute area of the glottis.
Colman and Wendahl (1968), however, have raised some questions regarding
the validity of this technique. They recorded the glottograms simultaneously
with high-speed motion pictures during sustained phonations. Comparing the
glottograms with the glottal areas obtained from the motion pictures for
the same vibratory cycles, the authors found a considerable dissimilarity
between the glottal wave forms obtained by the two methods. As possible
error sources in the transillumination method, the following factors were
pointed out:

1) The light-density distribution within the vocal folds may not
be constant.

2) The changing cross-sectional area of the folds in an anterior-
posterior plane may result in an uneven illumination of the folds.

3) Light reflections from the mucosal surfaces may not be invariant.
4) Vertical vocal-fold movements toward and away from the light

source are not taken into account.
5) The location of the monitoring device causes different wave forms.

Thus, Colman and Wendahl concluded that, without acceptable validation
of the procedure, the conclusions drawn from data obtained by transillumina-
tion alone must be regarded with skepticism, particularly regarding the
spectral properties of the glottal wave.

It is known that the illuminating light passes not only through the
glottal aperture but also through the laryngeal tissues to reach the photo-
sensor. Thus, some conditions of the larynx other than the glottal aperture,
such as variations in the thickness of the vocal folds, may also be re-
flected on the transillumination traces. On the other hand, it is also
true that most of transillumination traces show wave patterns on which we
can clearly observe the opening phase, the closing phase, and the closed
phase of the glottal vibration. Examples of the traces for different types
of phonation are shown in Figure 6. It seems, therefore, that we can attach
considerable value to studies made using this technique, providing care is
taken in its use.

Summarizing the above observations, the following points can be made
about the transillumination technique:
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FIGURE 6

10 msec

Simultaneous Recording of Transillumination (Lower Traces)
and Voice (Upper Traces) for Phonation of /a/ in Differ-

ent Pitch and Intensity Conditions

left column: variation in vocal pitch in chest voice (upper
two records) and falsetto (lower two records).

right column: variation in vocal intensity (upper three re-
cords) and breathy phonation (lowermost record).
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1) The technique has been developed as a straightforward method for
recording glottal-area variations, in both vibratory cycles and gross
abducting and adducting movements of the vocal-folds, during speech ut-
terances.

2) The absolute area of the glottis is not obtainable by this technique.
3) Several sources of artefacts in the technique should be taken into

account for the correct interpretation of the recorded data. Some of the
artefacts may be caused by conditions in the larynx, such as variations in
the thickness of the vocal folds. A shift in the positioning of the in-
struments relative to the larynx is also a major source of experimental
artefacts. Conditions, such as up-and-down movements of the larynx, dis-
placement of the instruments in the pharynx, and interruption of the light
by the epiglottis during utterances should be carefully monitored to mini-
mize errors.

Electrical Glottography

The technique of electrical glottography for registering glottal vibra-
tory movements by measuring changes in electrical resistance across the neck
was first reporter. by Fabre (1957). In this technique, a pair of plate
electrodes were placed on the skin on both sides of the neck above the thy-
roid cartilage. A weak, high-frequency voltage of 0.2 MHz was applied to
the electrodes, and a small fraction of the electric current passed through
the larynx. The transverse electrical resistance of the larynx varied
depending on the opening and closing of the glottis, and a modification in
the amplitude of the transglottal current occurred in correspondence with
the vibratory cycles of the vocal folds. The amplitude modification of the
current was detected from which the electrical glottograms were produced.
By means of this technique, Fabre (1958) examined glottal vibrations in
different types of phonation. He further applied this technique to the
observation of the opening (abduction) and closing (adduction) movements
of the vocal folds in respiration (Fabre, 1961). Michel and Raskin (1969)
have developed an improved version of the electrical glottograph, the elec-
troglottometer Mark IV.

In electrical glottography, two plate electrodes are placed outside the
neck, and no instrument needs to be inserted into the mouth or the pharynx,
thus minimizing the discomfort to the subject. On the other hand, there
seem to be several problems inherent to this technique. Among them, the
following points were noted by van den Berg (1962):

1) The signal is too small to be detected in a subject with a heavy neck.
2) It is difficult to avoid contamination of the signal by microphone

effects arising from variations in the contact resistance between the elec-
trode and the skin due to vibration of the larynx as a whole.

Application of electrical glottography to voice and speech research
have been attempted by several investigators. Fischer-Jirgensen et al.
(1966) noted that some glottograms reflect possible degrees of glottal
opening during speech articulations, while some do not. As possible arte-
facts affecting glottographic measurements, the authors pointed out varia-
tions in contact resistance between the electrodes and the skin, up-and-down
movements of the larynx relative to the electrodes, and the variations in the
conditions of the pharyngeal wall. In making comparisons between electrical
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FIGURE 7

Wave Form of Electrical Glottogram

(See text for explanation)
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and photo-electric glottograms, Fr$kjaer- Jensen (1968) concluded that the
opening of the glottis seemed to be better represented in photo-electric
glottograms, whereas the closure of the glottis (in particular its vertical
contact area) was probably better reflected in electrical glottograms.
Fant et al. (1966) compared wave forms of electrical glottograms, photo-
electric glottograms, and the volume-velocity source signal derived from
the speech signal by an electronic inverse filter.

A schematic drawing of a typical waveform of an electrical glottogram
for chest voice is shown in Figure 7, in which an ascending curve repre-
sents an increase in the electrical resistance and a descending curve a
decrease. In the figure, a glottal cycle consists of an abrupt falling
curve (a), followed by a gradual rise (b) and then a high plateau (c).
In his original work, Fabre (1957, 1958) correlated the downward deflection
of the curve to the maximum opening of the glottis and the plateau to the
closed phase. This should be reversed as has been pointed out by Ohala
(1966) and Fant et al. (1966). The comparative studies of the different
types of glottograms have revealed the true interpretation of the curves.
In Figure 7, the abrupt fall reflects the contact of the closing vocal
folds with a rapid increase in the contact area in the horizontal and ver-
tical directions. The gradual ascent reflects a rather slowly decreasing
contact area after the maximum closure of the vocal folds. When the vocal
folds have opened in their full length, no further separation appreciably
contributes to the variation of the electrical resistance, as is observed
in the plateau of the glottogram.

At present, the following points may be made in summarizing the re-
ports on electrical glottography:

1) The procedure is carried out with a minimum of discomfort for
the subject.

2) The record reflects the glottal condition during closure better
than during the open period. The presence or absence of glottal vibration,
as well as the fundamental frequency, can be readily determined.

3) The glottogram seems to be considerably affected by artefacts
such as variations in the contact resistance between the electrode and the
skin, up-and-down movements of the larynx relative to the electrodes, and
conditions of the pharyngeal wall and other structures in the neck. It is
difficult to estimate to what extent the glottal condition contributes to
the electric impedance variations between the electrodes, and a quantitative
interpretation of electrical glottograms seems to be less direct than, for
example, photo-electric glottograms.

Fiberoptics for Viewing the Larynx

Although there are various methods for indirectly observing laryngeal
action during speech articulations, visual examination is essential at
least in establishing the correct interpretation of the data obtained by
indirect methods. A laryngoscopic technique by use of a fiberoptics cable
introduced into the pharynx via the nose will be briefly described here.
The technique has been developed by Sawashima and Hirose (1968).

The fiberoptics, the outside diameter of which is approximately 6 mm,
contains a group of glass fibers for transmitting images and another group
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for conducting illuminating light. For introducing the optical cable
through the nose, surface anesthesia on the mucous membrane of the nose and
the epipharynx is necessary. The tip of the optical cable is placed in the
hypopharynx and posteriorly to the tip of the epiglottis. The insertion
of the optics does not cause any recognizable distortion in the natural
speech of the subject. A 16 mm tine camera is attached to the eye piece
of the optics, and simultaneous recording of the speech signal is made
with synchronization time marks placed on both the film and the audio-tape.
The use of a DC light source for illumination and a photosensor placed on
the pretracheal wall makes a combination of the photo-electric glottography
with the filming possible. Figure 8 shows selected frames of a film taken
during articulations of CVCV syllables. The frames are displayed in cor-
respondence with the sound specrogram. The frame rate of the film is 24
per second. In the selected frames, from left to right, the vocal folds
are: in abducted (inspiratory) position before the utterance (first
frame), in the course of adduction (second frame), in adducted (phonatory)
position before voice onset (third frame), in phonatory position and'actu-
-ally in vibration for the vowel [e] of the first syllable of /ze'ze/ (fourth
frame), set apart for the initial [s] of /seise/ (fifth frame), in vibration
for the following vowel [e] (sixth frame), and again set apart for the
second [s] of /se'se/ (last frame). The blurred edges of the vocal folds
in the fourth and sixth frames, in contrast to the others, evidence the
vocal-fold vibration. By this technique, opening and closing movements
of the vocal folds and the arytenoid cartilages during respirat'rn and
speech articulation are visually examined. The presence or absence of
vocal-fold vibration is also detectable.

At present, there are several limitations in this technique:

1) The small diameter of the light guide limits the amount of illumi-
nating light and consequently the frame rate of the motion picture. There-
fore, a high-speed motion picture for analyzing details of vibratory move-
ments of the vocal folds is not feasible with the present system..

2) Changes in the position of the tip of the fiberoptics relative
to the larynx, which take place during some articulatory movements, may
cause variations in the image size and the viewing angle of the larynx.
Backward tilting of the epiglottis also interferes with the glottal view.
In general, difficult sounds for obtaining good views are nasals and low
back vowels.

3) There is no reference available for calibrating the absolute di-
mensions of the glottal aperture.

LARYNGEAL ADJUSTMENTS IN VOICE AND SPEECH PRODUCTION

In this section, some results of the observation of laryngeal action on
voice and speech will be outlined.

Laryngeal Control Mechanism in Vocal Pitch and Intensity During Sustained Phonation

Numerous studies have been reported on laryngeal adjustments for vocal-
pitch control. Experimental evidence supports the general concept that vo-
cal pitch changes as a function of longitudinal tension in the vocal folds,
the mass of the vocal-fold tissue involved in the vibration, and subglottic

107 103



pressure. Vocal-fold tension increases with the contraction of the vocalis
muscle and/or the extension of the vocal folds by external force. It is
known that the laryngeal adjustments in the lower pitch range, which is
called chest register, are different from those in the higher pitch range,
the falsetto register. The range of conversational vocal pitch is normally
included in the chest register.

In an experiment on excised human larynges, van den Berg and Tan
(1959) observed an increase in fundamental frequency and a shift from the
chest register to falsetto as extension of the vocal folds was increased by
external force applied to the thyroid cartilage. They also noted that the
extensibility of the vocal folds was almost entirely determined by that of
the vocal ligaments and that the greatest part of the longitudinal force
applied to the thyroid cartilage was taken up by the vocal ligaments. At
large elongation of the vocal folds, tension in the vocal ligaments was
much greater than that obtainable by the contraction of the vocalis muscle.
Based on these experimental results, van den Berg (1960, 1962) concluded
that, in the chest register, tension in the vocal ligaments was very slight
and vocal pitch was determined by the contraction of the vocalis muscle
associated with medial compression of the vocal folds, whereas tension in
the vocal ligaments caused by the external force became dominant in falsetto.

Differences between the chest and falsetto registers, as observed in
the vibratory motions of the vocal folds of living human subjects, have
been reported by several investigators. According to Rubin and Hirt
(1960), who made a high-speed cinematographic study, for example, the
vocal folds in chest register vibrate along their full length, striking each
other with their entire mass in vibration, whereas in falsetto, the vocal-
fold margins become very thin and touch each other lightly or not at all,
the main mass of the vocalis muscle remaining uninvolved in the vibration.

Hast (1966b), with electrical stimulation of the recurrent nerve of
the dog, measured the tension of the thyroarytenoid muscle in its iso-
metric contraction. The tension was observed to increase with an increase
in the initial length of the muscle prior to stimulation, as well as with
increases in the voltage and frequency of the stimuli.

Lateral radiographic studies on vocal-fold length in the singing of
ascending scales were reported by Sonninen (1956, 1968), and maximum elonga-
tion was estimated at about 4 mm. The elongation curve showed a steep rise
up to a certain limit and then gradually became saturated near the register
shift from chest to falsetto and thereafter. Rubin and Hirt (1960) also
studied lateral X-rays and noted considerable elongation of the glottal
chink in passing from low to high chest voice, while the-7e was no further
lengthening in transitions to and within falsetto. Similar results were ob-
tained by Damst6 et al. (1968). Arnold (1961) reported elongation of the
vocal folds by 5 mm, or about 30 percent of their length, measured at the
lowest vocal pitch examined.

Measurements of vocal-fold length by means of laryngeal photography
are presented and discussed in Hollien (1960) and Hollien and Moore (1960).
Vocal-fold length was observed to increase systematically with increases in
vocal pitch, while no uniform pattern of elongation or shortening was ob-
served in the falsetto register. In some :lases, the vocal folds were shorter
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in falsetto than in high-chest voice. The authors also noted that the vocal
folds in abducted position were longer than in phonation.

Variations in the mass of the vocal folds participating in vibratory
motion can be estimated by measuring the vocal-fold thickness during phone-
tion. For this, laryngeal laminagraphic studies have been reported by
Hollien and Curtis (1960), Hollien (1962), and Hollien and Colton (1969).
Their results revealed that vocal-fold thickness decreased systematically
with increase in vocal pitch in the modal (chest) register but did not do
so in the major portion of the falsetto register. Vocal-fold thickness in
falsetto appeared to fluctuate slightly around a level at or near the
smallest value in the modal register.

Elongation of the vocal folds is achieved by the contraction of the cri-
cothyroid muscle, which has the effect of tilting the thyroid cartilage forward
relative to the cricoid. Isshiki (1959), with electrical stimulation of the lar-
ynx of the dog,found that vocal pitch rose to some extent with increasing
stimulation of the recurrent nerves, while it showed marked elevation with
additional stimulation of the external branch of the superior laryngeal
nerves which innervate cricothyroid muscles. Rubin (1963), in similar ex-
periments, also reported that the contraction of the thyroarytenoids alone
raised pitch but to a much lesser degree than did the contraction of the
cricothyroid alone.

Activities of the intrinsic ,uscles of human larynges have been studied
electromyographically by many investigators. Katsuki (1950), Faaborg-
Andersen (1957, 1965), Sawashima et al. (1958), Arnold (1961), and Faaborg-
Andersen et al. (1967) have all reported an increase in the electrical
activity of the cricothyroid muscle associated with an increase in funda-
mental frequency of chest voice. A similar activity in the vocalis muscle
has been reported by Faaborg-Andersen (1957, 1965) and Sawashima et al.
(1958). Hirano et al. (1969, 1970) claimed that the activities of the cri-
cothyroid, the vocalis, and the lateral cricoarytenoid muscles were positively
related to fundamental frequency of voice. Using averaged EMG data, Sawashima
et al. (1969) noted that variation in the activity of the cricothyroid muscle
has a more linear relationship to the fundamental frequency than has the
vocalis muscle. Activities of the intrinsic muscles in falsetto are somewhat
different from those in chest register. For rising vocal pitch with a shift
in register from chest to falsetto, Faaborg-Andersen noted less increase in
the activity of the cricothyroid muscle than was found within the chest regis-
ter. Similar results were obtained by Hirano et al. Less activity of the
cricothyroid muscle in falsetto compared to chest voice was observed by
Sawashima et al. Faaborg-Andersen noted little or no increase in vocalis
muscle activity for the increase of vocal pitch with the shift in register.
Hirano et al. (1969, 1970) and Sawashima et al. (1958) have reported a much
smaller degree of activity of the vocalis muscle in falsetto than in chest
voice.

The experimental results mentioned above reveal that, in chest register,
pitch rise is achieved by contraction of the vocalis muscle in combination
with its elongation caused by contraction of the cricothyroid muscle, whereas,
in falsetto, a different type of laryngeal adjustment is exerted and the par-
ticipation of the vocalis muscle is very slight.
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An increase in the activity of the lateral cricoaryt:enoid muscle for
higher fundamental frequency in chest register, which has been reported by
Hirano et al. (1969, 1970) compares with the effect of the medial com-
pression in the above mentioned experiment of van den Berg and Tan (1959).

The contribution of the extrinsic laryngeal muscles to vocal pitch
control has been discussed by several investigators. Sonninen (1956)
claimed there was a forward pull of the thyroid cartilage (vocal-fold elonga-
tion) by simultaneous contraction of the sternohyoid, hyothyroid, and the
ventral group of the suprahyoid muscles, the cricoid cartilage being fixed
in position by the cricopharyngeal muscle. Zenker and Zenker (1960) empha-
sized the effect of the thyropharyngeal muscle which approximates the plates
of the thyroid cartilage and displaces the anterior origin of the vocal folds
in a forward direction.

Active pitch-lowering mechanisms in the larynx are still to be examined.
Lindqvist (1969) proposed a pitch-lowering mechanism by a laryngealization,
i.e., contraction of the aryepiglottic sphincter, for shortening the vocal
folds. Among the extrinsic muscles, the sternothyroid muscle was assumed,
by some investigators, to have a pitch-lowering effect by tilting the thyroid
cartilage backward. However, Sonninen(1956) has shown that the contraction
of the sternothyroid could cause tilting of the cartilage in either direction
depending on the position of the head and the spine. Zenker and Zenker (1960)
claimed the cricopharyngeal muscle to be of importance for shortening the
vocal folds by pulling the cricoid cartilage backward and upward. They also
proposed a functional chain of arytenoid cartilage, aryepiglottic muscle,
epiglottis, tongue, hyoid bone, and mandible as a device for shortening the
vocal folds. Minnigerode (1967) disagreed with Zenker and Zenker and claimed
that the function of the cricopharyngeal muscle would be rather synergic or
auxiliary to the cricothyroid muscle since it would assist, a horizontal
relative displacement of the thyroid and cricoid cartilages.

Electromyographic studies of the extrinsic muscles have presented rather
complex data on their activities in connection with variations in vocal pitch.
Faaborg-Andersen and Sonninen (1960) examined the sternothyroid, the mylohyoid,
and the thyrohyoid muscles. Pronounced activity in the sternothyroid muscle
was observed during phonation at low and high pitches, while there was a
decrease in the activity in the middle of the pitch range. The mylohyoid
muscle showed pronounced activity only in the middle of the tone scale,
and the activity of the thyrohyoid muscle increased during middle- and high-
pitched phonation. Arnold (1961) reported increasing activity in the sterno-
thyroid muscle along the ascending scale of vocal pitch. Zenker and Zenker
(1960) noted that activities of the extrinsic muscles were found to be mini-
mal during phonation at the mean of conversational pitch, which is close to
the rest position of the larynx. Any effort to change vocal pitch from this
level showed an increase in activity of the muscles. Thus, pronounced acti-
vity of the thyropharyngeal muscle associated with some increase in crico-
pharyngeal activity was observed for raising pitch, and a predominant in-
crease in activity of the cricopharyngeal muscle accompanied by some increase
in thyropharyngeal activity nr lowering pitch. Activity of the sternohyoid
muscle was studied by Hiranc el al. (1967). The activity was prominent in
both high and low pitches, while it was less marked in the middle portion of
the pitch range.
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The data mentioned above indicate that there is no simple relationship
to be found between vocal pitch and the action of the extrinsic laryngeal
muscles. Complex patterns of their activities are also considerably in-
fluenced by the position of the head, the larynx, the lower jaw, and the
tongue.

Intensity of voice is considered to be regulated by subglottic pres-
sure with or without active participation of laryngeal muscles. Rubin
(1963), in his experiments on the dog, reported a rise in sound-pressure
levels in response both to increased air flow and to increased contraction
of the thyroarytenoid and cricothyroid muscles.

Isshiki (1964), measuring the subglottic pressure and the air-flow rate
in relation to vocal intensity in human subjects, concluded that, in the
very law pitches, the air-flow resistance at the glottis, which reflects
laryngeal control, dominantly correlates with the intensity variation, the
correlation becoming less apparent as the pitch is raised, until the ex-
tremely high pitch range voice-intensity variation is correlated with air-
flow rate.

Adjustments of the glottal resistance must be reflected in the electri-
cal activities of the laryngeal muscles. Electromyographic studies have
shown somothat controversial data on the laryngeal control of vocal intensity.
No significant change in activity of either the cricothyroid or the vocalis
muscle for varying vocal intensity was observed by Faaborg-Andersen (1957,
1965) and Sawashima et al. (1958), while Arnold (1961) did find greater
cricothyroid activity for higher intensities. Greater activity in the
vocalis, arytenoid, and posterior cricoarytenoid muscles for increased vocal
intensity was reported by Zboril (1965). Hirano et al. (1969, 1970) ob-
served increased activity in the vocalis and lateral cricoarytenoid muscles
for higher intensities in low-chest voice, while in falsetto the activity
remained unchanged or decreased with increasing intensity. Cricothyroid
activity usually remained unchanged or decreased. This result is consis-
tent with the aerodynamic data obtained by Isshiki. The decrease in the
muscle activity seems to reflect compensatory laryngeal adjustments for
maintaining constant pitch, which otherwise tends to be raised by increased
air flow.

From the data mentioned above, it is difficult to obtain clear conclu-
sions on vocal-intensity control. Laryngeal adjustments for intensity con-
trol seem less pronounced than for pitch control, and intensity control is
probably closely interrelated with respiratory and/or aerodynamic conditions.

Laryngeal Adjustments During Speech Articulation

Experimental data directly relevant to laryngeal behavior in speech ut-
terances is, at present, far less readily available than that for sustained
phonation. This may be attributed in part to the technical difficulty in ob-
taining reliable data without disturbing natural movements of articulatory
organs. Furthermore, experimental conditions in speech can not be simplified
or artificially controlled as in sustained phonation.

Electromyographic studies of the laryngeal muscles in relation to intona-
tion or accent patterns in speech have been reported by several investigators.
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For a pitch rise at the end of utterances in an interrogative form, an
increase of electrical activity was observed in the cricothyroid and the vo-
calis muscles (Hirano et al., 1969; Harris et al., 1969) and also in the
lateral cricoarytenoid muscle (Hirano et al., 1969). Hirano et al. (1969)
reported an increase in activity of the cricothyroid, the vocalis, and the
lateral cricoarytenoid muscles associated with an accentuation put on words
in English sentences. Simada and Hirose (1970), in utterances of Japanese
words with different pitch accent patterns, observed increased activity in
the cricothyroid and the lateral cricoarytenoid muscles in correspondence to
the accent feature. The cricothyroid muscle activity, in particular, showed
almost clear-cut correspondence to the time course of the fundamental fre-
quency. Similar results have been shown in EMG of the cricothyroid and the
vocalis muscle in relation to Swedish accent patterns (Garding et al., 1970).

Beside vocal pitch and intensity control, an important participation of
laryngeal control in speech is seen in actualization of the voiced/voiceless
distinction of consonants. Glottal conditions during consonant articulations
have been studied by several investigators.

Transillumination data were reported by Slis and Damst (1967) and
Lisker et al. (1969). The results of Slis and Damst4 were:

1) The glottis was open for voiceless consonants, the degree of opening
being equal to the maximum opening in the vibratory cycles of the adjoining
vowels for plosives and about twice as large for fricatives.

2) The glottal condition for the voiced plosives and fricatives was
almost the same as for the adjoining vowels with some exceptions where the
glottis was found to be open.

3) The laryngeal behavior for the glides, the nasals, and the liquids
did not differ from that for the adjoining vowels.

4) In intervocalis /h/, the vocal folds were vibrating while the de-
gree of glottal opening equalled that of the voiceless fricatives.

5) In whispered speech, the glottal opening was greater for voiceless
consonants than for their voiced counterparts.

Results of Lisker et al. for running speech with American English were
as follows:

1) Voiceless stops were produced with either opening of the glottis
or interruption of voicing. Some voiceless stops in unstressed positions
were produced with a closed glottis or uninterrupted voicing.

2) Voiceless fricatives were produced with both opening of the glottis
and interruption of voicing.

3) Voiced stops were mostly produced with a closed glottis and unin-
terrupted voicing.

4) Voiced fricatives were produced with either an open or a closed
glottis, the voicing being uninterrupted in both cases.

Visual examination of the glottis by use of a fiberoptics has been re-
ported by the present writer. Findings on Japanese syllables (Sawashima,
1968; Sawashima et al., 1968) and in running speech with American English
(Sawashima et al.,in press) are basically consistent with those obtained by
transillumination mentioned above. Some additional data, including those ob-
tained very recently, may be briefly mentioned here. With voiceless stops,
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the degree of glottal opening for the same phoneme varies considerably de-
pending on the phonological environment and also on the speed of utterance.
In some voiceless stops, the arytenoid cartilages appear to stay in the
phonatory position with a narrow spindle-shaped opening along the mem-
branous portion of the glottis. In English, the glottal openings for the
aspirated voiceless stops are larger than for unaspirated ones. The rela-
tive timing between laryngeal and supraglottal articulatory gestures for
voiceless stops was examined. For voiceless stops, the separation of the
arytenoid cartilages shows a relative timing that varies considerably,
occurring both before and after oral closure, with some intersubject dif-
ferences. The cessation of glottal vibration occurs after the beginning of
oral closure and the separation of the arytenoids. For unaspirated voice-
less stops, the resumption of vibration takes place just at cr immediately
after the stop release while the arytenoid closure is completed shortly af-
ter the resumption of vibration. For aspirated voiceless stops, both the
resumption of vibration and closure of the arytenoids take place much later
than for nonaspirates.

These articulatory maneuvers, including the relative timing of laryngeal
control and vocal tract control, are considered to be appreciably different
from language to language. Some other languages with different manner charac-
terizations of consonants have been studied. Vencov (1968), using a special
device to make artificial releases during stop closure, claimed that, in
Russian voiceless stops, the glottis stays in a position close enough to
vibrate whenever transglottal air flow is resumed. Glottal openings for
three types of Korean stops (unaspirated, slightly aspirated, heavily as-
pirated) were examined cineradiographically by Kim (1970). The results re-
vealed a larger opening of the glottis at the time of release for the sounds
with greater degrees of aspiration.

An electromyographic study on the glottal adjustments for consonant
articulation was reported by Hiroto et al. (1967). During the articulation
of Japanese VCV syllables, a temporary decrease in electrical activity in
the adductor muscles (thyroarytenoid, lateral cricoarytenoid, and interary-
tenoid) and an increase in the activity of the abductor muscle (posterior
cricoarytenoid) were found corresponding to voiceless consonants, while no
change was detectable in the cricothyroid muscle. No differences in the
EMG patterns were observed between voiced consonants and vowels. The re-
sult-, indicate an opening gesture of the glottis for voiceless consonants,
where. the cricothyroid muscle does not participate.

As mentioned in the beginning of this section, experimental research on
laryngeal adjustments during speech utterances is now still in the preliminary
stages. Data obtained so far seem to indicate complexity and variability of
the laryngeal maneuvers in actual speech as shown in the articulatory gestures
in the supraglottal organs. Further data collection by means of various
modern research techniques dealing with different physical quantities, in-
cluding for example aerodynamic measures, is necessary for the description of
the laryngeal articulatory mechanism.
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Speech Synthesis for Phonetic and Phonological Models*

Ignatius G. Mattingly
+

Haskins Laboratories, New Haven

INTRODUCTION

The linguist today, and more especially the phonologist, is aware of two
very active areas of investigation. One of them, generative phonology, is at
the very center of his field of vision and cannot be ignored. The other, ex-
perimental phonetics, may seem less directly relevant to his concerns, even
though he accepts the truism that phonology rests ultimately on a phonetic
basis. As modern experimental phonetics grows more technical and is increas-
ingly dominated by the psychologist, the physiologist, the electronics engi-
neer, and the speech scientist, the phonologist is more likely than ever to
be put off and to yield to the temptation to do phonology on the basis of
phonetic folklore.

In this situation, it is fortunate that there is a group of investiga-
tors whose efforts tend to bridge this gap: those engaged in synthesis of
speech by rule. By synthesis by rule, we mean the automatic production of
audible synthetic speech from a symbolic transcription by a process that mod-
els phonetic and phonological rules in some nontrivial way. With the help of
modern electronic technology, it is now perfectly possible to type a trans-
cription on a computer typewriter and immediately hear the corresponding ut-
terance. But the investigator who undertakes synthesis by rule not only makes
use of advanced technical facilities, he also attempts, of necessity, to inte-
grate and generalize into a system those findings of experimental phonetics
that are relevant to phonology. On this account, at least, synthesis by rule
should intrigue the phonologist.

We believe that there are other reasons as well why the phonologist
should be interested, and we shall try to make them clear below. We shall
also say a little about the techniques of speech synthesis, give some account
of the development of synthesis by rule, describe a number of current approach-
es to the task, and finally, suggest some possible directions that this work
may take in the future.

Speech synthesized by rule is not the only kind of synthetic speech.
1

*Chapter prepared for Current Trends in Linguistics, Vol. XII, Thomas A.
Sebeok, Ed. (The Hague: Mouton).

+Also, University of Connecticut, Storrs

1For general discussions of speech synthesis, see Wheatstone (1837); Dudley
and Tarnoczy (1950; Fant (1958); Cooper (1962) and Flanagan (1965:167-191).
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There are several others which should be mentioned, if only because investi-
gations motivated by these uses have led to technical advances of general
benefit. Thus, much of the speech synthesis research of the past thirty years
has been prompted by interest in vocoding (i.e., voice coding). The channel
capacity (equivalently, the bandwidth in the radio spectrum) required for
transmission of speech is many times greater than it ought to be, considering
the amount of information, in Shannon's sense, that is carried by the speech
signal. Since the channel capacity available for radio and cable communica-
tions is limited, many schemes have been devised to "compress" speech by ana-
lyzing the speech wave and transmitting only the information needed to syn-
thesize an intelligible version at the receiving end. For example, in Dudley's
(1939) original Vocoder, built at Bell Telephone Laboratories, the spectrum of
telephone speech (250-3000 Hz) is analyzed by a bank of 10 filters. The
smoothed, rectified output of each filter represents the energy in a certain
part of the spectrum as a function of time. Another circuit tracks F , the
fundamental frequency (for voiceless excitation, the output of this circuit
is zero). The Vocoder transmits the outputs of the F, tracker and of the fil-
ters. Since these functions vary relatively slowly, the channel capacity
needed for all 11 functions is far less than the unprocessed speech signal
would require. To synthesize the speech, the frequency of a buzz source is
varied according to the F0 function (a hiss source is used when this function
has zero value). The buzz or hiss excites each of a set of filters matching
those used in the analysis, and the amplitude of the output from each synthe-
sizing filter is determined by the function for the corresponding analyzing
filter. Summing the outputs of the synthesis filters yields an intelligible
version of the original speech.

A second type of vocoder is the formant vocoder (Munson and Montgomery,
1950). In a formant vocoder, the analyzer tracks the excitation state, F0,
and the frequencies and amplitudes of the lowest three formants of the origi-
nal speech and transmits these functions; in the synthesizer, resonant cir-
cuits representing the three formants are appropriately excited, and the trans-
mitted functions also determine the frequency and the amplitude for each reso-
nator. The saving in channel capacity is greater than for a filter-bank voco-
der, but correct analysis is much more difficult. Both filter-bank and for-
mant synthesizers have proved to be of value for phonetic and phonological
research as well as for communications.

Besides vocoding, there are certain other possible applications for syn-
thetic speech. If it is necessary for a machine to communicate with its user- -
a computer operator or a student undergoing computer-assisted instruction--and
heavy demands are already being made on his visual attention, spoken messages
may be the solution. But fast random access to a large inventory of mes-
sages is required, storage of natural speech becomes cumbersome, for speech
makes the same exorbitant demands on storage capacity as it does on channel
capacity (Atkinson and Wilson, 1968). Synthetic speech, if it could be stored
in some kind of minimal representation, would be an attractive alternative.
Still another application is a reading machine for the blind. In such a device,
printed text must be converted to spoken output with the aid of a dictionary
in which written and spoken elements are matched. If these elements are natur-
ally spoken words, the output rate cannot exceed ordinary speaking rates with-
out distortion and (on account of the difficulty of abutting the words closely
without losing intelligibility) will actually be considerably slower. Yet the
blind user would be happy with an output several times faster than natural
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speech. A potential solution is suggested by the fact that speech can be
synthesized at two or three times normal speed without much loss of intelligi-
bility (Cooper et al., 1969).

In addition to these practical applications, synthetic speech is used for
psychological research into the nature of speech perception itself. Synthetic
stimuli can be produced which are simple and closely controlled and which, in
some cases, could not have been produced by a human speaker at all. Such stim-
uli have been used to study categorical and continuous perception of speech
sounds (Liberman et al., 1957), differences between perception of speech and
nonspeech signals (Liberman et al., 1961), and hemispheric localization of
speech processing (Shankweiler and Studdert-Kennedy, 1967). These investiga-
tions, apart from their intrinsic interest, are an essential preliminary to
synthesis by rule.

Another research application of synthesis is the close imitation of nat-
ural speech utterances. It is of some interest to know just how faithfully a
particular synthesizer can simulate natural speech, without any assumptions
being made about the structure of speech or language beyond those built into
the synthesizer. Such investigations explore th? limitations of the synthe-
sizer. If the best imitations that could be achieved in this way were indeed
quite poor, this fact would discourage any endeavor making use of synthetic
speech. Fortunately, at least one investigator, Holmes (1961; see also
Holmes et al., 1964), using a formant synthesizer, has been able to synthesize
sentences that are extremely natural and virtually impossible to distinguish
from their originals. This is good evidence that progress in other applica-
tions of speech synthesis is, at any rate, not limited by the quality of the
synthesizer.

HISTORICAL DEVELOPMENT OF SYNTHESIS-BY-RULE TECHNIQUES

The applications we have just summarized are quite recent. The tradi-
tional motivation for research in speech synthesis has been simply to explain
how man used his vocal tract to produce connected speech. In a broad sense,
such research is synthesis by rule, though it was a long time before the no-
tion of a rule became obvious and the importance of an explicit formulation
of the rules was recognized.

The idea of an artificial speaker is very old, an aspect of man's long-
standing fascination with humanoid automata. Gerbert 1003), Albertus
Magnus (1198-1280), and Roger Bacon'(1214-1294) are all said to have built
speaking heads (Wheatstone, 1837). However, historically attested speech syn-
thesis begins with Wolfgang von Kempelen (1734-1804), who published an account
of his twenty years of research in 1791 (see also Dudley and Tarnoczy, 1950).
Von Kempelen's synthesizer was a le.ndbox driven by a bellows. One output of
the windbox led to a reed, to simulate vocal-cord excitation; the reed was
followed by a short neck and a bell-shaped, rubber mouth. Deforming the mouth
changed the quality of the sound made by the reed. Projecting from the neck
were two tubes which could be opened to make nasal sounds. Other outputs of
the box included special passages for the fricatives [s] and [g]. There was
also a lever to modulate the vibration of the reed for trilled [r] and an aux-
iliary bellows for aspiration of voiceless stops. A human operator played the
synthesizer like a musical instrument; he pumped the bellows with his right
arm, operated the various levers and tubes with his right hand, and manipulated
the rubber mouth with his left hand.
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Von Kempelen claims to have synthesized a number of short utterances in
various languages ("Leopoldus Secundus," "vous etes mon ami"). In 1923,
Paget operated a copy of the synthesizer built by Wheatstone (1837) and was
able to produce a few isolated words (Paget, 1930:1)). But whatever the qua-
lity of the synthesis, one cannot fail to be impressed by the insights into
the nature of speech production reflected in the design of the synthesizer
and manifest in von Kempelen's monograph. He understood the basic relation-
ship between the larynx and the supraglottal cavities and realized the special
problems posed by nasals and fricatives. He understood also the importance of
what Fant et al. (1963) were later to call "synthesis strategy": a set of
techniques for producing the various classes of sounds which exploits the pos-
sibilities of a particular synthesizer and minimizes its limitations. (Thus,
von Kempelen made an [f] by closing all regular outlets from the windbox and
building up enough pressure inside to force air through the leaks in the box!)
The obvious limitations of his work were the need to use a mechanical system,
the acoustic properties of which were neither easily predictable nor readily
alterable and the use of a human operator for dynamic control, with the con-
sequence that the "rules" were not explicit but were rather part of the opera-
tor's art. Interestingly enough, the Abbe Mical, a contemporary of von Kem-
pelen, is supposed to have built a synthesizer controlled by a pinned cyl-
inder, such as is used in a music box. Wheatstone (1837:40-41) considered
and dismissed the possibility of fitting his copy of von Kempelen's synthe-
sizer with a control device of this sort:

It would be a very easy matter to add either a keyboard or a
pinned cylinder to De Kempelen's instrument, so as to make
the syllables which it uttered follow, each with their proper
accentuations and rests; but unless the articulations were
themselves more perfect, it would not be worth the trouble
and expense.

On the other hand, without a well-specified input, such as a pattern of pins
on a cylinder, how can the performance of the synthesizer be systematically
studied and improved?

During the century after von Kempelen and Mical, other manually operated,
mechanical speech synthesizers were developed. Besides Wheatstone's copy of
von Kempelen's synthesizer, there was, for instance, Faber's Euphonia (Gariel,
1879), which according to Dudley and Tarnoczy (1950) had variable pitch and
sang "God Save the Queen."

But the next real step forward was Dudley's Voder (Dudley et al., 1939),
an offshoot of his Vocoder, described earlier. The ten filters of the Vocoder
synthesizer were widened to cover the range 0-7500 Hz, and a set of manual
controls was supplied. The output amplitudes of the filters were controlled
from a keyboard; a wrist bar selected buzz or hiss excitation; and a foot-
pedal o.nntrolled F0. There were also special keys to generate automatically
the sequence of closure and release required for stops. A year or more of
training was required before an operator could produce intelligible speech,
and each utterance had to be carefully rehearsed. The Voder was demonstrated
successfully at the 1939 New York World's Fair and the 1940 San Francisco
World's Fair.
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There were two Important differences between Dudley's approach to speech
synthesis and von Kempelen's. First, Dudley's Voder was an electrical, rather
than a mechanical, simulation, so that the acoustic properties of synthesizer
components were reasonably predictable and design changes could be readily
made. Second, the Voder simulated acoustic properties of speech, whereas von
Kempelen's simulated articulatory properties as well. Dudley's model made it
easier to improve the rendition of particular speech sounds but made a weaker
claim about the nature of speech. However, Dudley's system had one important
feature in common with von Kempelen's: a human operator was used, and the
rules for synthesis were part of his skill.

The human operator disappeared from speech synthesis as an indirect re-
sult of Potter's invention of the sound spectrograph during World War II
(Koenig et al., 1946). After the War, the spectrograph opened the way to ex-
tensive research in acoustic phonetIcs because it made it easy to observe the
correspondence between speech sounds and events in the acoustic spectrum,
notably formant movements. The spectrograph also suggested a new way of syn-
thesizing speech: "playing back" a spectrogram. Potter himself built a play-
back synthesizer (Young, 1948); Cooper (1950) developed a research version,
the Pattern Playback, which is still in use at Haskins Laboratories. In the
Pattern Playback, an optical representation of an excitation spectrum with
50 harmonics and FO at 120 Hz is shaped by a spectrographic pattern painted
on a moving, transparent acetate belt,and this optical representation is then
converted to an acoustic signal. Thus, the synthesis of an utterance is not
a transient performance but is controlled by a preplanned pattern and can be
repeated. Moreover, the close correspondence between the output of the ana-
lyzing tool (the spectrograph) and the input to the synthesizing tool (the
Playback) is convenient experimentally and of great value conceptually.

The Haskins investigators used the Playback to study the psychology of
speech perception and to accumulate a body of knowledge about the "speech
cues" (Liberman et al., 1967). Experienced users of the Playback, the late
Pierre Delattre, for example, could readily paint intelligible utterances:
like the operators of von Kempelen's synthesizer or the Voder, they had inter-
nalized a set of rules. Frances Ingemann, however, used this body of know-
ledge to draw up a formal set of instructions for painting spectrograms
(Ingemann, 1957; Liberman et al. 1959). Her instructions are subdivided into
rules for manner class, place of articulation, and the voiced/voiceless dis-
tinction. (Since the rules are intended for a monotone synthesizer, there
are no FO rules.) The manner-class rules specify steady-state durations of
the associated formant transitions, and the formant amplitudes appropriate
for each class. The place rules specify the steady-state frequencies of for-
mants, fricative noise, and stop-bursts and the transition end-points for
stops, nasals, fricatives, and affricates at each point of articulation. The
voicing rules specify the burst durations and closure voicing for stops and
the friction duration and intensity for fricatives. Because they are organ-
ized along the phonetic dimensions of manner, voice, and place, the rules make
the most of the uniformities and symmetries which emerged from research on the
speech cues. But this kind of organization could not be carried through con-
sistently: separate rules were needed for the steady states cf each vowel,
and "position modifiers"--changes to the basic rules--were required in some
contexts. These modifiers reflect basic limitations of synthesis by rule at
the acoustic level.
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Using these rules, the utterance "I painted this by rule without looking
at a spectrogram and without correcting by ear. Can you understand it?" was
synthesized on the Playback. Painting an utterance of any length to precise
specifications, however, proved to be a laborious procedure, and not many
other such utterances were actually synthesized. Nevertheless, for the first
time, a set of rules had been stated explicitly enough so that anyone willing
to take the trouble could paint a spectrogram by rule and synthesize the cor-
responding utterance, any spectrogram purporting to follow the rules could be
checked, and utterances representing different versions of a rule could be
directly compared. The concept of speech synthesis by rule, which had been
the implied purpose of earlier investigators, now became a clearly understood
research objective.

Meanwhile, the resonance synthesizer had been developed. This type of
synthesizer derives from the formant vocoder just as the Voder derives from
the filter-bank vocoder. Resonant circuits represent the first few formants,
and these circuits are excited by a hiss source or a variable-frequency buzz
source. The state of the synthesizer can thus be specified by assigning val-
ues to a relatively small number of parameters which correspond to significant
dimensions of natural speech and are readily observable in acoustic records:
F0, the formant frequencies Fl, F2, F3, and so on. A much stronger claim is
implicit in a parametric synthesizer than in a nonparametric synthesizer like
the Voder or the Playback. The information of interest in speech is regarded
not just as band-limited, but as entirely a function of a very few physical
variables.2

The resonant circuits of the synthesizer can be arranged either in paral-
lel, the outputs of the various circuits being summed to produce the final
output, or in series, the output of each resonant circuit being fed into the
next. The series synthesizer is a closer approximation to the acoustical be-
havior of the vocal tract and incorporates in its design Fant's (1956) obser-
vation that if certain assumptions are made about the glottal source spectrum
and the formant bandwidths, the relative amplitudes of vowel formants can
be predicted from their frequencies. Thus, a series synthesizer requires
fewer parameters and can be expected to produce more natural vowels. On the
other hand, parallel synthesizers are far more flexible and simplify synthe-
sis strategy for sounds with complex spectra, like voiced fricatives. The
relative merits of parallel and series synthesizers are best summed up by
Flanagan (1957). Lawrence's (1953) PAT was the first example of a parallel
resonance synthesizer; Fant's (1958) OVE II, the first full-scale, experimen-
tal series synthesizer. Highly reliable resonance synthesizers of both types
are now available.3

2
For an interesting discussion of parametric vs. nonparametric synthesis, see
Ladefoged (1964).

3
OthEr parallel resonance synthesizers are described by Borst, (1956);
et al., (1964); Mattingly, (1968b), and Glace, (1968). Other series
sizers arc described by Coker, (1965); Tomlinson, (1965); Liljencrant
Kacprowski and Mikiel, (1968); Kato et al., (1968); Dixon and Maxey,
Shoup, (pers. comm.)
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A parametric control scheme should have made synthesis by rule simpler,
since the parameters to be specified are precisely the dimensions of speech
in terms of which it is convenient to state acoustic rules. Ingemann (1960),
in fact, reformulated her rules for use with the Edinburgh-series version of
PAT (Anthony and Lawrence, 1962). But in order to control a resonance syn-
thesizer, some means of changing the parameter values dynamically is required.
At first, this was accomplished with a function generator; for example, para-
meter functions for the Edinburgh PAT were represented in conductive ink on
parallel tracks of a moving plastic belt (Fourcin, 1960). But applying the
rules (as distinct from stating them) was, if anything, more troublesome with
a function generator than with the Pattern Playback. Fortunately, digital
computers now began to become available for phonetic research. Kelly and
Gerstman 01961) demonstrated that the computer not only could apply a set of
rules (i.e., calculate the parameter values) quicly and accurately but also
could be used to simulate the synthesizer itself. Other investigator:,
showed that, if an actual, rather than a simulated, synthesizer is used, the
computer could also play the role of function generator.5

The Kelly and Gerstman program was quite simple. For each speech sound,
initial and final transition durations, steady-state durations, and steady-
state values for each parameter were stored. During the steady state of a
sound, the stored values were used; during the final-initial transition peri-
od, parameter values changed smoothly from preceding to following steady state.
It would be easy to criticize this scheme: the framework within which the
rules are stated is extremely crude, and a good deal of ad hoc modification
was required to make the synthetic speech even reasonably intelligible. But
Kelly and Gerstman had clearly demonstrated that a computer could be used to
apply phonetic rules--as great an advance over application of the rules by
drawing patterns or functions by hand as were the latter over direct operation
of the synthesizer by a human being. It was now possible to test and correct
rules by producing substantial quantities of synthetic speech automatically
and consistently.

4
The advantage of a simulation is that it can be completely reliable and
accurate, and the design of the synthesizer can be readily modified; he
disadvantage is that an extremely powerful computer is required, and such
computers are too expensive to permit extended real-t ,e operation. Recent
simulations of resonance synthesizers (all series) include those described
by Flanagan et al. (1962), Rao and Thosar (1967), Rabiner (1968), Saito and
Hashimoto (1968).

5
0n-line transmission of stored parameter values can be performed by a labo-
ratory computer at a low enough cost to permit the investigator to experi-
ment at length; it.is easy to program other convenient facilities, such as
routines for editing or displaying the stored parameter values. Schemes of
this sort include those of Tomlinson (1965), Denes (1965), Coker and Cummiskey
(1965), Scott et al. (1966), Mattingly (1968b). Off-line control schemes, in
which the computer prod.lces a record, such as a paper tape, which is then used
to control a function generator, are also practical, though less convenient
(Holmes et al. , 1964; Iles, 1969).
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Resonance synthesizers, as well as the Playback and the Voder, are
"terminal analog" synthesizers: they simulate the acoustic output of the vocal
tract but not the activity of the vocal tract itself. However, concurrently
with resonance synthesizers, vocal-tract analog synthesizers were being devel-
oped. With one interesting exception, the "true" (i.e., mechanical) model of
Ladefoged and Anthony (Anthony, 1964), these synthesizers are electrical simula-
tions. The supraglottal vocal tract is considered as segmented into a series
of short tubes, each with a variable cross-sectional area. The acoustic proper-
ties of each tube in such a series can be simulated by the electrical properties
of a transmission line. The acoustical effect of a change in cross-sectional
area is equivalent to a change in the characteristic impedance of the correspond-
ing transmission-line segment. The nasal cavity is usually represented as a
branch with a few fi,:ed sections and variable coupling to the main line. Thus,
the spectrum of the output of the synthesizer depends on the momentary cross-
sectional area function and the amount of nasal coupling.6

Like a resonance synthesizer, a vocal-tract analog could be simulated on
a computer, and Kelly and Lochbaum (1962) used such a simulation for synthesis
by rule. The approach was very much the same as the one used by Kelly and
Gerstman, except that the parameters were the areas of the cross-sections of the
segments of the tract instead of formant frequencies. The results were less
successful than Kelly's terminal analog synthesis had been, a fact of some
interest.

By the early sixties, then, there was no doubt that speech could be syn-
thesized by rule by either terminal analog or vocal-tract analog methods. Re-
liable synthesizers and convenient methods of controlling them had been developed.
Even more important, the value of explicitly formulated rules had become obvious.

JUSTIFICATION FOR SYNTHESIS BY RULE

Since speech has been successfully synthesized by rule, it might seem that
the basic objective of von Kempelen and his successors has been attained; it
therefore becomes important to state clearly the reasons for continuing the re-
search. One obvious reason is that we still have much to learn about the physi-
cal aspects of speech prJdu_tion: how the various articulators move; how their
movements are timed; how the controlling musculature operates to produce the
sounds of speech. Synthesis by rule is a way of testing our understanding of
the physical apparatus, and this is the primary motivation for much of the activ-
ity in the field today. But this argument may not seem very persuasive to the
linguist, who is concerned with speech as a psychological fact rather than a
physical one. But we think that synthesis by rule offers other possibilities

6
The first electrical vocal-tract analogs were static, like those of Dunn
(1950), Stevens et al. (1953), Fant (1960). Rosen (1958) built a dynamic
vocal tract (DAVO), which Dennis (1963) later attempted to control by computer.
Dennis et al. (1964), Hiki et al. (1968), and Baxter and Strong (1969) have
also described hardware vocal-tract analogs. Kelly and Lochbaum (1962) made
the first computer simulation; later digital computer simulations have been
made, e.g., by Nakata and Mitsuoka (1965); Matsui (1968), and Mermelstein (in
press). Honda et al. (1968) have made an analog computer simulation.
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of substantial theoretical importance for the linguist, possibilities which
have barely begun to be explored. To justify this point of view, however,
requires brief reference to some basic questions of linguistics.

We believe, following Chomsky and Halle (Chomsky, 1955, 1968; Chomsky and
Halle, 1968) and other generative grammarian:;, that the grammar of a 1- ,uage
can be represented by a set of rules. A speaker/hearer who is competent in a
language has learned these rules and uses them to determine the grammatical
structure of his utterances or those of another speaker, since the rules
"generate" an utterance if, and only if, grammatical structure can be assigned
to it. Competence does not fully determine performance: the speaker's actual
utterances may frequently be ungrammatical, and the listener may guess a speak-
er's intent without consistent reference to the rules.

A subset of the rules for any language are phonological: they convert a
string of morphemes, already arranged in some order by syntactic rules, into a
phonetic representation. In the familiar generative model (Chomsky and Halle,
1968), the morphemes are lexically represented as distinctive-feature matrices,
each column of which is a phonological segment. .All phonologically redundant
feature specification is omitted, and each specified feature has one of two
values. The phonological rules complete the matrices, alter the feature speci-
fication in certain contexts, delete and insert segments, and assign a range of
numerical values to the features. The output of the phonological rules, then,
is a matrix of phonetic segments for which each of the features is numerically
specified.

Besides these acquired rules, we suppose the speaker of the language to
have a certain inborn linguistic capacity: "the innate organization that deter-
mines what counts as linguistic experience and what knowledge of language arises
on the basis of this experience" (Chomsky, 1968:24). This capacity is what
makes it possible for him to learn the rules and to use them in making gram-
matical judgments; it is reflected in some universal and quite severe constraints
on the form and content of grammatical rules. In the case of phonology, not
only are the forms of the input and output highly determined, but the set of
phonetic features by which the output of the phonology may be represented is the
same for all languages; moreover, the language-specific set of "classificatory"
features which are used to represent the lexical items at the input to the
phonology are related in a significant, though complex, way to a subset of
universal phonetic features with the same names. Phonological rules are con-
structed out of phonetic raw material.

Conventionally, the linguist's concern ends with the phonetic-feature
representation, which is the output of the phonology. But our account of the
speaker/hearer's inborn capacity is incomplete, for we have said nothing about
his knowledge (quite unconscious, but no less psychologically real) of the re-
lationship between the phonetic-feature representation and the acoustic signal.

The speaker/hearer can produce an acoustic representation of an utterance, given
the feature representation (speech production), and he can apparently recover
the feature representation for an utterance produced by someone else (speech
perception). Neither process is trivial; to be able to produce and recognize
speech, he must possess a definition of each feature in sufficient detail to
enable him to assign a possible value to it, given the acoustic signal. He

must, therefore, have sufficient information about the anatomy, physiology, aAd
acoustics of the vocal tract to permit such a definition,and he must also
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understand how the apparently discrete representation of an utterance, at the
output of the phonology, as a series of phonetic segments, is translated into a
continuous representation in the acoustic signal. Perhaps it would not be inap-
propriate to picture the speaker,hearer's knowledge as consisting of a dynamic
neural simulation of the vocal tract, the state of which is determined by the
values of the features and which guides his production and perception of speech
(Mattingly and Liberman, 1969). If we assume that both the features and the
general structure of the human vocal tract are universal, it seems highly
likely a priori that this knowledge of the speaker/hearer's is inborn; moreover,
some experimental evidence for such a view has recently appeared (Moffitt, 1969;
Eimas et al., 1970).

Just as we characterize phonological and syntactic capacity by assigning
to them formal and substantive properties, in the form of ccnventionc area fea-
tures, so to the extent that we can describe this simulated vocal tract, we
characterize what maybe called "phonetic capacity." It is to phonetic capacity
which Chomsky and Halfe (1968:294-295) allude when they observe:

The total set of features is identical with the set of phonetic
properties that can in principle be controlled in speech: they
represent the phonetic capabilities of man and, we would assume,
are therefore the same for all languages.

We view the development of an adequate account of phonetic capacity as the chief
goal of experimental phonetics. There a?pear to be two important tasks. First,
it is necessary to determine the membership of the set. of universal phonetic fea-
tures, since these are the basis of phonological capacity and the elements of
phonological competence. Moreover, we want to understand the role of the various
stages in the speech chain in the psychological definition of each feature.
These stages include (at least) the activation of the muscles of the vocal tract
by neuromotor commands, the gestures made in response to these cummands by the
various articulators, the resulting dynamic changes not only in the shape of
the vocal tract but also in air pressure and airflow at different points in the
tract, and finally, the cues in the acoustic output. It may well be that not
all these stages are pertinent to phonetic capacity; on the other hand, other
stages, as yet poorly understood, may be involved.

The second task is to characterize psychologically the translation from the
discrete, essentially timeless phonetic level to the continuous, time-bound
activity characteristic of lower levels. If, at any of these levels, speech
could be consistently separated into stretches corresponding to phonetic seg-
ments, the problem would be fairly simple, but we know that this cannot be done.
At any level in speech that we can observe, there are no true boundaries corres-
ponding to any phonetic unit shorter than the breath-group, though in the
acoustic signal there are many apparent boundaries reflecting articulatory events,
e.g., stop closures and releases, spectral discontinuities in liquid and nasal
sounds, onset and offset of voicing, and the like. Yet the psychological reality
of phonetic segments can hardly be doubted,and at any rate, without them, phon-
ology would collapse.

The feature-specified, dynamic vocal-tract model by which we would represent
phonetic capacity is on just the same level of theoretical explanation as the
phonological and syntactic models of linguistics. It does not have, as yet, any
but the most general sort of neurophysiological basis; it does not account in
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itself for productive or perceptual performance; in particular, it does not
conflict with an analysis-by-synthesis account of speech perception. It is
simply a way of stating some propert:ies which the neural mechanisms for speech
must incorporate to account for the observed behavior of speaker/hearers.

By virtue of his phonetic capacity, the speaker/hearer acquires certain
skills, just as he acquires the phonological rules of his language by virtue
of his phonological capacity. He must "calibrate" his perceptions to allow
for the idiosyncrasies of the vocal tracts of the other speakers to whom he
listens, even before he understands his native language. [If there were no
other reason for postulating phonetic capacity, we would want to d, so to ac-
count for the fact that an infant learns to interpret the output of the vocal
tract of each of the individuals around him, though these vocal tracts differ
radically from one another and from hls own in size and shape; and he does so
with sufficient accuracy to permit the collection of the "primary linguistic
data" (Chomsky, 1965:25) essential for language acquisition.] Moreover, if he
himself is to produce acceptable versions of the speech sounds he perceives,
he also has to learn the idiosyncrasies of his own vocal tract. He must learn
to control certain stylistic factors--speaking rate, attitudinal intonation,
and so on--both in production and perception. Finally, he may need to learn
certain global phonetic properties'of his language, e.g., its "articulation
basis" (Heffner, 1950:98-99).

In brief, we distinguish four distinct components underlying speech per-
ception and production: 1) inborn phonological capability, 2) acquired pho-
nological competence in one's language, 3) inborn phonetic capacity, 4) ac-
quired phonetic ski11.7 For the study of these various components, speech
synthesis by rule has certain impressive advantages.

First, we can hope to gain real understanding of the component of Inter-
est to us only by attempting a highly formal account; yet any nontrivial for-
mal account will doubtless be quite complex: this is already apparent for
phonological and phonetic capacities and particularly so for phonological
competeice--as a glance at the summary of rules in Chapter 5 of The Sound
Pattern of English (Chomsky and Halle, 1968) will confirm--and must certainly
prove true for phonetic skill as well. Wch can be done to reduce apparent
complexity by suitable notation. But, as in many other fields which make use
of highly formal systems, checking the consistency of the formalization is most
easily done by computer simulation. Linguists are, in fact, turning increas-
ingly to computer simulation to check the operation of syntactic and phonologi-
cal rules (Fromkin and Rice, 1970),

Second, various dependencies exist among the components. An account of
the phonetic skill of the particular speaker must begin with some assumptions
about his phonological competence in his language and his phonetic capacity.
Only in terms of the former can idiolectal variations be defined; only in terms

7
Tatham (1969a) has recently used the term "phonetic competence" to mean ap-

proximately what we mean by "phonetic capacity"; otherwise we might have used
the former term rather than the asymmetrical "phonetic skill." Tatham's paper
(see also Tatham, 1969b) contains some cogent arguments not only for the exis-
tence of phonetic capacity but also for its importance in the formulation of
phonological rules in a natural way.
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of the latter can speaking rate be discussed. Simi]arly, the rules by which we
try to characterize phonological competence must be stated in a form determined
by phonological capacity. Phonological capacity, finally, depends on the choice
of a set of features, the interpretation of which is a matter of phonetic capaci-
ty. Given this kind of dependency, it seems extremely risky to try to form hy-
potheses about the nature of one component without being quite specific as to
the assumptions being made about the others on which it depends. Yet this is
an ever-present temptation. Speaker variation, for example, is investigated
without specification of precise phonetic and phonological models. Structural
linguists rightly incurred the censure of generative phonologists because they
formulated their phonemic in, ?entories without proper concern for phonological
capacity; generative phonologists, in turn, might be criticized because the set
of phonetic features, on which their much more principled account of phonological
capacity depends, as yet lacks a fully satisfactory and explicit basis in pho-
netic capacity (Abramson and Lisker, in press). Obviously, it is very desirable
to state clearly, when a certain component is being investigated, how this com-
ponent is assumed to depend on other components.

Third, the ultimate check of a hypothesis concerning any or all of the
components is, of course, the intuition of the native speaker (Chomsky, 1965:21).
However, the only reliable way to consult his intuition is to present him with
speech which we have made sure conforms to our current phonetic or phonological
hypothesis and find out whether he considers it well formed. To do this, however,
we need carefully controlled speech stimuli (Lisker et al., 1962; Mattingly, in
press).

Synthesis by rule is a technique which seems to meet these requirements.
With the computer we can simulate our phonological and phonetic formulations
rigorously; errors of form and logic come to light all too quickly. We are com-
pelled to be explicit about the assumptions we make about other components; if
they are simplistic or inadequate we will not be allowed to forget the fact.
And we can check the native speaker's intuition directly by producing controlled
synthetic speech.

Let us briefly consider what an ideal speech-synthesis-by-rule system would
be like. It would, in the first place, simulate all the components we have just
discussed. Phonetic capacity would be represented by a synthesizer and computer
programs controlling it, capable of generating just those sounds which can be
distinguished in production and perception by the speaker/hearer; phonological
competence, by the rules of some language, stated in a form which would be an
acceptable input to the system; phonological capacity, by a part of the computer
program itself, which would impose severe limitations on the form or substance
of the rules; and phonetiz' skill, by an additional set of rules specific to some
particular speaker. The combined effect of all components should be such as to
restrict the possible utterances to just those which are well-formed speech in
a particular language (assuming appropriate syntactic and semantic constraints)
from one particular speaker to another.

For each component, moreover, we would want to include all those aspects,
and only those, which are relevant to the capacity and competence underlying his
production and perception of speech. Suppose, for instance,(contrary to our
present expectations) that, from a psychological standpoint, speech production
proved to be only a matter of transmitting certain cues definable in acoustic
terms and invariantly related to phonetic features and that speech perception
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consisted simply in detecting these cues. Our "neural vocal-tract simulation"
could then be just a terminal analog synthesizer. There would then be no reason
for including neuromotor commands, gestures, or shape change in a parsimonious
synthesis-by-rule system, because these matters would be irrelevant to phonetic
capacity. They might continue to be of great interest from the standpoint of
the physiologist and acoustician interested in speech, but they would have no
claim on the linguist's attention.

Our ideal system is not concerned with performance as such. Even though
our model is dynamic and the output is audible, the process of synthesis is a
derivation according to rules, not a life-like imitation of a speaker's actual
speech behavior. The output is acceptable to the hearer because it follows the
rules, not just because, on the one hand, it is intelligible, despite errors
and deviations, or because, on the other, it is highly natural-sounding--though
one might expect that the output of an ideal system would be natural-sounding,
if not physically naturalistic. Here our emphasis differs somewhat from that of
Ladefoged (1967) and Kim (1966) who share our conviction that it is important to
do synthesis by rule, but for whom linguistic and phonetic theory "must lead to

the specification of actual utterances by individual speakers of each language;
this is physical phonetics " (Ladefoged, 1967:58). From our point of view, it
is not physical realism but psychological acceptability that is the proper evi-
dence for correctness at the phonological and phonetic levels, just as it is on
the syntactic level.

In the preceding discussion, we have deliberately generalized the concept
of "synthesis by rule" to embrace phonology and phonetics. It would be possible
to generalize still further to include syntax and semantics in a synthesis-by-
rule system. But while computer simulations of syntactic and semantic rules are
certainly desirable, the motivation for coupling them to a phonological and pho-
netic synthesis-by-rule system is less compelling, primarily because a set of
syntactic rules can, in practice, be evaluated more or less independently of the
associated phonology and phonetics.

CURRENT WORK IN SYNTHESIS BY RULE

We turn now to an assessment of the progress that has been made toward the
ideal which has just been sketched. The first thing to be said is that most of
the activity and most of _he progress so far falls under the heading of phonetic
capacity. Since the other components all depend, directly or indirectly, on
phonetic capacity, this is just as it should be. Moreover, since we want to
assess the role of the different stages of the speech chain in phonetic capacity,
it is good that, in the present state of our knowledge, the research has been
pluralistic: different types of systems have been developed in which the con-
tribution of different stages has been emphasized, This has been difficult to
do because appropriate data on which to base investigations at stages before
the acoustic stage are hard to collect. At present, most of the work has been
at the acoustic stage; the relationship between shape and acoustic output is
quite well understood and several synthesis-by-rule systems operating on vocal-
tract shape have been developed; systems which represent the movements of the
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actual articulators are beginning to show results; and some work has been done
at the neuromotor command stage.6

Acoustic-Level Systems.

We have already mentioned some systems in which the phonetic level is
mapped directly onto the acoustic level, including one, that of Kelly and Gerst-
man (1961), which, like other more recent systems of this kind, is parametric.
In these systems a target spectrum for each phone9 is specified by a set of
stored parameter values. Given a phonetic transcription of an utterance, the
synthesis program calculated the momentary changes of value for each parameter
from target to target as a function of time. (Notice that this is an extremely
natural way to treat the problem of translating from the discrete to the contin-
uous domain.)

The most important differences among the various systems have to do with
the procedures for this calculation and, in particular, the procedure for cal-
culating formant motion, since intelligibility depends crucially on the choice
of targets toward which the formants move and the timing of their movements.
In the Kelly- Gerstman system, it will be recalled, an initial transition dura-
tion, a final transition duration, and a steady-statc duration are stored for
each phone. The duration of a transition between two adjacent phones is the
sum of the final transition duration of the first phone and the initial transi-
tion duration of the next. During the steady-state period, formants remain at
their target values; during the transition period, they move from one set of
target values to the next, following a convex path from consonant to vowel, a
concave path from vowel to consonant, and a linear path otherwise.

In the system of Holmes et al. (1964), a "rank" is stored for each phone,
corresponding to its manner class. Manner classes having characteristic tran-
sitions (e.g., stop consonants) rank high; manner classes for which the transi-
tion is characterized by the adjacent phone rank low. The character of the
transition between adjacent phones is determined according to the ranking phone.
Each transition is calculated by linear interpolation between a target value for
the first phone and a boundary value and between the boundary value and the tar-
get value for the second phone. The durations of the two parts of the transition

8
There is, of course, another way to synthesize speech by rule, and that is to
compile an utterance from an inventory of shorter segments, themselves either
natural or synthetic. Such approaches may have practical value, but from a
theoretical standpoint they merely serve to remind us that there is no simple
correspondence between phones and segments of the acoustic signal. See the
discussion in Liberman et al. (1959). Systems in which speech is compiled from
natural segments have been described by Harris (1953), Peterson et al. (1958),
and Cooper et al. (1969). Systems using synthetic segments are described by
Estes et al. (1964), Dixon and Maxey (1968), and Cooper et al. (1969).

9
Workers in synthesis by rule (including the author) have been in the habit of
referring to the units of their input transcriptions as "phonemes." In most
cases, these units do not correspond either to the phonemes of structural
linguistics or to the phonological segments of generative phonology; they tend
to be u1oser to the level of a broad phonetic transcription. We use the term
"phone," except in the case of systems, where a deliberate distinction is
attempted between phonological and phonetic levels.
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are stored for the ranking phone. The boundary value is equal to CR + WR (FA),
where CR is a constant and WR a weighting factor for this formant stored for the
ranking phone, while FA is the target value of this formant stored for the adja-
cent phone. Hence, the character of the transition depends mainly on variables
stored for the ranking phone. Thus, each phone has within its boundaries an ini-
tial transition, influenced by the previous phone, and a final transition, in-
fluenced by the following phone. A duration is stored for each phone; if it is
greater than the sum of the durations of the initial and final transitions cal-
culated for the phone, the target values are used for the steady-state portion.
If the duration is less than the sum and the paths of the calculated transitions
fail to intersect, they are replaced by a linear interpolation between the ini-
tial and final boundary values. But if the paths do intersect, the values for
each transition between the boundary value and the intersection are used and the
others discarded. Thus, the formants of shorter vowels do not attain their tar-
gets; their frequencies are context-dependent, as in natural speech (Shearme and
Holmes, 1962; Lindblom, 1963).

Denes (1970) uses a similar scheme, the boundary values being dependent on
the target values and on a weight assigned to each phone. Our own system
(Mattingly, 1968a,b) also uses a scheme like that of Holmes et al., except that
interpolation is done according to a simple nonlinear equation which assures
that formants curve sharply near boundaries. The formant transitions in Rabiner's
(1967) system, the most serious attempt to simulate natural formant motion, are
calculated according to a critically damped, second-degree differential equation.
The manner in which a formant moves from its initial position toward the next tar-
get depends on a time constant of the equation, which is specified for each for-
mant and each possible pair of adjacent phones. When all formants have arrived
within a certain distance of the current target, they start to move toward the
following target, unless a delay (permitting closer approximation or attainment
of the target) is specified. It is not obvious that schemes for nonlinear motion
offer any great advantage over linear schemes. While a nonlinear rule results in
formant movements which are more naturalistic, they do not seem to be necessarily
perceptually superior to, or even distinguishable from, linear movements. If the
formant moves between appropriate frequencies over an appropriate time period,
the manner of its motion does not seem to be too important.

In Rao and Thosar's (1967) system, each phone is characterized by a set of
"attributes," i.e., features of a sort. A phone is either a vowel or a consonant;
vowels are front or back; consonants are stops or fricatives, voiced or unvoiced,
labial, dental, or palatal. Transition patterns depend on these attributes and
on the duration and steady-state spectral values stored for each phone. Vowel-
vowel transitions are linear from steady state to steady state, and the two tem-
poral variables--total transition time and the fraction of the total within the
duration of the earlier vowel--are the same for all pairs of vowels. For conso-
nant-vowel transition, the boundary value for each foment is equal to F(FL) +
(1-F)FV' where Fv is the target frequency of the vowel, FL is the consonant locus
frequency, and F is a weighting factor. Transition time and F1 locus depend on
the value of the stop-fricative attribute; F2 and F3 loci and the weighting fac-
tor, on the place-of-articulation attribute. Given the boundary value, steady-
state values, and transition times, transitions are calculated as by Holmes et al.

Rao and Thosar resort to stored values for vowel spectra and vowel durations;
Kim (1966), however, proposes that even these matters can be systematically
treated. For example, his translation from distinctive-feature values to formant
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frequencies is made by defining the features in terms of "degrees" of difference
from the [a] frequencies. From the value assigned to one degree, and the [a]
frequencies, the frequencies of other vowels are calculated by means of such
rules as "if High, -2d." The formant-frequency values determined in this way
agree well with the data in the literature. However, since the degree values
are not predicted on any principled basis, but are arrived at inductively by an
averaging procedure applied to this same data, the agreement is hardly surprising
and does not represent any interesting advance over stored values.

Several of these systems have been empirically successful in that they have
proved capable of consistently producing intelligible speech. They also have
enough theoretical plausibility to be used in investigations of other components.
One could, for example, use them to test phonological rules proposed for a lan-
guage (Mattingly, in press). But they are still inadequate because their working
assumption is that phonetic capacity can be adequately described at the acoustic
level. If this were so, a simple and consistent correspondence would hold be-
tween phonetic features and acoustic events. But in fact the correspondence is
only partial. On the one hand, certain regularities are observable, which can
be exploited in a synthesis-by-rule system, as Liberman et al. (1959) pointed
out: F1 and F2 cransitions and the type of acoustic activity during stop closure
provide .a basis for a purely acoustic classification of labial, dental, and velar
voiced stops, voiceless stops, and nasals. On the other hand, the cues for a
particular feature, regarded simply from an acoustic standpoint, are a rather
arbitrary collection of events. There seems to be no special reason why a fall
in F1, a 60-150 msec gap, a burst, and a rise of F1 should all be cues for a
stop consonant, and no obvious connection between the locus frequency and the
burst frequency of a stop at the same place of articulation. These cues only
make sense in articulatory terms. Still, the apparent arbitrariness of the cues
should not, in itself, discourage the formulation of acoustic rules for features.
A more serious difficulty is that, in many cases, features cannot be independently
defined at the acoustic level. Thus the voiced/voiceless distinction is cued in
one way for stops and in another for fricatives. The frequencies at which noise
is found in a fricative do not correspond to the frequencies of either the locus
or the burst of a stop at a similar point of articulation. The frequencies of
the first and second formants are sufficient to distinguish the nonretroflex
vowels, but the range of F1 variation seems to be influenced by the F2 value:
the vowels are not distributed regularly in F1 /F2 space. Because of these diffi-
culties, most of the acoustic synthesis-by-rule systems provide only for a regu-
lar relationship between phones and acoustic events; they do not attempt to de-
fine a set of acoustic features. The simple system of Rao and Thosar is excep-
tional in that (like Ingemann's set of Playback rules) it tries to make the most
of the regularities which do exist, but the idiosyncratic characteristics of each
phone must also be specified by these investigators.

The manner in which these systems translate from the discrete phonetic level
to the continuous acoustic level also proves somewhat unsatisfying. The notions
"target" and "transition" imply that the former characterizes essential aspects
of a phone and the latter is a means of connecting one phone smoothly with another.
In fact, as is well known, much of the information at the acoustic level in speech
is encoded in the formant transitions, and most of the ingenuity devoted to a-
coustic rules has had the purpose of providing appropriate transitions for the
various form and manner classes. This circumstance does not invalidate the no-
tions "target" and "transition" for synthesis by rule in general; it is merely a
further indication of the inadequacy of acoustic synthesis by rule.
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Vocal-Tract Shape Systems

It appears, then, that there are limitations on the adequacy of a synthesis-
by-rule system operating only with the acoustic stage. A number of systems have
therefore been developed which incorporate earlier stages in the speech chain.

The next earlier stage in the speech chain is vocal-tract shape, which, for
a given source of excitation, determines the spectrum of the acoustic output
(Fent, 1960). Since the acoustics of speech production is complex, it seems
plausible that rules for synthesis could be more readily and simply stated in
terms of dynamic variations in shape. The speech implied by a sequence of shapes
can then be heard with a vocal-tract analog synthesizer.

The general strategy used for synthesis by rule with a vocal-tract analog,
which parallels the strategy used for acoustic systems, has been to specify a
target shape for each phone and to interpolate by some rule between targets. In
the system of Kelly and Lochbaum (1962), transition times and target shapes, rep-
resented as area functions, are stored for each phone. During the transition,
the series of area values for each segment of the vocal-tract analog (and also
values for excitation parameters and nasal coupling) are obtained by linear in-
terpolation between the target values. There are numerous exceptions to this
general principle of operation, most of which are attempts to provide for the
effects of coarticulation and centralization. Vowels next to nasal consonants
are nasalized throughout. Labials do not have a fixed target shape: the lips
are constricted or closed for a period, during which the rest of ele tract moves
from the previous to the following target. An unstressed vowel has zero dura-
tion, and its target shape is the average of the shape for the corresponding
stressed vowel and that for the neutral or [a] vocal-tract shape. Separate tar-
get shapes are provided for velars before front, central, and back vowels.

Mermelstein's (in press) system follows a similar plan. Two lists serve
as input to this system. The first is a table of the area-function values for
an inventory of shapes; the second includes a series of target shapes, specified
with reference to the first list and corresponding to phones or temporal segments
of phones, target values for other parameters, and transition durations.
Mermelstein uses linear transitions near sharp constrictions and exponential
transitions during periods when the shape of the tract is changing more slowly.
He finds that this procedure, which effectively avoids steady states, contributes
considerably to the naturalness of the speech.

Nakata and Mitsuoka (1965) use a more elaborate transition procedure based
on a conception of Ohman (1967). In the case of vowel-to-vowel transitions over
a period t', the momentary area function for a vowel at °t,

VA(tt) =
VAT

+ (
V
A
O

VAT) WK (oct')

where
V
A
0

is the starting value,
V
A
T

is the target value, and W
K
(oct') an asymp-

totic weighting function equal to 1 at starting and 0 at target. In the case of
a consonant between two vowels, the effect of superposition of the consonant is
taken as equivalent to the effect over a period 0 of the consonant on the neutral
tract,

CAC = VAN + [CA - vAN] lye)
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where VAN is the neutral tract, CA the consonant configuration, and WC(e)
another weighting factor. The result of superposition

CA(t') = VA(t') + CA(e) - VAN

,
= VAW CA+ L A AN] ye)

[Ichikawa and Nakata in a later paper (1968) treat superposition as multiplica-
tive rather than additive.] Nakata and Mitsuoka claim that this rule automati-
cally gives a good approximation of the different shapes of [k] in [ki] and [ko]
at the time of maximal constriction, a fact which acoustic systems and earlier
articulatory systems handle ad hoc.

The obvious advantage of using shape rules rather than acoustic rules is
that the translation from the discrete to the continur-is domain becomes more
straightforward. The rule for transitions for stops can be stated simply and in
the same terms as the rules for glides. But the notion of a target shape is
rather unsatisfactory, because only a certain part of the shape is pertinent to
any particular phone, and the rest must be arbitrarily specified. In another
sense, moreover, a shape model is less interesting than an acoustic system.
Ladefoged (1964) has pointed out that synthesis systems may be classified both
as articulatory or acoustic and as parametric or nonparametric. The shape models
we have just been discussing are articulatory, but they are not based on any
natural parameters comparable to formant frequencies, still less on any set of
features. Instead, an arbitrary number Lf vocal-tract cross-sections is used.
This is a level of development corresponding to the point in acoustic phonetics
when the most significant possible representation of the acoustic spectrum was
in terms of a bank of filters. A further limitation of shape systems is that
the transitional rules can be little more than arbitrary smoothing rules; it
would be very difficult to characterize the changes in shape of the vocal tract
differentially segment by segment. In fact, it is a question whether vocal-
tract shape, as such, is a significant stage in the speech chain, except in a
strictly physical sense. What is needed is a set of parameters for vocal-tract
shape which would account for the behavior of the tract in the formation of the
various sounds and at tha same time facilitate a simple statement of rules.

Stevens and House (1955) have suggested a simple three-parameter model for
vowel articulation in which the vocal tract is idealized as a tube of varying
radius. Two of the parameters are d, the distance of the main constriction from
the glottis, and ro, the radius of the tube at this constriction. The radius r
at another point along the tube depends on ro and the distance x from the con-
striction: r - ro = .25(1.2 - ro) x2. The front portion of the tract (14.5 cm
from the glottis and beyond), however, is characterized by a third parameter
A/1, the ratio of the area of mouth opening to the length of this position of
the tract: This ratio, inversely proportionate to acoustic impedance, varies
depending on the protrusion of the lips. These parameters correspond, of course,
to the familiar phonetic dimensions of front/back, open/close, and rounded/un-
rounded and serve to characterize vowels very well. With a static vocal-tract
analog, Stevens and House were able to use this model to synthesize vowels with
the formant-frequency ranges observed by Peterson and Barney (1952). These
parameters are not, of course, satisfactory for most consonants, if only because
the formula for computing r would break down under the circumstances of frica-
tive narrowing and stop closure. Ichikawa et al. (1967) propose another, more
general scheme for which the parameters are the maximal constriction point P and
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the maximum area points V1 and V2 of the front and back cavities formed by this
constriction. Ichikawa and Nakata (1968) report that they have used this very
over-simplified model in a synthesis-by-rule system. It does not seem likely,
however, that any parametric description of vocal-tract shape will prove satis-
factory unless it directly reflects the behavior of the various articulators in
some detail As Ladefoged (1964:208) has observed, "describing articulations
in terms of the highest point of the tongue or the point of maximum constriction
of the vocal tract is rather like describing different ways of walking in terms
of movements of the big toe or ankle." But this is as much as to say that it is
necessary to go back to the next earlier stage of the speech chain, the stage of
articulatory gesture.

Articulator Systems

A number of investigators are attempting to write rules for synthesis in
terms of the movements of the individual articulators. The basic approach is to
assume a model for the motion of each articulator that is convenient f-Ir the
statement of the rules. From the states of the articulator models, the vocal-
tract shape and, in turn, the acoustic signal can be determined for a given exci-
tation.

Coker (1967, pers. comm.) uses a modified version of a model suggested by
Coker and Fujimura (1966). Two parameters for the lips, one for the velum, and
four for the tongue determine the shape of the oral tract. The lip parameters
indicate the degree of protrusion and of closure; the parameter for the velum
indicates its relative elevation; two of the tongue parameters indicate the de-
gree of apical closure and front-back position for the tongue tip; and the other
two, the position of the central mass of the tongue in the midsagittal plane.
For each phone, target values for these parameters are stored. The stored values
are divided into "important" and "unimportant"; thus, degree of rounding is un-
important for most sounds but important for [i] and [w] at cle extreme and [y]
at the other. Interpolation from target to target is accomplished by a "low-pass
filter" rule, which produces a certain amount of coarticulation and vowel reduc-
tion. The different parameters move at different speeds--for example, the apical
parameter is quite fast and the protrusion parameter quite slow. The degree of
coarticulation is greater for slowly moving parameters than for fast ones. Pa-
rameter speed is increased in transit:;ons from unimportant to important values
and reduced in transitions from important to unimportant values, thus increasing
coarticulation for those parameters which specially characterize a particular
phone. Parameter timing can also be modified depending on context; this feature
of the system is used to provide anticipatory rounding. Target values for each
phone are changed simultaneously, except that, in a consonant cluster, parame-
ters for different articulators overlap. For each momentary set of articulatory
parameter values, the corresponding vocal-tract shape is determined, and from the
shape, the formant frequencies, which are used to control a resonance synthesizer.

Haggard (Werner and Haggard, 1969) has developed a similar model with 11 pa-
rameters. Like Coker, he has parameters for lip protrusion and lip closure, for
elevation of the velum, and for tongue-tip position and closure. Position, de-
gree of closure, and length of closure are parameters for the body of the tongue,
and degree of closure for jaw and glottis. From a momentary description in terms
of articulatory parameters, "constriction" (i.e., shape) parameters are derived
which describe the vocal tract as a sequence of a few tubes of varying length and
cross-sectional area. A nomogram of the sort given by Fant (1960:65)is used to
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calculate formant-frequency values for control of a resonance synthesizer. Tar-
get values of articulatory parameters stored for each phone are distinguished as
"marked" or "unmarked," depending on whether they are characteristic of the ar-
ticulation of the phone: the distinction is much the same as Coker's important
vs. unimportant. A further distinction is made between position and closure pa-
rameters. The transition of a parameter from the midpoint of one None to the
midpoint of the next is made up of linear segments and varies depending on the
type of each phone (vowel, consonant, or pause), the marking of the two target
values, the characteristic rate of each parameter, and the parameter type (posi-
tion or closure). The rather complex transition rules insure that marked tar-
get values for consonant closure parameters will be aL'.ained and held and that
progress toward other marked target values will occur over a longer time and
at a more rapid rate than toward unmarked values. Thus coarticulation and cen-
tralization are provided for. In general a phone can influence only the adja-
cent phones, but nasalization is provided for by allowing the velar closure
parameter to influence several preceding phones.

Henke's (1967) model attempts to handle the same coarticulatory phenomena
as Haggard's and Coker's, while avoiding a commitment to a parametrization in
favor of a naturalistic representation of articulation. Each articulator is
represented by a family of "fleshpoints" on the midsagittal plane. During the
motion of an articulator, each point moves along a vector determined by a tar-
get location and a target articulator shape. During the early part of its
motion, a point first accelerates as the inertia of the articulator is overcome,
then attains an appropriate steady velocity, and finally slows as it approaches
the target point. The motion of the articulators is determined by a set of
attributes stored for each phone. A configurative attribute corresponds to a
target location and shape; a strength attribute, to the force which roves an
articulator. At any moment, motion may be controlled by attributes associated
with one or several successive phones, However, different attributes referring
to the same articulatory region cannot both apply at once. A change of attri-
bute will occur at a time dependent on the attributes of the current phone and
of the following phone and upon the progress of articulatory movements deter-
mined by other attributes. For example, when articulation of a stop consonant
begins, the relevant stop attributes, specifying the shape and location of the
articulator and the force of the closure, assume control of the articulator.
When closure is attained, the attributes of a following vowel, except those
which conflict with the stop attributes, are applied, and attributes of earlier
phones are dropped. After the stop is released, all the attributes of the fol-
lowing vowel apply for enough time to allow the articulators to approach the
vowel target.

Systems such as those of Coker, Haggard, and Henke are more theoretically
adequate than shape systems; we are clearly closer to the level of phonetic
features. The t/anslation from discrete to continuous domains is more natural
because a target is defined for each articulator. We might compare the kind of
description given by these systems to that of an idealized X-ray movie of the
vocal tract, from which not only dynamic changes in shape but also the contribu-
tion of each of the individual articulators to the changes in shape is apparent.

Neuromotor Command Synthesis

But the description is still deficient in scme respects. The parameters
that describe articulatory motion may seem the obvious ones and may be empiri-
cally successful, but they have no necessary theoretical basis. The various
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articulators, of course, are not free to move at random but only to and from a
limited number of targets. This limitation on the number of targets accounts
for the limited number of values that can be assumed even by features associated
with such a complex articulator as the tongue. If we could go a stage further
back in the speech chain and synthesize speech at the level of the neuromotor
commands that control the muscles of the articulators, wc_ might be able to ac-
count for these significant limitations. Fortunately, electromyographic tech-
niques can help us here (e.g., Harris et al., 1965; Fromkin, 1966). From
measurements of the voltages picked up during speech by electrodes placed in the
vocal tract, it is possible to make some plausible inferences about muscle activ-
ity--and hence about the corresponding neuromotor commands--in the production of
the sounds of speech.

The synthetic counterpart of electromyographic analysis would describe
speech in terms of a series of commands to the muscles of the vocal tract. An
approach to this kind of synthesis has been made by Hiki, who has developed a
description of jaw and lip movement using muscle parameters (Hiki and Harshman,
1969). The forward part of the vocal tract is treated as an acoustic tube of
varying length, height, and width. The value for each dimension depends on the
positive or negative force exerted by lip and jaw muscles, and each of these
muscles may affect other dimensions aq well. Muscles of the lips that affect
the same dimensions in the same way are grouped together, and the same is the
case for muscles of the jaw. The force exerted by such a group of muscles
(actually the effect of several neuromotor commands) is a parameter of the sys-
tem. Four lip and two jaw parameters are used. The forces acting separately
on lip and jaw are combined to produce a description of shape, and with this
partial model, labial sounds can be synthesized with a vocal-tract analog. More
recently Hiki has extended his investigations to the tongue (Hiki, 1970).

Clearly, synthesis by rule must move in the direction suggested by Hiki's
work. Only with models of this sort, making use of the earliest observable
stage of the speech chain, will it be possible to gain insight into the nature
of individual gestures and their relative timing. It is significant, however,
that myographic synthesis, as represented by Hiki's scheme, seems to lead to an
increase rather than a decrease in the number of parameters, as compared with
articulatory models, even though several muscles exerting parallel forces are
grouped under one parameter. Though the neuromotor commands for lip closure,
for example, are similar for the different manner classes of labial sounds
(Harris et al., 1965), the relationship between this gesture and the neuromotor
commands which produce it is not a simple one. This suggests that the connection
between the phonetic feature corresponding to lip closure and the neuromotor com-
mands may not be simple either; perhaps the realization of some value of a pho-
netic feature as a unitary psychological gesture may actually involve a complex
neuromotor program. This view is reinforced by the recent finding of MacNeilage
and DeClerk (1969) that coarticulation appears even in electromyographic data.

Synthesis of Excitational and Prosodic Features

Our discussion so far has been concerned with the synthesis of segmental
phones and with supraglottal articulation and its acoustic consequences. A syn-
thesis-by-rule scheme also has to take into account excitational, prosodic, and
demarcative features, the associated glottal and subglottal events, and the
acoustic correlates of these events.
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Both resonance and vocal-tract analog synthesizers provide periodic and
noisy excitation sources, periodic excitation being used for vowels, sonorants,
and voiced stops; noisy excitation, for [h], aspiration, and frication. In
resonance synthesizers, separate circuits (either fixed filters or variable-
frequency resonators) are ordinarily provided for shaping high-frequency frica-
tion; in vocal-tract analog synthesizers, noise is inserted at various segments
in the tract, depending on the place of articulation of the fricative. With
such facilities the different kinds of excitation are readily simulated; the
only problem is to write rules for the changes from one excitation source to an-
other. This aspect of synthesis by rule has not been taken very seriously;
usually the duration of the excitation appropriate for a phone is identical with
the nominal duration of the phone itself. In the case of voiceless stops, how-
ever, this approach requires including part of the transition to the following
vowel in the stop, as was done by Holmes et al. (1964). Another solution is to
specify, as a characteristic of the voiceless consonant, the appropriate amount
of devoicing of the following phone, as we have done (Mattingly, 1968a). What
is really required, however, is a rule specifying voice-onset time negatively
or positively relative to the instant of release, as the work c,f Lisker and
Abramson (1967) suggests. For medial and final voiced consonants and consonant
clusters, increased duration of the preceding vowel is well known to be an im-
portant cue (Kenyon, 1950:63; Denes, 1955), and some systems have taken account
of it (e.g., Mattingly, 1968a; Rabiner, 1969).

Rather more attention has been given to prosodic and demarcaive features
such as stress, accent, intonation, juncture, and pause, which interact with in-
herent properties of a phone to determine duration, fundamental frequency, and
intensity.

In our own prosodic control scheme for British English (Mattingly, 1966),
two degrees of stress and three common intonation contours (fall, fall-rise,
and rise) can be marked in the input. The F0 rules specify a falling contour
during the "head" of the breath group; the slope varies with the quality of the
syllable nucleus. Voiceless consonants cause a "pitch skip"; stressed syllables,
a smooth rise in F0. The required terminal intonation contour is imposed on the
"tail"--the last stressed syllable and any following syllables. Each possible
syllable nucleus has an inherent duration which is increased multiplicatively
by stress. In prepausal syllables, the duration of all phones is increased and
amplitude is gradually diminished. More recently (Mattingly, 1968a), we have
used similar rules for synthesis of General American and, ih addition, provided
for the durational effects of juncture.

Rabiner (1969) follows the model proposed by Lieberman (1967) in which the
overall fundamental contour is determined by subglottal air pressure, except
for the so-called "marked" breath group, where laryngeal tensing produces a
terminal rising contour. Four degrees of stress can be indicated; the higher
the stress, the greater the increase in Fo on the stressed syllable. Duration
increases additively with the openness and tenseness of the vowel and the degree
of stress, as well as being affected by the following consonant.

Hiki and Oizumi (1967) have developed prosodic rules similar to those of
Rabiner and Mattingly. The F0 rules deal with pitch accent, emphasis, terminal
contours, the overall contour, and individual differences; the duration rules
take into account the inherent duration of phones, pause length and accent, and,
interestingly, the effect of changes of tempo on these features.
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Umeda et al. (1968) determine prosodic patterns for English directly from
ordinary printed text and use them to control the vocal-tract synthesis-by-rule
scheme of Matsui (1968). Syntactic rules of a primitive kind are used to divide
an utterance into blocks corresponding to breath groups. An overall F0 contour
is imposed on each breath group. Word stress (along with the phonetic transcrip-
tion for a word) is determined by table lookup, and the fundamental frequency
and duration are increased accordingly. Intonation contours and pause duration
are derived from the punctuation, if any, following each block.

Vanderslice (1968) has also considered prosodic features from the standpoint
of the problems involved in the conversion of orthographic text to sound, cor-
rectly distinguishing some features not included in earlier systems and proposing
rules for their synthesis. Two degrees of pitch prominence are used instead of
one: "accent" and "emphasis," the latter for contrastive and emphatic stress.
The features "cadence" and "endglide" replace the traditional fall, fall-rise,
and rise, cadence being equivalent to a fall, endglide to a rise, and cadence
followed by endglide to fall-rise. "Pause" is a separate feature. To account
for the raising of FO in quoted material and its lowering in parenthetical ma-
terial, the features "upshift" and "downshift," respectively, are used. An ad-
ditional group of "indexical" features is proposed for stylistic variation, e.g.,
"dip," for the downward pitch prominence noted by Bolinger (1958).

While only a few terminal intonation contours carry grammatical information
and are required for synthesis of ordinary discourse, many more occur in collo-
quial speech. Iles (1967), following a scheme of tones (i.e., terminal contours)
proposed by Halliday (1963), has attempted to synthesize some of these tones,
imposing the contours on segmental synthetic speech generated by PAT in the man-
ner of Holmes et al. (1964).

The models of the behavior of FD discussed so far assume a basic contour
for the whole breath group, on which stress and terminal intonation contours are
imposed--an approach consistent both with the work of British students of into-
nation from Armstrong and Ward (1931) to O'Connor and Arnold (1961) and with the
"archetypal" model of intonation proposed by Lieberman (1967). Another possible
approach is to characterize a breath group as a series of pitch levels, as in
Pike's (1945) well-known scheme. Shoup (pers. comm.) has synthesized sentences
in which the FO contours corresponding to such descriptions are realized, taking
into account the stress, the vowel quality, the excitation of the preceding con-
sonant, and the frequency at the beginning of the syllable.

Synthesis by rule of prosodic features has come to receive serious attention
only quite recently, by comparison with synthesis of segmental features. We have
only just begun to understand what is easy and what is difficult, what is rele-
vant and what is irrelevant. Of the three major correlates of the prosodic fea-
tures, intensity has proved the least sensitive and the least important. F0 has
attracted the most interest: considerable success has been attained in producing
convincing stress and terminal intonation contours by rule, and the articulatory
mechanism has been simulated. Duration, however, remains a serious problem. No
one has yet produced even an empirically successful set of duration rules, and
it is far from clear what theoretically adequate rules would be like. Presumably
there are some durational effects which are really automatic consequences of the
articulation: formant transition durations surely fall into this category. A
second group of effects are truly temporal but subject to phonological rule:
vowel length, for example. Finally, there are effects which are, to some extent,
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under the conscious control of the speaker: speaking rate, for instance. All
these different effects are superimposed in actual speech; sorting them out is
a major task for synthesis by rule.

In the prosodic schemes we have just been describing, even those which mod-
el supraglottal shape or articulatory movement, the prosodic features are still
being simulated purely acoustically. No attempt is made to model explicitly the
articulatory mechanisms which are responsible for the variation in the acoustic
correlates. Unfortunately, the prosodic articulatory mechanisms are much less
well understood than those which underlie segmental features, which explains in
part the lack of unanimity concerning the appropriate treatment of prosodic
features at the phonological level.

Flanagan, however, has made impressive progress with his computer simula-
tions of vocal-tract excitation (Flanagan and Landgraf, 1968; Flanagan and
Cherry, 1969). Voicing is represented by the output of a system consisting of
two masses, corresponding to the vocal cords, oscillating so as to vary the
cross-sectional area of the passage between them, corresponding to the glottis.
At one end of the passage is a source of air varying in pressure, representing
the lungs; at the other end is a vocal-tract analog. In response to the sub-
glottal air pressure, the displacement of each mass increases, as does the air
flow through the glottis. But this increase in air flow results in an increase
in negative Bernouilli pressure between the two masses, reducing the displace-
ment, so that oscillation occurs. The frequency of the oscillation varies with
the subglottal pressure, with the size of the two masses and their stiffness
(ocal-cord tension), and with the acoustic impedance of the vocal-tract analog,
which depends on the phone being synthesized. Thus the model allows simulation
of the separate roles of lung pressure and cord tension in determining FO and
takes account of interaction with the supraglottal tract. The same model serves
to simulate frication, which occurs at a constriction in the supraglottal tract
when the constriction is sufficiently narrow and the pressure behind sufficiently
great. When both glottal and fricative excitation are present, as in a voiced
fricative, the pattern of pitch-synchronous bursts in the noise is simulated in
the model.

Synthesis Using Phonological Rules

As we have just seen, a substantial amount of research effort in speech
synthesis by rule has been concerned with what we have called phonetic capacity.
Other components--phonetic skill, phonological competence and capacity--have re-
ceived relatively little attention. There are various reasons for this. The
quality of speech synthesized by rule has only quite recently been good enough
to serve as a vehicle for research in these other components; moreover, many of
those engaged in synthesis by rule have been content to operate with a fairly
rough and ready view of phonology, because they are more interested in the phys-
ical aspects of speech, either acoustic or articulatory, than with phonetic
capacity as such, or its relationship to other components. A few years ago this
might have mattered much less; but recent impressive developments in generative
phonology make it important that synthesis by rule display greater sophistication
in this area if linguists are to take it seriously.

A few scattered efforts have been made. In our own work (Mattingly, 1968a),
we have drawn a distinction between the synthesis-by-rule program with the asso-
ciated hardware, representing the universal aspects of speech (phonological and
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phonetic capacity) and the rules of a particular language or dialect (phono-
logical competence) which were an input to the program. In practice this dis-
tinction is not made consistently: certain matters are handled in the rules
which more properly belong in the program, and conversely.

The system also provides a kind of primitive phonological frame-work, in
that it allows the statement of ordered, context-dependent allophone rules which
modify the stored data for synthesis of a phone. The description of the contexts
in which a rule can be altered are built up from a limited set of binary con-
textual features, e.g., "prevocalic," "postvocalic," "stressed": these contextual
features are part of the program. Thus, it is claimed that the nature of phono-
logical capacity is such that only a small fraction of the conceivable contexts
in fact occur in the phonological rules of natural language--a claim with which
Chomsky and Halle (1968:400-401) appear to be sympathetic. The program has been
used to synthesize both the General American and the Southern British dialects
of English (Haggard and Mattingly, 1968).

In this system, the prosodic rules are phonetic: phonologically predictable
stress and intonation effects must be marked in the input. Vanderslice (1968),
however, has proposed a set of rules for predicting the occurrence, in English,
of the prosodic features for which his definitions have been given above, in par-
ticular,accent. His strategy is to assign provisional accents to all lexically
stressed syllables and then to delete certain of these accents. For example his
"rhythm rule" deletes the middle one of three consecutive accentable syllables
in the same sense group. If a word such as "unknown" is assumed to have two ac-
centable syllables in its lexical form, this rule accounts nicely for the shift-
ing stress in such words. Other rules proposed by Vanderslice rely on syntactic
or semantic conditions; these conditions will somehow have to be marked at the
input to the phonology.

Finally, mention should be made of Allen's (1968) programming of the Chomsky
and Halle (1968) rules for the assignment of accent. At this writing, so far as
we know, no one has thus far attempted a program for synthesis of English based
on the Chomsky-Halle rules for segmental phonology or even a computer simulation
with phonetic-feature matrices as output. Fromkin and Rice (1970), however, have
developed a program for which the input format follows closely that of the
Chomsky-Halle phonological conventions and permits the testing of a set of phono-
logical rules.

SUMMARY AND CONCLUSIONS

We must now try to sum up the current state of synthesis by rule and to in-
dicate the directions the work may be expected to take in the future. As we have
seen, it is possible to synthesize speech by rule which is not only intelligible
but also reasonably acceptable to a native speaker. Moreover, the trend of re-
search in the past few years has been toward the development of systems of in-
creasing phonetic sophistication with correspondingly greater theoretical inter-
est. In the synthesis of segmental sounds, the emphasis has shifted from acous-
tic models to vocal-tract shape models, and from shape models to articulator mod-
els; a similar trend is evident in prosodic synthesis. Though much of this work
is motivated, in the first instance, by an interest in the physical aspects of
speech production, it is clearly also leading toward an increased understanding
of phonetic capacity.
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In the future, it is desirable, first of all, that synthesis by rule become
a tool for the study of phonological capacity and competence. In practice, this
would mean the development, according to the principles of modern generative
grammar, of phonological descriptions of languages, the outputs of which would
be converted to speech by a synthesis system. Such enterprises would be valuable
for two reasons: first, they would tend to correct the present, rather off-hand
conceptions of phonology entertained by many of those who are now doing synthesis
by rule; second, they would, on the other hand, ccmpel the phonologist to relate
his descriptive rules to some clearly defined concept of phonetic capacity and
permit him to test utterances produced by his phonological rules against the in-
tuitions of the native speaker. When the generative grammarian is doing syntax,
it is quite natural for him to offer examples in a form such that any native
speaker can determine their grammaticality; the grammarian should be able to
operate on the same basis when he is doing phonology, and he can, if he uses syn-
thesis by rule. It would also seem desirable to increase considerably the number
of dialects and languages for which rules for synthesis have been written. Most
of the work thus far has been done in English and Japanese; many other languages
should be synthesized as part of a general effort to explore the different ver-
sions of phonological competence.

The use of synthesis by rule to study phonological competence and capacity
will, of course, compel attention to the central problem of phonetic capacity,
that of enumerating ap.d defining the universal set of phonetic features and in
the process giving increased psychological meaning to the notion "feature."
This means, in practice, the development of systems in which phonetic feature
matrices are the input to the part of the program that simulates phonetic capaci-
ty. Though various feature-like entities have played a part in several of the
systems we have discussed, none of these systems really represents a consistent
attempt to synthesize speech using what the phonologist would regard as phonetic
features. Many problems must still be worked out. For example, a feature in-
volving a particular articulator can be equated with a gesture of the articulator
toward a particular target, but the synthesis-by-rule system must somehow define
just what it is that accounts for the psychological unity of this gesture, re-
gardless of the original position of the articulator. For manner features, the
problem is still more acute: the system must explain how features such as "con-
tinuant noncontinuant" can be given a plausible unitary definition in terms of
phonetic capacity, even though physically quite different articulations may be
used for the production of the various stops and continuants. If the feature is
defined in part by feedback of some kind, this must be part of the synthesis
system.

Nor is the matter of the translation from the discrete to the continuous as
yet handled really adequately by the systems we have discussed. Having recog-
nized that the targets for each articulator must be separately described, we must
now try to account in some principled way for the coordination of the movements
of the various articulators toward their targets. Present systems, in which each
phone is dealt with in turn and is affected by the preceding and following phone
but no others (with the exception of arrangements in some systems to nasalize
several preceding phones), are too restrictive to account for the fact that co-
articulation may extend over several phones (Kozhevnikov and Chistovich, 1965).
The assumption of these systems is that the changing of targets for the various
articulators is synchronized phone by phone--an assumption which works empirically
after a fashion but which masks the real problems of how and to what extent the
movements of articulators are synchronized and how much account phonetic capacity
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must take of the synchronization process. It has frequently been suggested that
the syllable, which certainly seems to have psychological reality--and therefore
some role in phonetic capacity--is the unit of coarticulation. Clearly there is
a need of a synthesis-by-rule system that explores this possibility.

Another area that needs a great deal of further attention is the nature of
the demarcation between phonetic capacity and phonological competence. We want
to reflect this separation as clearly as possible in a synthesis-by-rule system;
unfortunately, it is not always possible to distinguish in particular cases be-
tween "intrinsic" allophones (belonging to phonetic capacity) and "extrinsic"
allophones (belonging to phonological competence) (Wang and Fillmore, 1961).
Moreover, Tatham (1969b) has argued that, since such an "intrinsic" difference
as front vs. back [k] can be distinctive in some languages, we have to provide
for countermanding, in special cases, of a normal rule of phonetic capacity by
phonological competence. This is actually, as Tatham points out, a problem re-
lating to "markedness," an issue involving the relationship between the two com-
ponents which has concerned phonologists from Troubetzkoy (1939:79) and the
Prague School to Chomsky and Halle (1968:402ff.).

Finally, we can also look forward to increasing our understanding of the
elusive matter of phonetic skill through synthesis by rule. The systems we have
discussed all assume an ideal or at least typical speaker with a consistent style;
questions of phonetic skill are avoided. But given some reasonably satisfactory
representation of other components, we can begin to derive auxiliary sets of rules
representing phonetic skill and consisting of a series of modifications to the
parts of the system representing phonological competence and phonetic capacity.
Suppose, for instance, that we wish to investigate the productive and perceptual
factors of speaker variation. These are matters, in part, of the physical charac-
teristics of the speaker (and so will involve adjustments of the synthesizer it-
self) but also of phonetic skill. At present the preferred methods of study are
subjective ratings of speakers and examination of spectrograms. But it should be
possible, using synthesis by rule, to try to mimic speakers and to study listen-
ers' perceptions of such mimicry under quite specific assumptions about the
speaker's and the listeners' phonetic and phonological capacity and the rules of
their language.

Questions such as these make it apparent that synthesis by rule forces
attention to precisely those phonetic problems which are fundamental to phonology.
We hope that some phonologists will be sufficiently intrigued to join in the
search for the answers.
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On Time and Timing in Speech*

Leigh Lisker+
Haskins Laboratories, New Haven

However the student of language chooses to regard the object of investiga-
tion, whether as an assemblage of sentences) of indeterminate number or as a
finite system of rules for sentence generation, he must at some point in speci-
fying a language talk about elements and their arrangements. And however complex
the network of relations that fix the elements within the sentence, the arrange-
ment of these elements is the simple one of serial ordering. In the case of
sentences "actualized" as pieces of speech, this serial ordering is necessarily
one of temporal sequence, the elements of which are phonetic segments or "speech
sounds," i.e., the lowest-level phonological units susceptible of physical de-
scription. This description is, in general, resolvable into a set of specifica-
tions with respect to a certain number of parameters, so that any two phonetic
segments are comparable as points located within some multidimensional physical
space. These parameters, whether they specify states of the speech-generating
mechanisms, acoustic properties of the speech signal, or even the instructions
to the speech apparatus, are usually chosen for their usefulness in accounting
for listeners' ability to decide consistently that some speech pieces are repe-
titions of a single sentence and that others are instances of different sen-
tences. Thus, for the linguist in particular, the problem of describing the
phonetic segments of a spoken sentence is limited in that his interest is re-
stricted to the potentially distinctive properties of those segments. His phys-
ical description of a segment is then partial and relational, constructed with
an eye to the total ensemble of segments required by a universally applicable
system of phonetic transcription. To be sure, the phonetician is in general also
much concerned with the differential properties of segments, but his interest in
speech behavior is not confined to those aspects directly relevant to the task of
developing an efficient system for spelling or classifying sentences. For him it
is not nearly enough to describe a sentence, here considered a class of speech
pieces, as the mere encipherment of some particular graphical string, nor is he
prepared to equate the physical description of a sentence with the sequence of
physical specifications of the segments said to compose it.

To the student of speech behavior the object of interest in its most directly
observable form presents itself as an ensemble of auditory signals generated by

*Chapter prepared for Current Trends in Linguistics, Vol. XII, Thomas A. Sebeok,
Ed. (The Hague: Mouton).

+Also, University of Pennsylvania, Philadelphia.

1
The term "sentence" might be understood to include sequences of sentences that
constitute partial or complete texts.
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complexly interrelated activities of body parts which control the movement of air
into and out of the vocal tract. Whether considered in its acoustic or in its
articulatory aspects, a speech piece is describable as a "time function" of one
or more dimensions of the kind called "quasi-continuous." By this is meant that
the signal, although not devoid of discontinuities or abrupt changes with time,
resists efforts to analyze it into segments which are simply related to the pho-
netic segments established by the linguist's auditory-phonetic analysis (Lisker,
1957b;Fant, 1962; adtke, 1969, 1970). For the linguist it has been said to oc-
casion no difficulty that the speech signal does not yield physical segments
matching those that underlie his phonological analysis (Chomsky and Halle, 1968:
294). His interest in the speech signal stops effectively at the level of audi-
tory analysis,2 for this provides a sufficient basis for developing a useful
spelling system by which to represent those facts about speech that engage his
concern. Moreover he may justifiably assume that his phonetic segments are ul-
timately relatable to the physical signal, whatever the difficulties that the
phonetician might have to contend with in establishing those relations. In as-
suming this onerous, but not unrewarding, assignment, however, the phonetician
need not take it to mean that his role is merely one of validating the linguist's
phonetic description, on pain of being declared linguistically "irrelevant" in
the event of failure. Beyond accepting the linguist's phonetic transcription as
representing the result of some kind of perceptual-linguistic processing of the
auditory signal, the phonetician is obliged neither to consider very seriously
the physical content of the linguist's segmental description nor to adopt his al-
phabetic model as the most appropriate one for speech. Moreover the phonetician
may well take issue with any implication that the investigation of speech behav-
ior, except for the necessary minimum represented by the linguist's phonetic
transcription, is devoid of serious linguistic interest (Mattingly and Liberman,
1970).3 If the aim of phonology is to give a coherent account of the linguist's
auditory analysis and its phonetic component is only just physical enough in
reference to serve as an "objective" description of the elements of that auditory
analysis, then the relation between the auditory unit and its physical specifica-
tion is the simplest possible. It is also relatively uninteresting as a theory
of how auditory signals recognized as speech are in fact identified with sentences
of a language.

Underlying the linguist's graphical representation of a sentence is a model
of the speech piece as a temporal sequence of articulatory states, their acoustic
resultants or their neural-command antecedents, which are themselves largely "time-
less" (Abercrombie, 1967:42, 80-81), in that a particular segment is no more to
be characterized by the time interval over which its defining physical properties
are maintained than its graphical representative is by the space it may occupy

2
Whatever extra-phonetic information he brings to bear in deciding whether or not

he has missed something in his phonetic description, that description itself is a
matter of auditory decisions. The use made of grammatical information is a matter
of "discovery procedure."

3
The basis for this disinterest on the linguist's part may have been expressed

most overtly by Hockett (1955:180), who supposed that no matter where in the com-
munication channel we chose to study the linguistic signal, we should determine
a set of elements that, despite very different physical properties, would show
interrelations identical with those derived by the usual linguistic procedures.
In short, the linguist would learn nothing he did not already "know."
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on the line of print. Given the observed "elasticity" of speech in the time do-
main (Gaitenby, 1965), it is clear that the linguist's representation of a sen-
tence must very particularly eschew any reference to absolute time intervals.
What is invariably important about a segment in relation to time is not its tem-
poral extent but its position in the temporal sequence of segments. The seg-
ments with their phonetic specifications might be thought of as samplings of the
speech signal taken at a number of points in time, with the number for a given
sentence being largely independent of the time taken for any particular perform-
ance of the sentence. On the other hand, however, it is recognized that speech
events do, in point of physical fact, occupy some measurable time interval, for
there are occasions when linguists include a reference to relative length in
specifying a segment. Thus some vowels in a given language may be said to be
shorter or longer in certain contexts than elsewhere, or they may show length
differences in conjunction with differences in articulatory position. Such tem-
poral differences are usually taken to be linguistically nondistinctive, an eval-
uation which the linguist may base on a particular phonological analysis but
which the phonetician seeks to derive from their phonetically redundant status
as the physical or physiological consequences of other properties of the speech
contexts in which they have been observed (Abramson, 1962:109-110; Elert, 1964:
39-43; Hadding-Koch and Abramson, 1964). There is an extensive literature along
these lines, reviewed most recently by Lehiste (1970:18-41), which reports vari-
ous kinds of "conditioned" durational differences among classes of phonetic seg-
ment types in a number of languages. These differences are not only not signi-
ficant linguistically, but many of those described in the phonetic literature
are unreported in the linguist's phonetic description and are presumably not de-
tectible by ear as a temporal phenomenon, if at all. That temporal differences
may sometimes figure more importantly in distinguishing segment types is suggested,
for example, by statements to the effect that flapped consonants and semivowels
"admit of no duration" (Catford, 1968:330), presumably as distinct from stops and
vowels, respectively, and that consonants that may function as syllable nuclei
do so chiefly by virtue of a significantly greater duration (Jones 1950:139).
Finally, linguists sometimes include relative length as a phonetic feature of
segments in recognition of the fact that certain linguistic contrasts depend
essentially on a speaker's maintaining a particular articulatory posture for a
shorter or longer time interval (Abramson, 1962; Liiv, 1961, 1962; Nasr, 1960;
Obrecht, 1965). In this last situation, where a temporal dimension would seem
unavoidably to belong to the set of segmental properties, a common practice of
linguists is to analyze a "long" segment into a sequence of identical "short"
ones (Bloomfield, 1933:109-110; Hockett, 1955:77), whereby the need to include
length as a segmental feature is obviated. This is not invariably done, to be
sure, in which case length is then recognized either as a segmental property or
as a special kind of segment, which might be defined phonetically as the pro-
longation of the articulatory position of an immediately preceding element. The
problem of choosing among alternative "solutions" for representing a distinctive
feature of length seems to be settled arbitrarily by the application of criteria
that are not overly compelling (Gleason, 1961;282-284; Lehiste, 1970:44-46) and,
in any case, do not rest on a secure phonetic basis (Jones, 1950:115-120; Hockett,
1955:76-79). Nevertheless, depending on the choice made, a feature of relative
length is, or is not, included among the set of segment-specifying features.

Despite the options available to the linguist in deciding how to define the
phonological status of contrastive length, there would seem to be reason to con-
sider a feature of this kind a foreign intruder within the set of dimensions
used to characterize the phonetic segments. Phonetic segments are, after all,
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thought of as the building-blocks of a static-phonetic and not a dynamic-phonetic
description. If a certain utility is conceded the kind of description that re-
stricts itself to the physical specification of the segment inventory and if, at
the same time, one recognizes the need for a more dynamic phonetics not so close-
ly tied to the segment, then it would seem that temporal features, insofar as
they are interpreted perceptually as length, belong properly to the second type
of description, whose domain is generally speech pieces of greater than unit seg-
ment composition. Unlike features of articulatory configuration, which, by and
large, are considered characteristic of a segment in that they can be specified
independently of context, temporal properties of a segment cannot, for the most
part, be defined except as that segment participates in a longer piece of speech.
The better way to put it, perhaps, is to say that length is not at all a property
of segments as items in an inventory, but rather of longer entities which are in
part describable as sequences of segments. In short, such temporal features as
relate to length are prosodic in nature (Fry, 1968:370; Lehiste, 1970:2) in that
their identification depends on the comparison of segments under conditions that
exclude the possibility that the length differences have no sentence-differenti-
ating function. Like features of differential pitch and prominence, relative
length is also prosodic, according to Lehiste, in that it is "a secondary, over-
laid function of inherent features" (Lehiste, 1970:2; also Peterson and Shoup,
1966:114). But perhaps the three features are not equally prosodic. Pitch and
prominence differences function in a more nearly orthogonal relation to the se-
quence of segments than does length, and this may help to explain why it is the
last which is often treated as just another linear segment. Then, in terms of
a purely segmental description, the length of a speech piece is defined as the
number of segments into which it is analyzed. If a linguistic contrast appears
to depend on a length difference between two otherwise similar segments, the com-
mon linguistic practice of identifying the prolonged articulatory posture as a
sequence of identical segments amounts to representing the length difference as
a difference in the number of segments composing the contrasting speech pieces.
Such an analysis would seem to recommend itself on the grounds earlier mentioned,
quite apart from whether or not it would be "allowed" by the phonotactics of the
specific language.4

Articulatory postures prolonged to a significant degree are not always
treated as sequences of like segments, so that a feature of relative length may
have the status of a segmental property. As such, it is, of course, not consid-
ered to represent a continuously variable quantity; rather does length come in
quanta or "morae" (Bloomfield, 1933:110; Hockett, 1955:61). A short segment dif-
fers from a long one, generally, in that it contains one mora as against two or,
in rare cases, three morae.5 The notion of the mora, dictated by the convention

4
Thus, for example, Lehiste (1970:44) allows this analysis in the case where a
language has "consonant clusters that function in the same manner as long conso-
nants...regardless of whether it is possible to demonstrate, phonetically, their
geminate nature." One is entitled to wonder why it could not be said of a lan-
guage devoid of consonant, or vowel, clusters that the only allowable consonant,
or vowel, sequences are those which involve identical elements.

5Bloomfield in fact violates the usual practice of dealing in only integral num-
bers of morae (1933:111) and thereby most strongly implies the quantal nature of
the unit. But the mora also appears to be not clearly different front a "degree
o

)1

quantity" (Lehiste, 1970:48), so that its quantal nature is not always evi-
d nt. Jones's "chrone" (1950:126) is, on the other hand, simply the actual
measured duration and as such is continuously variable.
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that speech be represented quantally, is consistent with, and complementary to,
that of the "intrinsic duration" of segments (Lehiste, 1970:18-19, 27-30),
which, for a given overall speech rate, is determined by their specific segmen-
tal properties. Where the length of a segment claims the linguist's special
attention, this serves to alert him either to some contextually determined per-
turbation of its intrinsic duration or to the need for further segmentation of
the sentence. Thus, an interval of the speech signal for which no change of
articulatory configuration may serve to mark a segmentation point is neverthe-
less divided into two or three segments on a purely temporal basis--a judgment
that the interval of articulatory stability occupies, not the one mora its
segmental properties "entitle" it to, but two or three times that intrinsic
duration. Whatever the phonetician may say about differences in segment size
(Abercrombie, 1967:40), the segment as a unit of linguistic description is,
then, most often specified without a temporal dimension, i.e., it is simply
understood to be of unit length. The variability in segment length that may
be observed in speech is then ascribed to a number of factors whose durational
effects can be then separately determined (House, 1961:1174-1178; House and
Fairbanks, 1953:105-113).

We see, then, that the linguist tends to minimize the temporal aspects of
speech, treating it as an orderly sequence of evenly spaced units of fixed size.
It may be said that this picture corresponds to the linguist's purpose in for-
mulating his phonetic specification, which is to classify sentences. For this
it suffices to name the segments as sequentially ordered components of sentence
designations, using as names for the segments sets of distinctive features by
which the segments may be located as points in orderly array within some physi-
cal, phonetic, or phonological space. From the standpoint of the phonetician,
the linguist's purpose is an overly modest one, and the static representation
that satisfies it is not to be considered an adequate description either of
speech activity or of the acoustic signals it generates. The segment proper-
ties, which the linguist asserts have distinctive functions, must for the pho-
netician be placed in the context cf a more general understanding of the rules
governing the operations of the speech-producing and speech-perceiving mech-
anisms. Not least among these may well be timing rules which determine the
movements of the various articulators and their temporal interrelations, for
there is good reason to think that, in order to yield the proper order and num-
ber of segments required to produce a given sentence in a normal manner, per-
haps more than one hundred muscles must be coordinated to operate within toler-
ances of sometimes less than a tenth of a second (Lenneberg, 1967:91-103).
Failure to maintain relatively fixed phase relations among the component ges-
tures of a given segment sequence will result in variation in the number of a-
coustic segments generated and sometimes in the number and character of the pho-
netic segments perceived (Kantner and West, 1960:264-269). There is also clear
evidence that many kinds of deficient speech, including both humanly produced
(John and Howarth, 1965; Lowe and Campbell, 1965; MacNeilage et al., 1967;
Shankweiler et al., 1968) and machine-generated varieties (Mattingly, 1966),
involve disorders of timing.

In the foregoing we have been considering the phonetic segment as an artic-
ulatory and/or auditory event that is relatively stable over some time interval.
The temporal extension of the segment is also recognized in cases where its com-
ponent features, theoretically co-occurrent, have certain manifestations that
are noticeably not simultaneous. Here the temporal factor is reflected more in
judgments of temporal order than extent. Thus, a segment will be described as
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a glottalized stop, with closures of both the glottis and the oral cavity, but
the two releases may not be synchronous, so that their temporal order must also
be specified (Hockett, 1955:35). It can be objected that such entities hardly
qualify as phonetic segments, but the basis for this objection is by no means
obvious, inasmuch as a reading of the literature reveals rather different no-
tions of what the "phonetic segment" ought to mean. Much opinion on the matter
is flatly assertive and to a considerable extent controversial because, as in
other areas within the linguistic sciences, it fails fully to distinguish be-
tween matters of definition and matters of physical and perceptual fact. Per-
haps the most purely phonetic definition of the segment is that of Pike (1943:
107), who described it as "a sound (or lack of sound) having indefinite borders
but with a center that is produced by a crest or trough of stricture during the
even motion or pressure of an initiator."6 But in the literature generally, a
distinction between the phonetic segment as an articulatory state and as a unit
whose size is determined essentially by phonological considerations is not
clearly made. There has been no lack of definitions, ranging from the purely
physical one of Pike's, over the purely phonetic or physico-perceptual (Aber-
crombie, 1967:42), to definitions that make the phonetic 'segment purely phono-
logical in nature (Gleason, 1961:248-249). It is undoubtedly true that in
practice the linguist's phonetic segments are not to be equated with "prelin-
quistic," that is, purely auditory, judgments of articulatory states. Cer-
tainly Chomsky and Halle (1968:293-295) are correct in describing the linguist's
phonetic segment, not as a judgment of physical fact uninformed by linguistic
knowledge or intuitions, but rather as fundamentally a phonological unit de-
scribed by a set of physical features that are themselves selected on grounds
as much phonological as physical. For them,it is then a phonological unit,
though it is at the same time unitary by some universally valid phonetic
theory (1968:28). Perhaps because the phonetic segment, like the syllable, is
one which linguists and other users of language seem to have strong convictions
about, the definitions advanced have often taken the form of assertions as to
what it is, rather than being proposals as to the kind of definition that will
yield segments appropriate to some stated goal. Of course, to complicate mat-
ters, it is nr.,t true that either linguists or other people are always quite
certain about what the segments of speech piece are, even when no definitional
dispute is overtly involved. A notorious example is furnished by the history
of dispute concerning the status of the affricates.

If the phonetic segment is characterized as a complex of simultaneous
features, then there would appear to be no place in a phonetic representation
for entities such as "prenasalized stops" (Jones, 1950:78-81; Ladefoged, 1964:
23-24) or "occluded nasals" (Bauernschmidt, 1965:477, 480-481), which can only
be considered phonetically unitary if we can discover some basis for asserting
that they constitute signal complexes which are integrated to a degree that
ordinary sequences of nasal and stop consonants are not. Unlike entities such
as the glottalized or aspirated stops, for which we may plausibly assume cer-
tain articulatory maneuvers to be executed in close, if not precise, synchrony,

6
The "phone type" of Peterson and Shoup (1966:112) is perhaps even more strin-

gently phonetic in nature, but so much so that it may not be synonymous with
the phonetic segment of standard linguistic description. Thus, for example,
while their system of definitions provides a place for "complex" phones, these
do not apparently include a class of affricates, which certainly belong to the
set of phonetic segments available to the linguist.
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a prenasalized stop or an occluded nasal involves a sequence of two necessarily
nonoverlapping states of velar opening. If the segment is to be associated with
a single articulatory state, it would seem that such entities ought to be ccn-
sidered two-segment sequences. In the case of glottalized and aspirated stops,
where the nature of the temporal relations among the component elciculations is
neither one of simultaneity nor one of strict succession, there seems to be no
firm phonetic basis for deciding whether to regard. them as single segments or
as sequences. If the treatments of such phonetic complexes that are found in
Hockett (1955) may be considered representative lignuistic practice, then
clearly the notion of the phonetic segment as a purely phonetic entity is deriv-
ative; its limits are not so fixed that it can be said to represent a particu-
lar state of the vocal tract, but it is rather a phonologically unitary stretch
of speech signal to which a phonetic description is attached. This phonetic
description is most often, in fact, the specification of a single articulatory
state, in which case the linguist's phonetic segment coincides with one to which
the phonetician would as happily subscribe. But this need not be the case, and
then it becomes necessary to describe certain segments as ordered sequences of
articulatory states. That a speech piece will, by and large, be analyzed audi-
torily into segments that are very much the same, no matter what the language,
is certainly true (Pike, 1943:116), and these will be of the size of phonolog-
ical units. There nevertheless remain certain phonetic events whose status as
segments is ambiguous except by some phonological decision criterion.7 Where
this leads to the establishment of complex phonetic segments of the kind just
mentioned, a feature of temporal order must be included in the overall inventory
of features needed for the phonetic description of segments generally. Then one
might define as phonetic segments such entities as preaspirated stops (Heffner,
1950:168), along with the more usual postaspirated types, and suppose that these
two classes are adequately distinguished by the different ordering of their con-
stituent events. It would then seem, however, that the nature of this temporal
feature is not different frot the ordering relation among segments in longer
sequences and that therefore any notion of the phonetic segment as a purely
phonetic unit is strictly untenable.

Let us now turn to the question of the affricates. Laziczius (1961:62-66)
gives a fairly detailed resume of the various opinions expressed concerning
these items, and one gathers an impression of substantial agreement on their
physical nature and endless wrangling as to their segmental status. They are
produced, it seems fairly well agreed, quite in the manner of stop consonants
insofar as they involve complete oral occlusion, but the time course of their
releases is such that a noise interval results that is longer and is identifi-
able as a fricative homorganic with the stop element. The affricates are, then,
simply slowly released stops (Heffner, 1950:120; Hockett, 1955:81; Gleason,
1961:248; Abercrombie, 1967:147). Their stop and fricative phases must neces-
sarily be homorganic, and presumably the stop component can have no stop-like
release intervening between the occlusion and the fricative phases, since the
latter is, in fact, the release. This slower release in the affricated as a-
gainst the ordinary stop consonant produces an interval of noise that for some
schilars is audible as a brief fricative (Heffner, 1950:249; Abercrombie, 1967:
147), and for at least one other Is "too short to be heard separately" (Gleason,
1961:249), at least, we may infer, by speakers of a language in which the

7
These are Pike's "fluctuants," which dc not constitute a phonetic class, appar-

ently, but are simply those events abou whose segmental status linguists are in
doubt.
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affricate represents a single phonological unit. According to some accounts,
moreover, the fricative phase of the affricate is distinguished from a true
fricative again by a difference in duration (Gerstman, 1956, 1957; Brooks,
1964). Thus it appears that there is general agreement that the gesture of
opening after a total occlusion is under temporal control to the extent that
three rates of opening are distinguishable. As between the affricates and the
stop + fricative sequences, A.t has been supposed that the first are released
with a single articulatory movement, while in the sequences "the articulator
goes through successive motions" (Hockett, 1958:81). However there seems to be
solid evidence only for the durational differences, and none either to confirm
or deny that these differences apply to articulatory movements that are other-
wise identical.

The tenability of any purely phonetic basis for deciding on the number of
segments composing an affricate is open to question no matter whether it is
claimed to be temporal or articulatory or both together, for it is by no means
certain that these aspects of speech activity can be quantified to yield just
the classes to be defined. Thus, some phonetic descriptions suggest that re-
leases of oral occlusion may show as many as four durations, by which stops,
affricated stops, affricates, and stop + fricative sequences may be distin-
guished (Gimson, 1962:153-154,166-169; Malmberg, 1963:43,50-51). Moreover, the
usefulness of the articulatory argument based on the necessary homorganicity of
the affricate components is reduced when one finds it applied as a basis for
justifying the inclusion of both [pl] and German [pf], and English [tx] , as

well as [ts], among this class of items (Gimson, 1962:31,168) and when it is re-
called that the effects of coarticulation, under which this "homorganicity" may
or may not be subsumed, have only just begun to receive quantitative treatment,
in respect to both their magnitude and their temporal extent (Chistovich et al.,
1965:126-132; oilman, 1966:151-168; oilman, 1967:310-320; Lindblom and Studdert-
Kennedy, 1967:830-843). If a phonetic description of speech activity must be
the description of segments in linear order that the linguist deals in, then
precise models of coarticulation are needed before the segment can be taken as
a phonetic, rather than a phonological, unit.8 Until the notion of a phonetic
segment as an interval over which a fixed articulatory position is maintained
can be better reconciled with the observation that at any instant one or more
of the speech organs is in motion (Gimson, 1962:42), it would be safer to pre-
tend, following Gleason (1961:248), that "phonetically there is no basis for
the kind of segmentation which we customarily use" than to insist that the ele-
ments that a segmentation yields caa all be specified by a set of fixed artic-
ulatory configurations. Neither point of view can be completely valid, how-
ever; there are certain kinds of acoustic discontinuities that perhaps are
always interpreted as segment boundaries, but not every signal change has this
perceptual effect (Pike, 1943:46-47; Fant, 1960:21-26).

Despite the fact that they may define certain auditory complexes as phonet-
ic segments, some linguists and phoneticians nevertheless seem averse to aban-
doning utterly the idea that their segments are fundamentally units derived by
a segmentation that is entirely divorced from phonological considerations. For
them the fact that their phonetic segments converge generally with those derived

8
Purely phonological considerations most obviously motivate proposals such as
those of Hofmann (1967), who would classify all initial clusters in English as
unitary segments.
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by a language-specific segmentation based on phonological analysis is not only
independently significant, but it impels them to suppose that all phonetic seg-
ments must be phonetically unitary, despite any auditory complexity some of
them might display. Thus, if considerations of coding efficiency indicate that
certain stop + fricative sequences should be treated es units, they feel com-
pelled to discover that phonetically their constituents are more intimately
bonded than'are stop + fricative sequences generally (Hockett, 1955:164). This
would not eliminate the need to include a feature of temporal order in the de-
scription of complex segments but would allow us to distinguish phonetically,
and most probably on a temporal basis, between these and sequences of stop +
fricative segments. Thus, for example, a phonologically unitary sequence in
Polish is distinguished from a sequence of segments presumably comprising the
same phonetic events either on the basis of a difference between a close and an
open transition from one event to the other (Bloomfield, 1933:119) or by a dif-
ference in the durations of the fricative intervals (Brooks, 1964). Similarly,
a one-segment occluded nasal [n I differs from a sequence [nt] in that the nasal
component of the first is longer, while the stop is shorter, less forcefully
articulated, and more likely to be "contaminated" by voicing than are the cor-
responding events of the segment sequence (Bauernschmidt, 1965:480).

There is another strategy available for dealing with a sequence of pho-
netic events, which the linguist would regard as phonologically unitary and
therefore to be distinguished phonetically from a sequence of segments. Instead
of referring the sequence of events to a sequence of articulatory states which
may be especially closely integrated when viewed as parts of a single segment,
he can suppose that they are generated by the interplay of several articulatory
maneuvers which are essentially synchronous (thus, Chomsky and Halle, 1968:326-
329). Though this mode of phonetic accounting may not always remove a temporal
dimension from the set of segment-specifying features and though it seems de-
signed ad hoc to preserve the integrity of the phonetic segment as the linguist's
basic unit of transcription, still it is of interest in that it allows for the
possibility that the temporal order of acousticoperceptual events is not pre-
cisely matched by that of corresponding events at some deeper level of the
speech-generating process (Lenneberg, 1967:93-98). It is intriguing to postu-
late that the perceptual unity of the phonetic segment, where it is acoustic-
ally a complex of successive events, reflects a unity at some level of the
speech communication process that is less accessible to direct observation. In
one sense linguists have presumably always been ready to believe this, i.e.,
that somewhere in the speaker's nervous system there are "units of internal
flow"(Hockett, 1955:5) corresponding to the linguist's discrete phonological
elements and perhaps to the native speaker's intuitions as well (Jones, 1950:
79). This belief, however, amounts to little more than an assertion of the
"psychological reality" of such entities and not necessarily to an assumption
that the combination of certain specifiable articulatory properties or move-
ments, or perhaps neural commands, generates the observed complex of acoustic
events or that the transformation of the segment as a complex of co-occurrent
features at the deeper level into the not nearly so well integrated acoustic
complex is in conformity with any generally statable rules (but see Pike, 1943:
114; Chomsky and Halle, 1968:324). Assertions as to features at some deeper
level are by definition less easily tested by physical observation, but with
the development of new laboratory techniques in recent years, hitherto inacces-
sible stages of the speech process are becoming vulnerable to study (see, for
example, the papers by Harris and Sawashima in the present volume).

167 159



The role of a feature of temporal ordering is most obviously important in
describing acoustically complex segments, but it cannot be assumed to be negli-
gible in the case of the simple ones. This would amount to supposing that the
nature of the articulatory movements and the acoustic signal produced during
the first half of the interval "occupied" by a phonetic segment is essentially
symmetrical with that in the second. The only immediately obvious motivation
for such an assumption would, I think, derive from the persistent tendency to
view the graphical representations of speech as an adequate model of the speech
process. Since the alphabetic signs of a phonetic transcription are freely
transposed and "spaceless," in the sense that no significance attaches to any
asymmetry in their shapes, it might be supposed that the phonetic segments are
themselves as freely movable. There is abundant evidence that this is just not
so. Thus, for example, attempts to fabricate acceptable speech into "segment-
sized" bits and reassembling them in different orders have regularly failed ex-
pectations based on the assumption that all tape snippets bearing the same pho-
netic segments were identical in their combining behavior (Harris, 1953; Liberman et
al., 1967:441). Nor can a speech piece consisting of auditorily simple seg-
ments be recorded and, upon being replayed with reversal in time, be heard as
the same segments in a sequential order the reverse of the original (Harrell,
1958). Recent experiments in the perception of dichotically presented speech
stimuli also indicate that when these are perceived as single, "fused" speech
pieces, the perceived order of segments is not generally predictable from the
temporal order of presentation, but is significantly an effect of their nonuni-
formity in the time domain (Day, 1970). Thus, segments of the acoustic speech
signal, selected as physical correlates of phonetic segments, are not freely
commutable elements, for their shapes make them, in general, compatible only
with their immediate neighbors in the speech piece in which they originated,
plus perhaps certain others not predictable on the basis of the phonetic tran-
scription (Harris, 1953:962). In other words, the phonetic segments are acous-
tically shaped not like similar beads on a string, but rather like the pieces
of a jigsaw puzzle.

So far in the present discussion, we have been playing the phonetics game
as the linguist plays it, taking as the primary data his auditory phonetic e-
valuations of speech and seeking out physical properties that might correlate
significantly with them. Because auditory analysis, both with and without the
light of linguistic knowledge, gives us speech in the form of phonetic segments
in temporal order, we look for discontinuities in the acoustic signal that will
mark off time intervals matching the phonetic segments in some sense. If a
piece consists, let us say, of x number of phonetic segments, then we seek
x + 1 points (including those of onset and termination of the piece) at which
to cut the physical signal. The resulting x time intervals are then paired
with the same number of phonetic segments in such a way that we feel represents
an optimal matching of the two kinds of elements. The method involves a know-
ledge of the acoustic correlates of certain articulatory events that can serve
as temporal reference points in the acoustic signal, e.g., the brief noise
"burst" of a stop release, together with an ability to follow variations in the
acoustic signal that reflect the cyclic changes in oral aperture at syllabic
rate, as well as the gross differences which correspond to alternations in voic-
ing state. But this matching procedure, however "optimal" it be judged, does
not guarantee the significance of the pairing relation it establishes. The as-
sumption that somewhere in the acoustic signal are to be found properties which
can be shown to correspond to those ascribed to the phonetic segments by no
means implies that the acoustic signal is necessarily to be segmented along the
time dimension as described above, for this procedure presupposes that the
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signal must be parceled out among the segments with neither overlap nor residue.
Every bit of acoustic signal must, in short, be assigned to one and only one
segment. Since there is an abundance of evidence to refute any such simple
view of the relation between the phonetic evaluation of speech and its acoustic
properties, the meaning of the kind of segment matching we have just described
would seem at best to be not transparently clear. There is no problem about
segmenting the acoustic signal, since, contrary to the once fashionable empha-
sis on the continuous nature of speech, we usually find more acoustically rea-
sonable cutting points than we know what to do with (Fant, 1962:30). At the
auditory level, however, it is more questionable that we may speak of bounda-
ries "between" phonetic segments (Pike, 1943:107). If one nevertheless accepts
a view of speech as a flow of discrete segments that follow one another without
hiatus, assumes this view to be applicable without qualification to the acoustic
signal, and performs the matching operation, there still remains the far from
trivial matter of deciding what aspects of each segment are to be isolated as
physical correlates of the matched phonetic segment. This problem is of course
central to the field of acoustic phonetics, and knowledge of the phonetically
significant features is by now fairly detailed (Delattre,' 1968). The deter-
mination of these features has been a fairly straightforward matter, particular-
ly since the development of techniques for the controlled synthesis of speech-
like auditory signals, for the set of elements to be specified physically is
well defined by auditory judgment and linguistic function. The physical speci-
fications insofar as possible are correlates of the static-phonetic descrip-
tions of tIle phonetic segments, i.e., vowels and certain of the consonants are
described by fixed "target" values of particular acoustic dimensions, and the
values exhibited by these segments in running speech are viewed as more or less
systematic deviations from those targets (Stevens et a1, 1966; Lindblom and Stud-
dert-Kennedy, 1967). The precise location of acoustic segment boundaries is not
crucial to this enterprise, at least with regard to the specification of the
simple phonetic segments, although the classification of a segment as "simple"
or "complex" would naturally depend on the placement of those boundaries.

Matters are rather different when we come to consider the question of
matching acoustic and phonetic segments with respect to the time dimension. In
the first place, as we have seen, the feature of length is only marginally con-
sidered to be a property of the phonetic segment. If an articulatory position
seems to be maintained for different durations in linguistically distinct
speech pieces, the linguist does not promptly consider length a segmental fea-
ture; he is more likely to look for some other phonetic difference by which to
explain the time difference. Whereas segments are classified regularly with
respect to such features as voicing, nasality, tongue height, and lip posture,
there is no purely phonetic classification of segments on the basis of their
perceived durations. Only where such a classification is forced by the recog-
nition of length contrasts in a particular language iv this done, and then only
after the linguist has searched in vain for other feature differences that
might account for the temporal difference. This reluctance on the part of lin-
guists to recognize a feature of temporal control at the segmental level is
most strikingly exemplified in Chomsky and Hall (1968:317,318,327). Thus, in
general, phonetic segments can hardly be said to have a well-defined status
with respect to the dimension of time. Of course, since we here speak of pho-
netic segments, we are thereby considering time in the sense of a perceptual
dimension, one that is independent of phonological considerations. In the
second place, the determination of segment boundary locations in the acoustic
signal is of obvious importance if one wants to make physical time measurements
that can be meaningfully related to the length, or perceived duration, of
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segments or longer stretches. Moreover, unlike the situation with respect to
the indisputably segmental features, it is not generally possible to specify
target values for the duration of a phonetic segment, since its so-called in-
trinsic duration can be only one factor, and most probably not a major one, in
determining its duration in any given context, as produced by a given speaker,
in a particular text, and under particular social and physiological circum-
stances. It is, of course, possible to define classes of acoustic segments as
physical correlates of the phonetic segments and to proceed to determine their
mean durations, but it seems farfetched in the extreme to suppose that these
values are targets in the same way that the formant frequencies of isolated
vowel sounds are construed to be (Lindblom, 1967:4-5).

It is perhaps useful here to emphasize a distinction generally made, and
which we have been observing more or less consistently, between duration as a
physically measurable attribute and length as its closest single analogue in
the domain of perception (Malmberg, 1963:122). This distinction, which paral-
lels others drawn between physical dimensions and their perceptual correlates
(e.g., fundamental frequency vs. pitch) is perhaps less carefully observed
than those others because the relation between duration and length is felt to
be so much closer. Fundamental frequency, the number of fundamental periods
per second, is a measure of glottal pulse rate, but pitch is not simply a sub-
jective estimate of that rate. Pitch is rather an auditory property of a
pulsed acoustic signal whose frequency is such that the individual pulses are
not separately perceived. Length, on the other hand, is an auditory judgment
as to the duration of a sound signal, where this duration presumably might be
more accurately measured by instrument. Pitch is, by its nature, not subject
to instrumental measurement. Of course, even with respect to duration and
length, particularly when dealing with speech signals, we can only say that the
accuracy of statements about length may be determined simply by instrumental
measurements of duration if we accept the listener's description of his length
judgment as an estimate of temporal duration. Now while we should in fact ex-
pect the duration of an auditory signal to be the major determinant of its
length, the possibility exists that the relation is nonlinear (Fry, 1968:386),
and that factors other than simple duration are of significance. Moreover
there still remains the "problem of segmentation," which, in the present con-
text, is one of deciding what acoustic segment or sequence it is whose duration
should be defined as the physical correlate of the length of a given phonetic
segment. This requires some decision if phonetic segments are to be said ta
have temporal extension in the sense of physical duration. Failure to define
explicitly the physical intervals makes for difficulty in understanding exactly
what is meant by published statements giving precise (within tolerances of a
few milliseconds, apparently) durations of various segment types. One cannot
simply carry out measurements of the durations of selected intervals in spec-
trograms and report these as durational values for vowels, stop consonants, or
other segment types; we do not see vowels or stop consonants in the spectro-
gram, we only find evidence of them. The durations reported are of acoustical-
ly defined sections of the acoustic signal, and not strictly of phonetic seg-
ments, even as measurements of fundamental frequency are not determinations of
pitch. These considerations, obvious enough, have prevented neither instrument
manufacturers from marketing "pitchmeters" nor phoneticians from devising con-
ventions that allow them to refer to the durations of phonetic segments.

In adopting measuring conventions for defining, and then measuring, the
duration of vowels, which is the class of segments that has enjoyed most of
this kind of attention, it has not, as far as I know, been clearly stated what
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the basis for selecting the acoustic markers of vowel onset and termination
should be. The onset of vowels has been fixed sometimes at the point where the
glottally excited, full formant pattern is established following silence or the
release of a preceding consonant constriction (House and Fairbanks, 1953:107;
Abramson, 1962:29), sometimes at the point of the consonant release (Peterson
and Lehiste, 1960:694) or at a point where the "intensity curve rises sharply"
(Fischer- J$rgensen, 1964:182) or where the formant frequencies judged appropri-
ate to the vowel are attained following the transitional movement from a pre-
ceding consonant (Delattre, 1964). Hadding-Koch and Abramson (1964:98) in-
cluded transitions within the acoustic interval defined as the vowel. Fdnagy
and Fdnagy (1966:15) adopted the arbitrary procedure, but really no more arbi-
trary than any other, of grouping doubtful intervals with the immediately pre-
ceding acoustic segment. The vowel termination in most cases was located at a
point corresponding to the end of the transitional movement to the constriction
of a following consonant, though Delattre (1964), consistent with his view of
transitions as essentially consonant cues, determined vowels at a point where
the formants enter the transition phase.

Where the object of acoustical measurements is to specify "consonant dura-
tion" the conventions are in general complementary to those for the vowels. The
literature on measurements associated with consonant length is not large, and
perhaps almost the whole of it identifies as the appropriate objects of meas-
urement the acoustic segments that correspond to intervals of constriction. In
the case of certain of the languages for which durational data have been report-
ed, i.e., English, German, Swedish, and Danish, all languages which include
voiceless aspirated stops in their segment inventories, the decision as to the
status of the aspiration phase might well affect the magnitudes of reported con-
sonant durations by as much as 75 percent (Lisker and Abramson, 1964).

In view of the somewhat different measuring conventions followed by various
researchers, to say nothing of the fact that some reports fail to describe any
in satisfactory detail (Parmenter and Trevigo, 1935:129-133; Fintoft, 1961:19-
39), the comparability of their data is seriously to be questioned (Laziczius,
1961:119), certainly so far as the absolute magnitudes reported. Aside from the
matter of measuring conventions, it is known that individual speakers show large
differences in overall speaking rate and that at higher rates it is not the case
that segments are eliminated to the point where those retained preserve the dura-
tions exhibited at slower rates (Gaitenby, 1965 3-4).

The variability in the criteria applied in segmenting the acoustic signal,
which derives from the fact that the number and location of "natural" segmenta-
tion points in the acoustic signal do not conform in detail to an intuitively
satisfying segmentation based on auditory judgments ('t Hart and Cohen, 1964:35),
suggests the need for some criterion, not necessarily acoustic, by which to agree
on a segmentation procedure. One possibility might be to select intervals for
measurement that best match listeners' judgments of relative length. Thus, for
example, on the question of whether the acoustic segment identified with aspira-
tion should be considered a phase of the vowel or of a preceding stop, the de-
cision would depend on which assignment yielded physical time values in better
agreement with judgments of the relative length of the vowels following aspirated
as against unaspirated stops. It might, alas, turn out to be a case of the halt
leading the blind, if listeners simply proved unable to make consistent duration-
al judgments when given this task. From figures given by Peterson and Lehiste
(1960:701) for American English, it would seem that the durations at issue do r.c,t
differ by much more than the general just-noticeable differences established for
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speech sounds (Lehiste, 1970:13). Moreover, when the durations of vowels fol-
lowing aspirated stops are determined both with and without aspiration as part
of the vowel, the average of these two is almost exactly equal to the mean du-
ration of vowels after /b,d,g/. In other words, given the likely event that
listeners do not regularly report differences of vowel length that can be cor-
related with the aspirate/inaspirate difference in the preceding stop, we can-
not simply settle the matter by showing that one assignment of aspiration will
yield more nearly equal, durations for the two sets of vowels than will the
other.

One might return to the static-phonetic mode of description and elect as
appropriate intervals those portions of the acoustic signal that, by some more
or less arbitrary definition, can be considered to be "essentially steadystate"
(Lehiste and Peterson, 1961:272; Gay, 1968:1571). The measured durations of
such acoustic segments would then be defined as the durations of particular
phonetic segments. If this procedure were consistently followed, the picture
presented in the literature as to the relative durations of different segment
types would require serious revision. Thus, statements to the effect that the
vowels in English take up a disproportionately large part of total speech time
(Parmenter and Treviffo, 1935:130-131) would certainly turn out not true, given
the likelihood that many vowels, the unstressed without doubt, are by any rea-
sonable definition steadystate for, at most, half the durations often ascribed
to them (Bernard, 1970:92; Lehiste and Peterson, 1961:275; Lindblom and Stud-
dert-Kennedy, 1967:831). The well-established practice of equating the conso-
nant with a relatively steadystate signal interval, e.g., the closure silence
of a stop, while taking as the vowel an entire interval of voiced formant pat-
tern, would seem to reflect the application of some highly arbitrary segmenta-
tion criterion, or at any rate one that, justifiable or not, has not been put
into an explicit form. By the usual assignment of acoustic segments to phonet-
ic, we have vowels that may be described as relatively long but rather unstable
and consonants that tend to be shorter but with relatively fixed acoustic char-
acteristics. If one takes the extensive data on American English supplied by
Peterson and Lehiste (1960:702) and by Lehiste and Peterson (1961:275) to de-
rive durations of steadystate stretches within the total intervals assigned the
vowels, one arrives at values much more in line with those reported for conso-
nant durations.

At this point, it is appropriate to ask whether it is necessary to follow
the linguist's precisely segmental model of speech in the description of its
temporal aspects. As Laziczius (1961:117) put it, "die Laute einer Lautreihe
reihen sich nicht wie die Perlen eines Halsbandes nebeneinander, sondern
greifen ineinander ein wie die Glieder einer Kette," and this has been amply
demonstrated by the acoustic analysis of speech signals (Fant, 1962:30) and by
experiments in their synthesis (Liberman, 1970a:309-315). We may believe, in
accord with the segmental model, that the speaker really "wants" to produce a
string of neatly discrete sound, or articulatory, units, and that only certain
linguistically irrelevant constraints on his ability to execute these at the
rates actually achieved in the production and transmission of phonetic segments
interfere (Heffner, 1950:204-207; Fnagy and Magdics, 1960; Osser and Peng,
1964; Lenneberg, 1967:90; Liberman, 1970a:306). There is reason to believe,
however, that the speech decoding mechanism which is presumed to operate on the
auditory level could not handle discrete units at those rates (Liberman et al.,
1967), and this can be true at the same time that it is also true that speech is
normally slower than it need be for comprehension (Fairbanks et al., 1957;
Fairbanks and Kodman, 1957; Klumpp and Webster, 1961; Endres, 1968; Sticht and
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Gray, 1969). Even if the rate of segment production hovers about the lower
frequency threshold for pitch perception, say between 10 and 20 segments per
second (derived from Heffner, 1950:204-206), the fact that time compression of
as much as 50 percent may not seriously reduce intelligibility ought to bring
the rate of segment identification above that threshold, perhaps to as much as
30 per second (Liberman et al., 1967:432). If, at the same time, we bear in
mind that listeners appear to be unable to judge accurately the temporal order
of discrete auditory stimuli until their individual durations are as much as
700 msec (Warren et al., 1969:587), in the case of nonspeech sounds, and that
sequences of vowel sounds are not correctly ordered until their durations are
more than 100 msec each, it seems impossible to reconcile all this with the
strictly segmental model of speech. Moreover, it becomes difficult to know
what inferences to draw from the data published on the durations of the vari-
ous classes of phonetic segments, or to suppose that these durations have any
very close connection with the real units of speech production and/or percep-
tion.

If we follow Fant in the exercise of analyzing the spectrogram of a short
piece of English (the piece is the short form "Santa Claus," Fant, 1962:30),
we isolate nine components, one for each phonetic segment alleged to consti-
tute the piece, which partially overlap in such a way that they yield twice the
number of segments at the acoustic level. Most of these acoustic segments com-
prise acoustic features associated with two phonetic segments; of the remainder
most provide cues to either three or four segments simultaneously. If we fur-
ther ask how much time these nine acoustic components corresponding to the pho-
netic segments would occupy if they were purely sequential, so that instead of
eighteen acoustic segments there were only nine, the answer is that the total
duration of the piece would be increased by more than a third. If we were to
make the extreme assumption that each of the overlapping components has the
minimum duration required for auditory detection and proper identification of
the corresponding phonetic segment, assuming that, in fact, they were clearly
identifiable in the temporal order in which they were actually produced, then
the durations of these components would seem the appropriate items to measure,
since they represent more nearly the durations over which the acoustic reflexes
of the separate gestures characteristic of the piece were present in the signal.
There are certain further observations that may be made about this sample anal-
ysis, which in effect treats the phonetic segments as features of the acoustic
signal. While the briefest acoustic segment is of the order of 10 msec in dura-
tion and the mean segment duration is about 115 msec, the shortest component is
almost 60 msec long, and the mean component duration is greater than 150 msec.
The sequential ordering of the phonetic segments is reflected in the fact that
each component either begins or terminates before its successor, and never be-
gins or terminates after its successor. Each component co-occurs, in its ini-
tial part, with one or more of its predecessors, and, later on, with one or more
successors. Thus the time interval for a given component is acoustically far
from steadystate and may even contain sharp discontinuities. We do not know how
much of this complexity is actually required in order that the signal pass as
intelligible speech, but some at least is indispensible. This means that the
listener is capable of tending to more than one component simultaneously pre-
sented in the course of decoding the linguistic message (Liberman, 1970b:242-
244). If Fant's sample analysis of "Santa Claus" correctly represents the way
in which the acoustic cues are temporally distributed in speech generally, then
one must say that only exceptionally does the listener encounter an acoustic
segment which includes only a single component. In Fant's example, the initial
and final acoustic segments are of this type, and otherwise only the phonetic
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segments [k] and [z,] are represented by components which are not always accom-
panied by components associated with other phonetic segments. The durations of
the two onecomponent acoustic segments are about 55 and 200 msec for [k] and
[o] respectively, values that are rather smaller than some phonetic segment
durations reported in the literature (e.g., Kent and Moll, 1969:1550; House,
1961:1174) but quite as large as others (e.g., Sharf, 1962:28). On the other
hand, the total durations occupied by the components representing the [k] and
[0] segments are more like 200 and 340 msec respectively, values that are quite
a bit larger than any reported for such segments. However, as we have noted
before, a variety of factors affect the durational properties of speech, some
drastically, so that it is difficult to evaluate the credibility of any magni-
tude report without certain information as to the nature of the speech sample
measured and the conditions under which it was elicited.

If we elect to equate each phonetic segment of a speech piece with an a-
coustic segment in one-to-one fashion, choosing steadystate segments, and then
define the duration of the acousti2 segment as the physical correlate of phonet-
ic segment length, we thereby say, in effect, that transient or transitional
segments make no contribution to perceived duration. If, on the other hand, we
make the component, i.e., the stretch of signal over which the acoustic cues to
a phonetic segment are spread, the basis for determinations of duration that are
to be related to length, we are led to the apparent absurdity of supposing that
a single acoustic segment might contribute at once to the length of as many as
four phonetic segments (as in Fant's example, cited above). Either measuring
convention will lead to difficulty at some point. If measurement is restricted
to steadystate segments, we must suppose that, perceptually, the duration of a
speech stretch is determined by the summed durations of these steadystate seg-
ments, and this clearly is untenable. If, on the other hand, we choose the
component, then we should reckon with another possibility, namely, that varia-
tion in degree of encoding or coarticulation with consequent change in total
performance time might not be perceived as a variation in length at all, pro-
vided there were no change in the durations of the individual components. As a
possibility, this latter is not so much implausible as a matter of unverifiable
conjecture. But in the case where only steadystate segments are to be meas-
ured, it is difficult to believe that transitions make no contribution to
length. It seems far more likely that they figure importantly in the length of
vowels, for the degree of steadiness of an acoustic stretch associated with a
vowel depends in part on the particular consonantal context, even where no
length difference is perceived (see, for example, the spectrographic patterns
in ihman, 1966:160-162 and in Liberman, 1970a:309). Only if one believes that
because transitional segments are generally more important for consonant that
for vowel identification (Delattre, 1964, 1968) they must therefore be entirely
assigned to the consonant, can one suppose that they contribute nothing to the
perceived duration of the vowel. So far as duration is concerned, the contrary
is more likely true: so far as place and manner of articulation are concerned,
the transition is primarily consonantal, but so far as length goes, it is part
of the vowel. Even so far as the duration of the transition is concerned, this
serves not as a cue to the length of the consonant but to its membership in one
or another manner class of such segments (Liberman et al., 1956). If one may
draw a conclusion from the published studies concerned with consonant duration
(Denes, 1955; Lisker, 1957a,1958; Liberman et al., 1961a;Fischer- J$rgensen,
1964; Obrecht, 1965), there is a general conviction that consonant length is
tied exclusively to the duration of a steadystate acoustic segment.
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The discussion so far has been exclusively of the temporal dimension as
a segmental property, primarily because it is at this level that difficul-
ties of the kinds mentioned are most apparent, difficulties that make it hard
to assess the significance of a good deal of the numerical data available.
The literature also includes studies of the temporal properties of entities
both smaller and larger than the phonetic segment. Items of the first kind
are, for example, the individual periods of the voice fundamental (Lieberman,
1963) and the timing relation between stop articulation and voicing onset
(Liberman et al., 1961b; Lisker and Abramson, 1964, 1967, 1970; Abramson and
Lisker, 1965, 1970). Speech stretches longer than the segment for which tem-
poral properties have been determined are the syllable, the word, the phrase,
and the entire speech piece itself. The durations of these various units are,
of course, not independent of one another, and the literature concerned with
these larger units is devoted to describing, not their absolute durations, but
their durations relative to the durations of units of a different, usually high-
er, order of magnitude. Thus, for example, Chistovich and her colleagues (1965:
9,2-95) determined durations for selected syllables in relation to the durations
of both the words and sentences in which they were contained, their purpose
being to determine regularities from which to derive a model of the temporal
organization of speech behavior generally. It might be said that their method
of investigation effectively bypassed the segmentation problem, for they did
not look for temporal relationships among segment durations, but rather went
directly to certain accessible parts of the vocal tract to obtain recordings
of the articulatory components involved in the production of their test utter-
ances. They were then able to determine the temporal relations among these
components of the articulatory complex. From their work and that of MacNeilage
and DeClerk (1969:1233) the conclusion has been drawn that the syllable, or
perhaps a "basic syllable" consisting of a consonant and following vowel, is
the unit of temporal organization of the articulatory gestures executed in pro-
ducing what is ordinarily thought to be a sequence of segments. The various
articulatory gestures are not adequately defined by membership in a class of
segments, for their execution depends significantly on the particular combina-
tion of gestures which constitutes the given syllable (Chistovich et al., 1965:
161). Work by these same authors, and by Daniloff and Moll (1968), demonstrates
that the articulatory gestures attributed to a particular segment are not in
general executed in phase and that the interval of co-occurence is that of a
syllable or more. The syllable as a phonetic unit has long been controversial
among linguists and owes whatever recognition it enjoys with them to its es-
tablishment as a convenience in talking about phoneme distribution. Phoneti-
cians, however, have recognized that certain segmental properties are associated
with position within the syllable. Thus Abercrombie (1967:40) states that re-
leasing, or syllable-initial, consonants are of very short duration, while
syllable-final, or arresting, consonants are longer, and in presenting durational
data phoneticians generally are careful to specify the location within the sylla-
ble of the segment in question (e.g., Mal4cot, 1968). Failure to sort out seg-
ments by position within the syllable and in relation to pause can, in fact, lead
to statements of dubious value, as for example those of Parmenter and Treviilo
(1935) on the relative length of voiced and voiceless stops in English.

One kind of evidence advanced in support of the syllable as a unit of
temporal organization of speech behavior is that certain acoustic segments
said to belong to the same syllable show durations that are negatively cor-
related (Chistovich et al., 1965:105). Thus, it has been observed repeated-
ly that in English and some other languages vowels tend to be shorter before
voiceless consonants than before voiced and that at the same time the con-
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striction durations of voiceless consonants are greater than those of their
voiced counterparts (Laziczius, 1961:120). Nor have convincing counter
examples to this generalization been attested. The relation between the
durations of vowel and following voiced, as against voiceless, consonant is
such that the total durations of the two kinds of sequences tend to approach
equality, given a constant overall speaking rate. From data for English
trochees produced in isolation (Sharf, 1962:28), it would seem that the com-
bination of a given vowel with either one of a homorganic pair of stops has
a duration that is independent of the voicing characteristic of the stop.
We might then be prepared to believe that the syllable, or at least the
stressed syllable of English, has an inherent duration so far as the vowel
and following consonant are concerned, one that varies only with change in
overall speaking rate. This, however, is open to question. If we consider
total durations of all vowel-consonant combinations, it is certainly not
true that these are independent of the particular vowel constituents, nor
is it true of the consonants in any respect other than the voicing charac-
teristic of the stop, and possibly also the fricative, consonants. From
Sharf's data for English, as well as from Elert's for Swedish (Elert, 1964:
158-163), it appears that the variability in stop closure duration is not
sufficient to make up for vowel differences ascribable to their inherent
durations (Lehiste, 1970:18-19). Moreover, if we consider vowel-consonant
sequences containing consonants of diverse manners of articulation, we find
that their components are not so correlated in duration as to yield a fixed
syllable duration (Chistovich et al., 1965:111). Thus, given the generaliza-
tion that low vowels are longer than high ones and that fricatives are
longer than stops (Laziczius, 1961:120), it is not the case that a sequence
of low vowel and fricative has a duration anywhere near equal to that of a
sequence of high vowel and stop consonant. For this reason, Chistovich
and her colleagues conclude that if rhythmic patterning of speech activity
is to be established, it must be on the basis of temporal regularities at a
level higher than the syllable (Chistovich et al., 1965:110).

The observed negative correlation between vowel and succeeding stop
consonant that has been reported for a number of languages--e.g., English
(Sharf, 1962), French (Belasco, 1958; Delattre, 1962), Russian (Chistovich
et al., 1965:99), Norwegian (Fintoft, 1961:35), and Tamil (Lisker, 1958)--has
been the object of several kinds of speculative explanations. The generally
greater closure durations reported for voiceless stops has most often referred
to a feature of relative force of articulation, the fortis-lenis dimension.
Thus it is claimed either that voiceless stops and fricatives involve a
greater expenditure of articulatory energy and hence longer closures or that
fortis obstruents have as a consequence of their more forceful articulation
longer closures that are usually voiceless (Jakobson et al., 1952:
26,36,38; Chomsky and Halle, 1968:325). The vowel preceding a fortis stop
is shorter than one before a lenis one because the speed of articulation is
greater for the former (see, for example, Fujimura, 1961), and consequently
the vowel is abbreviated. Alternatively it has been supposed that there
is a tendency for vowel-consonant sequences to be produced with a constant
total expenditure of effort. If effort is linearly related to duration,
then the greater effort required for the fortis stop calls for a reduction
in vowel duration (Durand, 1946:172; Belasco, 1958). Still another explana-
tion has been advanced for the greater duration of vowels before voiced
stops, namely that, in order to maintain voicing during the articulatory
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closure, a special adjustment of the larynx must be completed before the
closure, and vowel durations of the magnitude found before the voiceless
stops do not allow sufficient time for this laryngeal maneuver (Chomsky
and Halle, 1968:301). In view of the fact that vowels, in English at least,
are as long or longer before other consonants for which no special adjustment
of the larynx seems necessary for voicing and that, moreover, the intrinsically
long vowels may well be longer before voiceless stops than the intrinsically
short ones before the voiced, this last way of accounting for durational
differences between allophones of the same vowel phonemes in the two positions
is far from convincing. Nor can it be said that attempts to explain dura-
tional differences among the consonants of differing manner of articulation
merit any more immediate acceptance.

Of speech stretches greater than.the syllable, comparatively little
information is available until we get to the speech piece as a whole. For
certain languages, English for example, it is said that there is a more or
less regular alternation of prominent syllables and stretches of one or
more syllables of comparatively low audibility. These are the so-called
"stress-timed" languages (Abercrombie, 1967:97-98). By contrast, the
"syllable-timed" languages presumably exhibit no temporal organization of
syllables in larger rhythmic units (Abercrombie, 1967:97). In languages
of the first type, the durations of syllables and their component segments
that fall between two prominent syllables depend considerably on how many
of them there are in the particular piece. The total duration of the piece
also appears to determine strongly the durations of component segments and/or
syllables. Thus Fdnagy and Magdics (1960:192) report that short phrases in
Hungarian are produced at a slower rate than are phrases consisting of eight
or more segments (op. cit., p. 182). Extensive data for English have been
presented by Goldman-Eisler (1954, 1956, 1961, 1967, 1968) to show that
an extremely wide range for pieces of less than about 100 syllables, becoming
stable for longer pieces at a rate of about 225 syll./min., though with con-
siderable intersubject variation. She determined, however, that the range
of variation for short pieces, from about 60 to 600 syll./min., was not a
variation in speed of articulation but one in the amount of pausing within
the piece (Goldman-Eisler, 1968:26).9 On the other hand, Laziczius (1961:123)
cites durational values for a particular Hungarian vowel in a series of suc-
cessively longer (in number of syllables) words, and the vowel undergoes pro-
gressive shortening. This effect is perhaps in part to be explained as a
junctural effect, since proximity to pause seems regularly to be accompanied
by an increase in segment duration as part of a reduction in the rate of
higher-level units (Lehiste, 1960; Hoard, 1966).

9
It is difficult to believe, however, that uninterrupted pieces are not

sometimes judged to have been produced at different speaking rates. There is
no certainty, if indeed this is true, as to whether a measure of phonetic seg-
ments, syllables, or perhaps words per unit time would best match listeners'
judgments of relative rate. Experiments by Osser and Peng (1964), in which
phonetic segments per minute were determined for English and Japanese, failed
to turn up a significant difference between speakers of the two languages.
Since each group judged the other to consist of rapid talkers, the meaning of
the negative finding not clear, nor would a discovered difference be easy
to interpret.
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The durations of the various units into which the speech piece may be
divided are more or less mutually dependent, and consequently the precise
significance of absolute time determinations is, in general, subject to
question. The nature of the temporal dependencies, both among units of dif-
ferent levels and among coordinate units, is of much greater significance
for the establishment of temporal regularities in speech behavior. Excep-
tions to this are to be found, however, in studies aimed at determining par-
ticular time constants of articulation or perception (Lehiste, 1970:6-9).
Duration is often, but by no means invariably, to be correlated with the
perceptual dimension of temporal length. As an attribute of the acoustic seg-
ment, it is sometimes interpreted as length (Abramson, 1962; Obrecht, 1965),
sometimes as a cue to consonantal manner of articulation (Gerstman, 1956, 1957;
Liberman et al., 1956), force of articulation (Chomsky and Halle, 1968:324),
voicing state (Denes, 1955; Lisker, 1957a, 1958; Sharf, 1962), stress (Fry,
1968:370), and perhaps speech rate (Huggins, 1968). At the level of the
syllable, little data on duration have been collected, apart from segmental
measurements involving the comparison of syllables of differing degrees of
prominence. The syllable and the word figure often, however, in discussions
of speech rate, the determination of which requires only the decision as to
how many of one or the other units are contained in a speech sample and a
determination of the total duration of the sample. But with the discussion
of speech rate, the focus of interest tends to become the individual speaker
and thus peripheral to the central concerns of phonetic research.

REFERENCES

Abercrombie, D. 1964. Syllable quantity and enclitics in English. In In
honour of Daniel Jones. 216-222. London: Longmans.

Abercrombie, D. 1967. Elements of general phonetics. Chicago: Aldine.
Abramson, A. S. 1962. The vowels and tones of standard Thai: Acoustical

measurements and experiments. Publication 20 of the Indiana University
Research Center in Anthropology, Folklore, and Linguistics. Bloomington,
Indiana: Indiana University.

Abramson, A. S. and L. Lisker. 1965. Voice onset time in stop consonants:
Acoustic analysis and synthesis. 5th Intern. Congr. Acoust., Li4ge.

Abramson, A. S. and L. Lisker. 1970. Discriminability along the voicing
continuum: Cross-language tests. Proc. 6th Intern. Congr. Phon. Sci.
569-573. Prague: Academia Publishing House of the Czechoslovak Aca-
demy of Sciences.

Ainsworth, W. A. 1968. Perception of stop consonants in synthetic CV sylla-
bles. L & S. 11.139-155.

Avakjan, R. V. 1968. Mimicking the duration of the vowels in aphasia.
Z. Phon., Sprachwiss. u. Kamm. Fschg. 21.190-193.

Bauernschmidt, A. 1965. Amuzgo syllable dynamics. Lg. 41.471-483.

Belasco, S. 1958. Variations in vowel duration: Phonemically or phoneti-
cally conditioned? JAcS. 30.1049-1050.

Danard, J. R. L-B. 1970. On nucleus component durations. L & S. 13.89-101.
Black, J. W. 1961. Relationships among fundamental frequency, vocal sound

pressure, and rate of speaking. L & S. 4.196-199.

Bloomfield, L. 1933. Language. New York: Henry Holt.
Bolinger, D. L. and L. J. Gerstman. 1957. Disjuncture as a cue to constructs.

Word 13.246-255.

170

172



Bricker, P. D. and S. Pruzansky. 1966. Effects of stimulus content and
duration on talker identification. JAcS. 40.1441-1449.

Broadbent, D. E. and P. Ladefoged. 1959. Auditory perception of temporal
order. JAcS. 31.1539 (A).

Brooks, M. Z. 1964. On Polish affricates. Word 20.207-210.
Catford, I. C. 1968. The articulatory possibilities of man. Manual of

phonetics, ed. by Bertil Malmberg. 309-333. Amsterdam: North-Holland.
Chistovich, L. A., V. A. Kozhevnikov, V. V. Alyakrinskiy, L. V. Bondarko,

A. G. Goluzina, Yu. A. Klaas, Yu. I. Kuz'min, D. M. Lisenko, V. V. Lyublinskaya,
N. A. Fedorova, V. S. Shuplyakov, and R. M. Shuplyakova. 1965. Rech':
Artikulyatsiya i vospriyatiye, ed. by V. A. Kozhevnikov and L. A. Chistovich.
Moscow and Leningrad: Nauka. Trans. as Speech: Articulation and percep-
tion. Washington: Clearinghouse for Federal Scientific and Technical
Information. JPRS. 30.543.

Chomsky, N. and M. Halle. 1968. The sound pattern of English. New York:
Harper and Row, Publishers.

Cohen, A., J. F. Schouten and J. 't Hart. 1962. Contribution of the time
parameter to the perception of speech. Proc. 4th Intern. Congr. Phon.
Sci., Helsinki 1961. 555-560.

Compton, A. J. 1963. Effects of filtering and vocal duration upon the
identification of speakers, aurally. JAcS. 35.1748-1752.

Cooper, F. S. 1950. Research on reading machines for the blind. Blindness:
Modern approaches to the unseen environment, ed. by Paul A. Zahl.
512-543. Princeton, N. J.: Princeton University Press.

Creelman, C. D. 1962. Human discrimination of auditory duration. JAcS.

34.582-593.
Daniloff, R. and K. Moll. 1968. Coarticulation of lip rounding. J. Speech

and Hearing Res. 11.707-721.
Day, R. S. 1970. Temporal order perception of a reversible phoneme cluster.

JAcS. 48.95(A).
Delattre, P. 1962. Some factors of vowel duration and their cross-linguistic

validity. JAcS. 34.1141-1143.
Delattre, P. 1964. Change as a correlate of the vowel-consonant distinction.

Studia Linguistica 18.12-25
Delattre, P. 1968. From acoustic cues to distinctive features. Phonetica

18.198-230.
Delattre, P. and M. Hohenberg. 1968. Duration as a cue to the tense/lax

distinction in German unstressed vowels. Intern. Rev. of appl. Ling.
VI/4.367-390.

Delattre, P. and M. Monnot. 1968. The role of duration in the identification
of French nasal vowels. Intern. Rev. of appl. Ling. VI/3.267-288.

Denes, P. B. 1955. Effect of duration on the perception of voicing. JAcS.
27.761-764.

Denes, P. B. and E. N. Pinson. 1963. The speech chain. Bell Telephone
Laboratories, Inc. Baltimore: Waverly Press.

Durand, M. 1946. Voyelles longues et voyelles braves: Essai sur la nature
de la quantity vocalique. Paris: C. Klincksieck.

Eek, A. 1970. Articulation of the Estonian sonorant consonants. I. n and 1.

Eesti NSV Teaduste Akadeemia Toimetised 19.103-121.
Eek, A. 1970. Some coarticulation effects in Estonian. Academy of Sciences

of the Estonian S. S. R. VI.81-85.
Elert, C.-C. 1964. Phonologic studies of quantity in Swedish. Stockholm:

Almqvist and Wiksell.

.171

173



Endres, W.K. 1968. On the experimental evaluation of the interior redundancy
in speech. The 6th Intern. Congr. on Acoust., Tokyo. B111-B114.

von Essen, 0. 1957. Uberlange Vokale und gedehnte Konsonanten des Hoch-
deutschen. Z. fur Phon. u. allgem. Sprachwiss. 10.239-244.

Fairbanks, G., N. Guttman, and M.S. Miron. 1957. Effects of time compression
upon the comprehension of connected speech. J. Speech and Hearing
Disorders 22.10-19.

Fairbanks, G. and L.W. Hoaglin. 1941. An experimental study of the dura-
tional characteristics of the voice during the expression of emotion.
Speech Monogr. 8.85-90.

Fairbanks, G. and F. Kodman, Jr. 1957. Word intelligibility as a function
of time compression. JAcS. 29.636-641.

Fant, C.G.M. 1960. Acoustic theory of speech production. The Hague: Mouton.
Fant, C.G.M. 1962. Sound spectrography. Proc. 4th Intern. Congr. Phon.

Sci., Helsinki 1961. 14-33. The Hague: Mouton.
Fant, C.G.M., J. Liljencrants, V. Ma116, and B. Borovickova. 1970. Per-

ceptual evaluation of coarticulation effects. Speech Transmission
Laboratory. Royal Institute of Technology, Stockholm, Sweden. QPSR.

1/1970, 10-13.
Fay, W.H. 1966. Temporal sequence in the perception of speech. The Hague:

Mouton.
Fintoft, K. 1961. The duration of some Norwegian speech sounds. Phonetica

7.19-39.
Fischer-J6rgensen, E. 1954. Acoustic analysis of stop consonants. Miscel-

lanea Phonetica 2.42-59.
Fischer-J6rgensen, E. 1963. Beobachtungen ilber den Zusammenhang zwischen

Stimmhaftigkeit und intraoralem Luftdruck. Z. f. Phon., Sprachwiss. u.
Kom. Fschg. 16.19-36.

Fischer-J6rgensen, E. 1964. Sound duration and place of articulation. Z.

fur Sprachwiss. u. Komm. Fschg. 17.175-207.
Fischer-Jkgensen, E. 1969. Voicing, tenseness and aspiration in stop con-

sonants, with special reference to French and Danish. Annual Report
III. Inst. Phon. Univ. Copenhagen. 63-114.

F6nagy, I. and J. F6nagy. 1966. Sound pressure level and duration. Phonetica
15.14-21.

F6nagy, I. and K. Magdics. 1960. Speed of utterance in phrases of different
lengths. L & S. 4.179-192.

Fry, D.B. 1955. Duration and intensity as physical correlates of linguistic
stress. JAcS. 27.765-768.

Fry, D.B. 1968. Prosodic phenomena. Manual of phonetics, ed. by Bertil
Malmberg. 365-410. Amsterdam: North-Holland.

Fujimura, O. 1961. Bilabial stop and nasal consonant: A motion picture
study and its acoustical implications. J. Speech Hearing Res. 4.233-
247.

Gaitenby, J.H. 1965. The elastic word. Status report on speech research,
Haskins Laboratories. SR-2. 3.1-3.12.

Gay, T. 1968. Effect of speaking rate on diphthong foment movements. JAcS.

44.1570-1573.
Gay, T. 1970. A perceptual study of American English diphtongs. L & S.

13.65-88.
Gerstman, L.J. 1956. Noise duration as a cue for distinguishing among

fricative, affricate and stop consonants. JAcS. 28.160(A).

172

17(1



Gerstman, L. J. 1957. Perceptual dimensions for the fricative portion of
certain speech sounds. Doctoral dissertation, New York University.

Gimson, A. C. 1962. An introduction to the pronunciation of English. London:
Edward Arnold.

Gleason, H. A., Jr. 1961. An introduction to descriptive linguistics.
(revised edition). New York: Holt, Rinehart and Winston.

Goldman-Eisler, F. 1954. On the variability of the speed of talking and
its relation to the length of utterances in conversations. British J.
of Psych. 45.94-107.

Goldman-Eisler, F. 1956. The determinants of the rate of speech output
and their mutual relations. J. of Psychosomatic Res. 1.137-143.

Goldman-Eisler, F. 1961. The significance of changes in the rate of arti-
culation. L & S. 4.171-174.

Goldman-Eisler, F. 1967. Sequential temporal patterns and cognitive pro-
cesses in speech. L & S. 10.122-132.

Goldman-Eisler, F. 1968. Psycholinguisti,:s: Experiments in spontaneous
speech. London and New York: Academic.

Hadding-Koch, K. and A. S. Abramson. 1964. Duration versus spectrum in
Swedish vowels: Some perceptual experiments. Studia Linguistica 18.
94-107.

Hanhardt, A. M., D. H.
A spectrographic
in German vowels

Harrell, R. S. 1958.
Harris, C. M. 1953.

25.962-969.
Harris, K. S. 1958. Cues for the discrimination Df American English frica-

tives in spoken syllables. L & S. 1.1-7.
Harris, K. S. Physiological aspects of articulatory behavior. (See this

volume.)
't Hart, J. and A. Cohen. 1964. Gating techniques as an aid in speech ana-

lysis. L & S. 7.22-39.
Haugen, E. 1956. The syllable in linguistic description. For Roman Jakobson.

213-221. The Hague: Mouton.
Heffner, R-M. S. 1950. General phonetics. Madison: U. of Wisconsin.
Henderson, A., F. Goldman-Eisler, and A. Skarbek. 1966. Sequential temporal

patterns in spontaneous speech. L & S. 9.207-216.
Henry, F. 1948. Discrimination of the duration of a sound. J. Exp. Psych.

38.734-743.
Hirsh, I. 1959. Auditory perception of temporal order. JAcS. 31.759-767.
Hoard, J. E. 1966. Juncture and syllable structure in English. Phonetica

15.96-109.
Hockett, C. F. 1955. A manual of phonology. Memoir No. 11 of Intern. J.

Am. Ling. Baltimore: Waverly.
Hockett, C. F. 1958. A course in modern linguistics. New York: Macmillan.
Hofmann, T. R. 1967. Initial clusters in English. Quart. Prog. Rep. No. 84.,

Res. Lab. of Electr., M. I. T. 263-274.
House, A. S. 1961. On vowel duration in English. JAcS. 33.1174-1178.

House, A. S. and G. Fairbanks. 1953. The influence of consonant environ-
ment upon the secondary acoustical characteristics of vowels. JAcS. 25.
105-113.

Huggins, A. W. F. 1964. Distortion of the temporal pattern of speech: In-

terruption and alternation. JAcS. 36.1055-1064.

Obrecht, W. R. Babcock, and J. B. Delack. 1965.
investigation of the structural status of Ueberlaenge

. L & S. 8.214-218.
Some English nasal articulations. Lg. 34.492-493.
study of the building blocks in speech. JAcS.

173

5



Huggins, A.W.F. 1968. The perception of timing in natural speech I: Com-
pensation within the syllable. L & S. 11.1-11.

Jakobson, R., C.G.M. Fant, and M. Halle. 1952. Preliminaries to speech
analysis: The distinctive features and their correlates. Techn. Rep.
No. 13., Acoustics Lab. Cambridge: M.I.T.

Jassem, W., J. Morton, and M. Steffen-Bat6g. 1968. The perception of stress
in synthetic speech-like stimuli by Polish listeners. Speech analysis
and synthesis I. 289-308. Warsaw: Paristwowe Wydawnictwo Naukowe.

Jespersen, O. 1932. Lehrbuch der Phonetik. (5th ed.) Leipzig and Berlin:
B.G. Teubner.

Johansson, K. 1969. Transitions as place cues for voiced stop consonants:
Direction or extent? Studia Linguistica 23.69-82.

John, J.E.J. and J,N. Howarth. 1965. The effect of time distortions on
the intelligibility of deaf children's speech. L & S. 8.127-134.

Jones, D. 1950. The phoneme: Its nature and use. Cambridge: W. Heffers & Sons.
Kantner, C.E. and R. West. 1960. Phonetics. (revised ed.) New York: Harper

and Brothers.
Kent, R.D. and K.L. Moll. 1969. Vocal-tract characteristics of the stop

consonants. JAcS. 46.1549-1555.
Kim, C-W. 1970. A theory of aspiration. Phonetica 21.107-116.
Klumpp,. R.C. and J.C. Webster. 1961. Intelligibility of time-compressed

speech. JAcS. 33.265-267.
Ladefoged, P. 1964. A phonetic study of West African languages: An

auditory-instrumental survey. West African Lg. Monogr. Series, No. 1.

Cambridge: Cambridge University.
Ladefoged, P. 1968. Linguistic aspects of respiratory phenomena. Proc.

Conf. on Sound Production in Man, Nov. 1966. 141-151. New York:
New York Academy of Sciences.

Laziczius, J. 1961. Lehrbuch der Phonetik. Berlin: Akademie Verlag.
Lehiste, I. 1960. An acoustic-phonetic study of internal open juncture.

Suppl. to Phonetica. 5.1-54.
Lehiste, I. 1970. Suprasegmentals. Cambridge: M.I.T. Press.
Lehiste, I. and G.E. Peterson. 1961. Transitions, glides and diphthongs.

JAcS. 33.268-277.
Lenneberg, E.H. 1967. Biological foundations of language. New York: J.

Wiley and Sons.
Liberman, A.M. 1970a. The grammars of speech and language. Cognitive

Psychology 1.301-323.
Liberman, A.M. 1970b. Some characteristics of perception in the speech

mode. Ch. XVI of Perception and its disorders, res. publ. Assoc.
Research Nerv. Mental Dis. XLVIII.

Liberman, A.M., F.S. Cooper, D.P. Shankweiler and M. Studdert-Kennedy. 1967.
Perception of the speech code. Psychol. Rev. 74.431-461.

Liberman, A.M., F.S. Cooper, M. Studdert-Kennedy, K.S. Harris, and D.P.
Shankweiler. 1968. On the efficien.,:y of speech sounds. Z. filr Phon.,

Sprachwiss. u. Komm. Fschg. 21.21-32.
Liberman, A.M., P. Delattre, L. J. Gerstman, and F.S. Cooper. 1956. Tempo

of frequency change as a cue for distinguishing classes of speech sounds.
Amer. J. Exp. Psychol. 52.127-137.

Liberman, A.M., K.S. Harris, P. Eimas, L. Lisker, and J. Bastian. 1961a. An
effect of learning on speech perception: The discrimination of durations
of silence with and without phonemic significance. L & S. 4.175-195.

174

17G



Liberman, A. M., K. S. Harris, J. A. Kinney, and H. Lane. 1961b. The
discrimination of relative onset-time of the components of certain
speech and nonspeech patterns. J. Exp. Psychol. 61.379-388.

Liberman, A. M., F. Ingemann, L. Lisker, P. Delattre, and F. S. Cooper.
1959. Minimal rules for synthesizing speech. JAcS. 31.1490-1499.

Lieberman, P. 1960. Some acoustic correlates of word stress in American
English. JAcS. 32. 451-454.

Lieberman, P. 1963. Some acoustic measures of the fundamental periodicity
of normal and pathological larynges. JAcS. 35.344-353.

Liiv, G. 1961. Estonian vowels of three degrees of length. Inst. Lg.
Lit. Acad. Sci. Estonian S.S.R. 1-8.

Liiv, G. 1962. On the acoustic composition of Estonian vowels of three
degrees of length. Eesti NSV Teaduste Akadeemia Toimetised, XI Koide.
Uhiskonnateaduste Seeria 3.271-290.

Lindblom, B. E. F. 1963. Spectrographic study of vowel reduction. JAcS.
35.1773-1781.

Lindblom, B. E. F. 1967. Vowel duration and a model of lip mandible
coordination. Speech Transmission Laboratory, Royal Institute of
Technology, Stockholm, Sweden. QPSR. 4.1-29.

Lindblom, B. E. F. and M. Studdert-Kennedy. 1967. On the role of formant
transitions in vowel recognition. JAcS. 42.830-843.

Lindner, G. 1969. EinfUhrung in die experimentelle Phonetik. Munchen:
Max Hueber Verlag.

Lisker, L. 1957a. Closure duration and the intervocalic voiced-voiceless
distinction in English. Lg. 33.42-4J.

Lisker, L. 1957b. Linguistic segments, acoustic segments, and synthetic
speech. Lg. 33.370-374.

Lisker, L. 1958. The Tamil occlusives: Short vs. long or voiced vs.
voiceless? Indian Linguistics, Turner Jubilee I. 294-301.

Lisker, L. (in press). Stop duration and voicing in English. Melange a la
me moire de Pierre Delattre, ed. by Albert Valdman. The Hague: Mouton.

Lisker, L. and A. S. Abramson. 1964. A cross-language study of voicing
in initial stops: Acoustical measurements. Word 20.384-422.

Lisker, L., and A. S. Abramson. 1967. Some effects of context on voice
onset'time in English stops. L & S. 10.1-28.

Lisker, L. and A. S. Abramson. 1970. The voicing dimension: Some experi-
ments in comparative phonetics. Proc. 6th Intern. Congr. Phon. Sci.
563-567. Prague: Academia Publishing House of the Czechoslovak
Academy of Sciences.

Lisker, L., F. S. Cooper, and A. M. Liberman. 1962. The uses of experi-
ment in language description. Word 18.82-106.

Lowe, A. D. and R. A. Campbell. 1965. Temporal discrimination in aphasoid
and normal children. J. Speech Hearing Res. 8.313-314.

Lubker, J. F. and P. J. Parris. 1970. Simultaneous measurements of intra-
oral pressure, force of labial contact, and labial electromyographic
activity during production of the stop consonant cognates /p/ and /b/.
JAcS. 47.625-633.

adtka, H. 1969. Die Alphabetschrift and das Problem der Lautsegmentierung.
Phonetica 20.147-176.

Lildtke, H. 1970. Sprache als kybernetisches Phanomen. Bibliotheca Phonetica
9.34-50.

MacNeilage, P. F. 1963. Electromyographic and acoustic study of the pro-
duction of certain final clusters. JAcS. 35.461-463.

175

171



MacNeilage, P. F. 1970. Motor control of serial ordering in speech. Psych.
Rev. 77.182-196.

MacNeilage, P. F. and J. L. DeClerk. 1969. On the motor control of
coarticulation in CVC monosyllables. JAcS. 45.1217-1233.

MacNeilage, P. F., T. P. Rootes, and R. A. Chase. 1967. Speech production
and perception in a patient with severe impairment of somesthetic
perception and motor control. J. Speech Hearing Res. 10.449-467.

Malgcot, A. 1968. The force of articulation of American stops and frica-
tives as a function of position. Phonetica 18.95-102.

Malgcot, A. 1969. The effect of syllabic rate and loudness on the force
of articulation of American stops and fricatives. Phonetica 19.205-216.

Malgcot, A. 1970. The lenis-fortis opposition: Its physiological para-
meters. JAcS. 47.1588-1592.

Malgcot, A. and P. Lloyd. 1968. The /t/:/d/ distinction in American al-
veolar flaps. Lingua 19.264-272.

Malmberg, B. 1963. Structural linguistics and human communication. New
York: Academic Press.

Martin, J. G. and W. Strange. 1968. The perception of hesitation in
spontaneous speech. Perception and Psychophysics 3.427-438.

Mattingly, I. G. 1966. Synthesis by rule of prosodic features. L & S. 9.
1-13.

Mattingly, I. G. and A. M. Liberman. 1970. The speech code and the physio-
logy of language. Information processing in the nervous system, ed. by
K. N. Leibovic. 97-117. New York: Springer.

Morton, J. and W. Jassem. 1965. Acoustic correlates of stress. L & S.
8.159-181.

Nasr, R. T. 1960. Phonemic length in Lebanese Arabic. Phonetica 5.
209-211.

Obrecht, D. H. 1965. Three experiments in the perception of geminate
consonants in Arabic. L & S. 8.31-41.

Oilman, S. E. G. 1966. Coarticulation in VCV utterances: Spectrographic
measurements. JAcS. 39.151-168.

Ohman, S. E. G. 1967. Numerical model of coarticulation. JAcS. 41.310-320.
Osser, H. and F. Peng. 1964. A cross cultural study of speech rate. L & S.

7.120-125.
Parmenter, C. E. and S. N. Trevi'o. 1935. The length of the sounds of a

Middle Westerner. American Speech 10.129-133.
Peterson, G. E. and I. Lehiste. 1960. Duration of syllable nuclei in

English. JAcS. 32.693-703.
Peterson, G. E. and J. E. Shoup. 1966. Glossary of terms from the physio-

logical and acoustic phonetic theories. J. Speech Hearing Res. 9.100-120.
Pickett, J. M. 1965. Some acoustic cues for synthesis of the /n,d/ dis-

tinction. JAcS. 38.474-477.
Pickett, J. M. and I. Pollack. 1963. Adjacent context and the intelligi-

bility of words excised from fluent speech. JAcS. 35.807(A,.
Pike, K. L. 1943. Phonetics. Ann Arbor: University of Michigan Press.
Ruhm, H. B., E. 0. Mencke, B. Milburn, W. A. Cooper Jr., and D. E. Rose.

1966. Differential sensitivity to duration of acoustic signals. J.

Speech Hearing Res. 9.371-384.
Sawashima, M. Laryngeal research in experimental phonetics (See this

volume.)
Schouten, J. F., A. Cohen, and J. 't Hart. 1962. Study of time cues in

speech perception. JAcS. 34.517-518.

176

178



Schwartz, M. F. 1967. Syllable duration in oral and whispered reading.
JAcS. 41.1367-1369.

Scott, R. J.
Shankweiler,

studies
49.1-8.

Sharf, D. J.
ceding

Sharf, D. J.
L & S.

1967. Time adjustment in speech synthesis. JAcS. 41.60-65.
D., K. S. Harris, and M. L. Taylor. 1968. Electromyographic
of articulation in aphasia. Arch. Phys. Med. and Rehabil.

1962. Duration of post-stress intervocalic stops and pre-
vowels. L & S. 5.26-30.

1964. Vowel duration in whispered and in normal speech.
7.89-97.

Singh, S. and J. W. Black. 1965. A study of nonsense syllables spoken
by two language groups in varying conditions of sidetone and reading
rate. L & S. 8.208-213.

deSivers, F. 1964. A qualitative aspect of distinctive quantity in
Estonian. Word 20.28-34.

Slis, I. H. 1970. Articulatory measurements on voiced, voiceless and nasal
consonants: A test of a model. Phonetica 21.193-210.

Slis, I. H. and A. Cohen. 1969. On the complex regulating the voiced-
voiceless distinction II. L & S. 12.137-155.

Soda, T., Y. Nishida, and H. Suwoya. 1967. Intraoral pressure change in
Japanese consonants. Otologia Fukuoka 13, suppl. 1.34-43.

Stetson, R. H. 1951. Motor phonetics. Amsterdam.
Stevens, K. N., A. S. House, and A. P. Paul. 1966. Acoustical description

of sy'labic nuclei: An interpretation in terms of a dynamic model
of ar _culation. JAcS. 40.123-132.

Sticht, T. G. and B. B. Gray. 1969. The intelligibility of time compressed
words as a function of age and hearing loss. J. Speech Hearing Res.
12.443-448.

Studdert-Kennedy, M. and A. M. Liberman. 1963. Psychological considerations
in the design of auditory displays for reading machines. Proc. Intern.
Congr. on Techn. and Blindness. 289-304.

Subtelny, J. D. and J. H. Worth. 1966. Intraoral pressure and rate of
flow during speech. J. Speech Hearing Res. 9.498-518.

Suzuki, H. 1970. Mutually complementary effect of rate and amount of for-
mant transition in distinguishing vowel, semivowel, and stop consonant.
QPR 96. Res. Lab. Electr., M.I.T. 164-172.

Thomas, I. B, P. B. Hill, F. S. Carroll, and B. Garcia. 1970. Temporal
order in the perception of vowels. JAcS. 48.1010-1013.

Vieregge, W. H. 1969. Untersuchungen zur akustischen Struktur der
Plosivlaute. (doct. diss.) Bonn: Rheinische Friederich-Wilhelms-
Universitat.

Warren, D. W. and S. B. Mackler. 1968. Duration of oral port constriction
in normal and cleft palate speech. J. Speech and Hearing Res. 11.
391-401.

Warren, R. M. 1968. Verbal transformation effect and auditory perceptual
mechanisms. Psych. Rev. 70.261-270.

Warren, R. M. 1970. Perceptual restoration of missing speech sounds.
Science 167.392-393.

Warren, R. M., C. J. Obusek, and R. M.. Farmer. 1969. Auditory sequence:
Confusion of patterns other than speech or music. Science 164.586-587.

Westin, K., R. G. Buddenhagen, and D. H. Obrecht. 1966. An experimental
analysis of the relative importance of pitch, quantity, and intensity
as cues to phonemic distinctions in southern Swedish. L & S. 9.114-126.

177

179



Wickelgren, W. A. 1969. Context-sensitive coding, associative memory, and
serial order in (speech) behavior. Psych. Rev. 76.1-15.

Yanagihara, N. and C. Hyde. 1966. An aerodynamic study of the articulatory
mechanism in the production of bilabial stop consonants. Studia
Phonologica IV. 70-80.

Zemlin, W. R., R. G. Daniloff, and T. H. Shriner. 1968. The difficulty of
listening to time-compressed speech. J. Speech and Hearing Res. 11.875-881.

Zimmerman, S. A. and S. M. Sapon. 1958. Note on vowel duration seen cross-
linguistically. JAcS. 30.152-153.

Zwirner, & and K. Zwirner. 1966. Grundfragen der Phonometrie. (2nd ed.)
Bibliotheca Phonetica. Basel and New York: S. Karger.

178

180



A Study of Prosodic Features*

Philip Lieberman
Haskins Laboratories, New Haven+

We will discuss a number of recent advances in the study of the prosodic
elements of speech. We will deliberately neglect many recent studies that
are based on the unaided senses of a trained observer. We will instead con-
centrate on studies that would have not been possible in the absence of cur-
rent techniques for acoustic, physiologic, anatomical, and perceptual ex-
perimentation. We shall, moreover, deal with the "linguistic" aspects of
intonation. Charles Darwin (1872) noted that cries convey the emotional
state of the organism in both man and animals. Darwin was, of course,
concerned with the attributes of communication that are common to both man
and all other animals, i.e., the nonlinguistic aspects of the suprasegmental
prosodic features. The linguistic analysis of the suprasegmental features
becomes quite complex inasmuch as these features are also used for the non-
linguistic aspects of speech communication.

We are reserving the term "linguistic" for language-relevant aspects
of the suprasegmental features, i.e., those aspects that serve to convey
meaning through the medium of language. Linguistic systems differ quite
fundamentally from nonlinguistic systems of communication in that indivi-
dual cries, or phonetic elements, have no inherent meaning. They derive a
meaning only after syntactic and semantic analysis. The sound [m] has no
inherent "meaning" in a linguistic system. In English, the word man does
have a definite meaning. The sound [m] as it is used in producing the word
man has, however, no particular meaning. It forms part of a phonetic
"coding" of a word which is the "object" that has the linguistic meaning.
The sound [m] can also be used to code other words, e.g., am, mama, etc.

The sound [m] can also have a nonlinguistic function. A particular
speaker may, for example, use this sound outside the language system to
convey a particular emotional state. It might signify that he is happy.
The sound [m] as the speaker used it for this nonlinguistic function would
have a definite fixed meaning. No syntactic analysis would be necessary
to derive its meaning. Note that its meaning would also be idiosyncratic.
The listener might or might not know that this sound signified that the par-
ticular speaker were happy. The nonlinguistic "meaning" of [m] would not
form part of the English language.

The sounds used in human speech thus serve for communication at many
levels. We can easily differentiate at least five factors that are trans-
mitted by means of speech:

*Chapter prepared for Current Trends in Linguistics, Vol. XII. Thomas A.
Sebeok, Ed. (The Hague: Mouton).

+Also, University of Connecticut, Storrs.
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1) The speech signal conveys acoustic cues that serve to identify the
individual speaker. This aspect of speech communication is quite important.
When telephone systems are degraded to the point where they do not transmit
these acoustic cues the public begins to complain (Flanagan, 1965). Animal
communication also makes use of cries to identify individual animals to their
progeny, mates, friends, and associates. Birds, for example, employ such
identification signals (Beer, 1969). The acoustic signal also serves to
identify the species (Marler and Hamilton, 1966; Greenewalt, 1968) but this
aspect of acoustic communication is not relevant to human speech at the
present time since Homo sapiens is the only living species that can produce
the range of sounds used in speech (Lieberman, 1968b;Lieberman and Crelin,
1971).

The cues that humans use to identify particular speakers involve both
the segmental and the suprasegmental phonetic features. Individual speakers
indeed may employ different syntactic "styles" that involve different base
structures and different optional transformations) to convey similar semantic
information. It is clear, however, that the suprasegmental features are
quite important in establishing the identity of a particular speaker.2 When
the fundamental frequency of a speaker is transposed (by using a Vocoder ap-
paratus) (Flanagan, 1965) it becomes quite difficult to identify the speaker.
Transposing the fundamental frequency, of course, changes the perceived pitch
of the speaker's voice.

2) The speech signal conveys the linguistic background of the speaker.
Individual languages involve language-specific phonetic and syntactic elements.
At the phonetic level, language-specific implementation rules (Lieberman,
1970) are involved as well as specific feature ensembles that may be drawn
from the set of universal features (Jakobson et al., 1952; Chomsky
and Halle, 1968). There are apparently language-specific elements that are
manifested in intonation (Ladefoged, 1967; Lieberman, 1967).

3) The speech signal conveys the sex of the speaker. In many languages
this occurs at the phonetic level. The fundamental frequency of the speech
signal is usually lower for male speakers. This reflects the longer vocal
cords that males usually have (Negus, 1949). The vocal cords usually in-
crease in length in males at puberty as the thyroid cartilage grows larger.
Adult females also have lower fundamental frequencies than juvenile females
since their larynges also grow larger. The great and abrupt increase in the
length of the vocal cords is, however, a secondary sexual dimorphism in males.
Other acoustic differences also manifest the sex of speakers. Male speakers
of English, for example, seem to use lower formant frequencies than do females

1
We will operate within the framework of a generative grammar (Chomsky, 1957,
1968) that makes use of phonemic and phonetic features (Jakobson et al.,
1952; Chomsky and Halle, 1968; Postal, 1968).

2
The fine structure of the fundamental frequency of.phonation can even play
a part in transmitting the state of health of the speaker. Measurements of
the variations in fundamental periodicity, "pitch perturbations," have been
used as a diagnostic tool for the early detection of cancer of the larynx
as well as other laryngeal pathologies (Lieberman, 1963).
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(Peterson and Barney, 1952). These differences may reflect the larger size
of male vocal tracts.

4) The speech signal conveys the emotional state of the speaker. Much
of the "meaning" of speech is communicated at this level. When we listen to
a speaker we may be as aware of the emotional content of the signal, which
conveys the speaker's attitude toward the situation, as of the "linguistic"
content. In many situations the "linguistic" content of the message, i.e.,
the part of the message conveyed by the words, is quite secondary. Stereo-
typed greetings, like Good morning, probably serve as vehicles for emotional
information. Stereotyped messages, like the elevator operator's Step to the
rear of the car please, may primarily serve as carriers that transmit the
emotional state of the speaker.

The "tone" of the speaker's voice may indicate whether he is annoyed at
the passengers, whether he is happy, etc. Unfortunately, the information con-
veyed by the "tone" of the speaker's voice is somewhat ambiguous. The
listener really does not know whether an "angry" tone means that the eleva-
tor operator is angry at the passengers or that his breakfast was not edi-
ble or that his back aches. Emotional information is rarely specific. There
are further difficulties insofar as certain emotional nuances are themselves
stereotyped. Thus in Newark, New Jersey, and San Francisco, California, dif-
ferent prosodic patterns may signify disdain. The listener must be aware of
the speaker's background and current social convention. The "primary" elo-
tional attributes like extreme pain may indeed by stable (Darwin, 1872), but
many of the emotional and attitudinal nuances are probably dialect specific.
These dialect-specific aspects are in a sense paralinguistic. They are to a
certain degree arbitrary. They thus are linguistic in the sense that the
relation between "meaning" associated with a sound and the sound is arbi-
trary. However, they are not like the "linguistic" aspects of the speech
signal insofar as there is a direct relation between these signals and their
meanings. There is no morphophonemic or syntactic level.

5) The "linguistic" content of the speech signal is naturally of para-
mount interest to linguists. Certain aspects of the prosodic features con-
vey linguistic information. Like all other phonetic elemen.s, these pro-
sodic features have no meaning in themselves. We shall direct our attention
to a review of the state of current research on some of these prosodic fea-
tures. We will attempt to limit our discussion to the linguistic aspects
of speech. This often is difficult when one deals with the prosodic fea-
tures of intonation, accent, and prominence. Many analyses, e.g., Pike
(1945), have attempted to treat what we have termed levels 4 and 5 as an
entity. We will, however, attempt to differentiate these aspects of the
speech signal, though we recognize that there will always be some uncer-
tainty as to whether a particular prosodic feature is a dialect-specific
level 4 or a linguistic level 5 event. Indeed the process by which lan-
guage develops may, in part, consist of level 4 to level 5 transitions for
particular phonetic features, particular words, or syntactic processes. Note
that we are not stating that levels 1 to 4 are unimportant.

The Suprasegmental Prosodic Features: Acoustic Correlates

It is convenient and reasonable to consider two elements in connection
with the suprasegmental prosodic features. One element is the suprasegmental
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sentence or phrase intonation, the other element is the class or features
like accent and prominence. Whereas the scope of intonation is generally
an entire sentence or phrase, the scope of prominence or accent is -sually
a single syllable, though longer stretches of speech can also be accented
or assigned prominence.

The results of many experiments that have involved not only the analy-
sis of speech but speech synthesis in connection with Vocoder equipment3
have shown that the primary acoustic cue that signals the intonation of an
utterance is the fundamental-frequency contour. That is, the manner in
which the,fundamental-frequency contour varies with respect to time largely
determines the intonation of the utterance. Other factors undoubtedly
also play a role in defining the perceived intonation of the utterance. The
amplitude of the speech signal, for example, generally decreases toward the
end of an intonation contour. There also a:1 strong indications that the
duration of a syllable is a function of its position within the intonation
contour. However, the fundamental frequency at certain points in the in-
tonation contour (Denes, 1959) appears to be the most important acoustic
correlate of intonation. We will return to this point again. Many phonetic
analyses of intonation have created the impression that the fundamental-fre-
quency contour is the only acoustic correlate of intonation. These analyses4
assign linguistic significance to minute variations in fundamental frequency
throughout the entire sentence. They, in effect, assume that the fundamental-
frequency contour must be specified in minute detail throughout the entire
intonation contour. Recent experimental evidence, which we will discuss,
suggests that this is not the case.

We will begin by discussing one phonetic feature, the breath-group,
that describes some of the linguistic functions of intonation (Lieberman,
1967, 1970; Lieberman et al., 1970). We will also discuss other con-
structs that have been introduced to describe the same linguistic pheno-
mena that the breath-group describes, as well as constructs that are neces-
sary to describe still other linguistic phenomena. Virtually all phonetic
and acoustic studies agree that certain acoustic patterns occur in speech
that specify intonation patterns. The disagreements and uncertainty are
with regard to a) what acoustic parameters are important, b) how these
acoustic parameters are generated and controlled by the human speech-pro-
duction apparatus and c) how many distinct patterns there are and what their
linguistic significance is. A description of the acoustic correlates of
the breath -group is therefore in order at this point since it will be equiva-
lent at the acoustic level to many of these alternate theoretical constructs.
The acoustic description will also hopefully clarify some of the concepts that
we shall discuss.

3The commercial application of Vocoder equipment, which would offer signi-
ficant economies on high cost circuits like the Atlantic cable, has been
delayed for over thirty years by the deficiencies that exist in "pitch ex-
tractors" (Flanagan, 1965).

4The study presented by Isacenko and Schadlich (1963) is typical of a class
of studies that assign linguistic significance to minute (5Hz) variations
in fundamental frequency over a long utterance.
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In Figure 1 we have reproduced some data (Lieberman, 1967) that shows
some of the acoustic parameters associated with a normal breath - group. (An

equivalent notation is -breath-group.) The upper plot in this figure is a
quantized sound spectrogram.5 The darkened areas that are enclosed by
"contour lines" represent the relative energy that is present at the fre-
quency plotted on the ordinate scale as a function of time. Time is plot-
ted on the abscissa in seconds. The energy present in a timing pulse is
displayed at the two points marked by arrowheads on the abscissa after
0.5 and 1.5 seconds. The speaker uttered the sentence, Joe ate his soup.
Note, for example, the energy concentration at approximately 200 Hz (a Hz
is equivalent to a cycle per second) at t = 0.4 seconds which is the spec-
trogram's representation of the first formant of the vowel of the word Joe.
It is possible to determine relative energy levels by means of the quan-
tized spectrogram.

The second plot from the top in Figure 1 is the smoothed fundamental
frequency of phonation as a function of time. The fundamental frequency
was derived by measuring the tenth harmonic on a narrow bandwidth spectro-
gram.

The uppermost plots in Figure 1 thus show that the fundamental fre-
quency of phonation and sound energy both decrease at the end of the
-breath-group. The duration of segmental phonemes also appears to increase
at the end of the breath-group. (Note the duration of the closure interval
of the stop /p/, which is longer than the closure interval of the stop /t/.)
Also note that the relative energy balance changes at the end of the breath-
group. (There is less energy in the higher formants of the vowel of soup
as the breath-group ends.)

These observations will become more meaningful as we discuss the re-
sults of current research on the behavior of the larynx. We will also dis-
cuss the significance of the two lower plots in Figure 1. Similar acoustic
correlates of what we have termed the normal breath-group have been reported
by Chiba (1935) in an early study which made use of electronic analysis
equipment.

Recent studies by Jassem (1959), Hadding-Koch (1961), Revtova (1965),
Fromkin and Ohala (1968), Matsui et al. (1968), Ohala (1970), Vanderslice
(1970), and Lieberman et al. (1970) also have derived similar acoustic cor-
relates. Armstrong and Ward (1926) and Jones (1932) also postulate similar
acoustic correlates for Tune I. The Jones and Armstrong and Ward studies,
of course, were conducted without the benefit of modern instrumentation.
Some of the acoustic correlates of the normal breath-group may also be seen
in Jones (1909) and Cowan (1936) where perceived pitch and fundamental fre-
quency, respectively, are plotted as functions of time for relatively large

5The vide -band filter of the sound spectrographs that are usually used for
the analysis of speech has a bandwidth of 300 Hz. This bandwidth accepts
at least two harmonics of the glottal source for typical male speakers.
The wide-band filter thus will manifest the formant frequencies rather
than the individual harmonics (Flanagan, 1965). The formant frequencies
are uniquely determined by the cross-sectional area function of the supra-:
laryngeal vocal tract.
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data samples. Pike (1945) also postulates similar acoustic correlates for
the "final pause [ \ \]." The Trager and Smith (1951) "terminal juncture [ #1"

also appears to have similar acoustic correlates (HaddineKoch, 1961;
Lieberman, 1965).

Note that the acoustic correlates that we have discussed all are rela-
tive measurements over a span of time that encompasses a string of segmental
phonetic elements. The normal breath-group is thus a true suprasegmental.
The "pause" notation developed by Pike (1945) and Trager and Smith (1951)
also is an implicit suprasegmental since the amplitude and fundamental fre-
quency of the pause are relative measures that are defined with respect to
the pitch-amplitude contour that precedes the terminal. The contour that
precedes the terminal thus is an intimate part of the terminal contour. The
Jones (1932) and Armstrong and Ward (1926) Tune I notation, of course, is an
explicit suprasegmental phonetic entity. Harris (1944) also postulates,
without any experimental evidence, suprasegmental intonation "morphemes."

In Figure 2 we have reproduced some data that shows some of the acoustic
parameters associated with a +breath-group (Lieberman, 1967). Note that the
primary difference between the fundamental frequency contour of this ut-
terance and Figure 1 is that the fundamental frequency rises at the end of
the breath-group. In some instances, a +breath-group ends with a level
fundamental-frequency contour. The significant point is that it does not
end with a falling fundamental-frequency contour. Similar acoustic znd psy-
choacoustic data is again available (Chiba, 1935; Jassem, 1959; Fromkin and
Ohala, 1968; Mattingly, 1966, 1968; Matsui et al., 3968; Ohala, 1970;
Vanderslice, 1970; Lieberman et al., 1970), Armstrong and Ward (1926) and
Jones (1932) also postulate similar acoustic correlates for Tune II as does
Pike (1945) for the "tentative pause [ \]." Trager and Smith (1951) postu-
late similar acoustic correlates for the "terminal junctures [k] and [1."
They differentiate between the juncture [\] which ends with a level pitch
contour and [ \ \] which ends with a rising fundamental-frequency contour.
Note that these intonation contours are also true suprasegmentals (whether
the transcription is in terms of Tune II, terminal juncture [ \ \], etc.).

The fundamental frequency at the end of the contour is defined with respect
to its behavior earlier in the contour. The listener must keep track of the
entire contour in order to "decode" the final fundamental-frequency contour.
Note that this automatically makes intonation contours into speech seg-
menting devices that have fairly long spans.

In contrast to the "long span" suprasegmental intonation cbntours
other prosodic features have shorter spans. The feature which we shall call
prominence (Lieberman, 1967, 1970; Lieberman et al., 1970) generally spans
only a single syllable. Its acoustic correlates involve local increases in
the fundamental frequency of phonation, the amplitude of the speech signal,
and the duration of the segment (Fry, 1958; Jassem, 1959; Lieberman, 1960,
1967, 1970; Wang, 1962; Morton and Jassem, 1965; Fonagy, 1966; Ladefoged,
1969; Lehiste, 1961; Rigault, 1962; Hadding-Koch, 1961; Bolinger, 1958).
The phonetic quality of the prominent syllable also may change (Lehiste
and Peterson, 1959; Fry, 1965). The formant frequencies of the +prominent
syllable show less coarticulation with adjacent segmental phonetic elements
(Lindblom, 1963).
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The acoustic correlates of prominence all seem to reflect increased
activity of the muscles that are involved in speech production (Fonagy,
1966; Harris et al., 1968). All or some of the acoustic correlates can
be used to mark a prominent syllable (Fry, 1958; Jassem, 1959; Lieberman,
1960). Note that the acoustic correlates that manifest prominence (ex-
cepting changes in formant frequencies) are again "prosodic" effects
that interact with the long-span intonation to effect the total prosodic
structure of an utterance.

Another phenomenon that appears to be a short-span prosodic feature
is what we shall term accent. Whereas prominence appears to involve the
synergetic activity of many muscles which act in concert to produce in-
creases in the relative fundamental frequency, amplitude, and duration of
a segment, an additional feature of accent exists. Accent appears to
involve only contrasts in the fundamental-frequency contour. A syllable
marked with the feature accent thus may have the acoustic correlate of a
sudden decrease in fundamental frequency (Bolinger, 1958; Morton and Jassem,
1965; Katwijk and Govaert, 1967; Ohman, 1968; Barron, 1968; Vanderslice,
1970). We have deliberately avoided using the term "stress" which appears
in many studies of the prosodic features since stress appears to be an
abstract linguistic construct (Chomsky and Halle, 1966).1° In certain in-
stances linguistically stressed syllables are not manifested phonetically
by either prominence or accent (Lieberman, 1965; Barron, 1968). The fea-
ture of accent is also not always necessarily used to manifest underlying
linguistic stress. The segmental "tone" systems that occur in so many
languages may involve the feature (or features) of accent at the phonet4
level (Ohman, 1968; Wang, 1967). It is important to continually bear int
mind the dichotomy between the phonetic and semantic levels of language.
Phonetic features in themselves have no inherent "meaning." The status of
the term "stress" in generative linguistic studies, which unfortunately con-
flicts with its use in many phonetic studies, motivates our terminology.

Studies of the Larynx and Subglottal Vocal Mechanism

We have briefly discussed the acoustic correlates of some of the pro-
sodic features that appear to have a reasonable basis in quantitative ex-
perimental evidence. There are other possibilities which need to be ex-
plored and we shall return to this topic. It is, however, necessary to
first review the status of recent research on the anatomical mechanisms that

6There is no general agreement on terminology. Vanderslice (1970), for ex-
ample, for similar reasons also avoids using the term "stress" at the pho-
netic level. He uses the term accent in about the same way as we do but
he uses the term "emphasis" for the feature prominence, "cadence" for the
acoustic correlates of the unmarked, -breath-group, and the term "endglide"
for the acoustic correlates of the marked, +breath-group. Vanderslice's
choice of different terminology appears to be, in part, motivated by theo-
retical differences concerning the articulatory maneuvers that underlie
the acoustic correlates of these prosodic features as well as the status
of the motor theory of perception. We will come to these aspects of modern
theory later in our discussion. While theoretical differences exist, there
appears to be,however, general agreement concerning the relevant acoustic
phenomena.
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appear to generate the acoustic correlates of the prosodic features. In
order to understand the range of possible prosodic features we need to under-
stand the constraints of the speech-production mechanism. Recent studies
have fortunately made new information available that should be of benefit
for further research on the prosodic features.

The acoustic theory of speech production shows that the acoustic speech
signal can be regarded as the product of a source and a filter function
(Chiba and Kajiyama, 1958; Fant, 1960). For voiced sounds, the source is
the quasiperiodic series of "puffs" of air that exit from the larynx as the
vocal cords rapidly move together and apart. The filter function is deter-
mined by the area function of the supralaryngeal vocal tract. As a first
approximation, the glottal source and the supralaryngeal vocal tract do not
interact. There are some interactions which we will discuss, but we can
differentiate between the controlled variations of the supralaryngeal vocal
tract's filter function and The controlled changes of the glottal source.

The fundamental frequency of phonation, which is the primary physical
correlate of perceived pitch (Flanagan, 1965), is determined by the rate
at which the vocal cords adduct and abduct. The energy content and ampli-
tude of the glottal source, i.e., the glottal volume velocity waveform,
which excites the supralaryngeal vocal tract is, in turn, determined by the
rate at which the vocal cords move. When the vocal cords move faster and
more abruptly, the glottal waveform more closely approximates a "pulse"
(Timcke et al., 1958). The energy in the higher portions of the glottal
spectrum is enhanced under these conditions (Flanagan, 1965). Since the
fundamental frequency of a typical male speaker is about 120 Hz whereas the
first and second formant frequencies of a vowel like /a/ are 700 and 1100 Hz
(Fant, 1960), increasing the "high-frequency" energy content of the glottal
source will increase the amplitude of the speech signal (Fant, 1960).
Changes in fundamental frequency and amplitude are thus largely determined
by the larynx for voiced sounds. It therefore is essential to know how the
larynx functions in order to construct a viable phonetic theory.

The Myoelastic-Aerodynamic Theory of Phonation

In the early nineteenth century Johannes Miller (1848) first developed
the concepts that have resulted in the myoelastic-aerodynamic theory of
phonation (Van den Berg, 1958). This theory, which accounts for the known
behavior of the larynx, states that the vocal cords (or vocal folds) rapidly
move together and apart during phonation as a result of aerodynamic and aero-
static forces. The vocal cords, in other words, passively move inwards and
outwards as forces developed by the airstream rapidly alternate. The laryn-
geal muscles can adjust the initial position of the vocal cords, which deter-
mines whether phonation will or will not take place. The laryngeal muscles
can also adjust the tension and mass of the vocal cords (Hirano & Ohala, 1969),
which influences the manner in which the vocal cords move. The motive force
for phonation is, however, provided by the airstream out from the lungs. The
air pressure of the air in the lungs, which during phonation is nearly identi-
cal to the subglottal air pressure (Mead and Agostini, 1964), determines, in
part, the rate at which the vocal cords move. Subglottal air pressure thus
is an important factor in determining the fundamental frequency of phonation.
The subglottal air pressure is itself a function of both the impedance of
the glottis (i.e., the resistance which the larynx offers to the airflow)
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and the force generated by the subglottal respiratory system. Since the
glottal impedance is relatively high during phonation (Van den Berg, 1957)
the activity of the subglottal respiratory system enters as a factor in the
articulatory maneuvers that underlie the acoustic correlates of the prosodic
features. The relative importance of the laryngeal muscles and the sub-
glottal respiratory system to the control of fundamental frequency is a
crucial factor in determining the articulatory implementation of the pro-
sodic features. The investigation of this problem has shown that the
larynx is a rather complex device. We will attempt to review some of the
pertinent studies without becoming too involved in the physiology and ana-
tomy of the larynx and the subglottal respiratory system./

Air Pressure and Fundamental Frequency

The question which we shall review is beguilingly simple. An ob-
server notes a change in the fundamental frequency of phonation during the
production cf a sustained note while a speaker is singing, or within the
fundamental-frequency contour associated with a short utterance. The ob-
server wants to know whether the change in f0 (fundamental frequency) fol-
lows from a change in the subglottal air pressure developed by the subglot-
tal respiratory system or whether the fo change follows from a change in the
tension of the muscles of the larynx. The answer to this question appears
to be that the larynx has many "modes" of phonation and that the effects
of changes in the activity of the subglottal or laryngeal muscles on f0 are
different in different modes of phonation.

The first quantitative experiments on the dynamics of the larynx in-
volved the excitation of excised larynges in which the "lateral" tension
on the vocal cords (Van den Berg, 1960) was changed by simulating the ac-
tivity of the cricothyroid muscle (Muller, 1848). Muller in these experi-
ments was able to simulate the activity of this muscle by an arrangement of
pulleys, strings, and weights. He was able to change the force that this
muscle would exert on the vocal cords while he simulated the flow of air
out from the lungs by blowing air through a tube beneath the excised larynx.
Muller found that three conditions had to be satisfied in order for phonation
to take place. The vocal cords had to be moved inward from the open posi-
tion that they assume for respiration and a minimum laryngeal tension and
a minimum subglottal air pressure were necessary. Different combination of
laryngeal tension and subglottal air pressure resulted in different funda-
mental frequencies of phonation. Muller could not precisely measure either
the fundamental frequency of phonation (he subjectively matched pitch) or
the subglottal air pressure, but modern refinements of this experiment have
replicated his results.

The reader can refer to Ladefoged et al. (1958), Mead and Agostini (1964),
and Bouluys et al. (1966) for detailed discussions of the mechanics of the
subglottal system as well as techniques for the-measurement of subglottal
air pressure (Lieberman, 1968b). The myoelasticaeredynamic theory
of phonation was challenged by Husson (1950), who proposed that the muscles
of the larynx provided the motive force for phonation. Husson claimed that
the laryngeal muscles actively contracted in order to produce each funda-
mental period. The role played by subglottal pressure in determining the
fundamental fre4uency of phonation was therefore minimal in Husson's erro-
neous theory (Van den Berg, 1958).
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Van den Berg (1957, 1960) in a series of experiments with excised human
larynges has found that there are two distinct "registers" in which phonation
occurs. The laryngeal muscles, by adjusting the position and shape of the
vocal cords, determine the register. In the chest register the vocal cords
have a thick cross section, the part of the vocal cords that is set into mo-
tion is long, the tension applied by the cricothyroid muscle is relatively
low, some "medial compression" applied by muscles like the interarytenoids
and lateral cricoarytenoids is present, and the vocal cords collide in an
"inelastic manner" as they move together in each fundamental period (Negus,
1949; Timcke et al., 1958; Van den Berg, 1957, 1960, 1968; Lieberman, 1967;
Hirano and Ohala, 1969). In the "falsetto" register the vocal cords have
a thin cross section, high lateral forces, a small vibrating mass, and
elastic collisions, or no collisions, as the vocal cords move together in
each fundamental period.

The vocal cords tend to move more abruptly in the chest register since
their thick cross section (Hollien and Curtin, 1960) allows a nonlinear
force, the Bernouilli force, to be realized as the air moving out from the
lungs is forced through the glottal constriction (Van den Berg, 1957;
Flanagan, 1965; Lieberman, 1967). The glottal excitation therefore has
more high-frequency energy for phonation in the chest register. The sen-
sitivity of the larynx to changes in subglottal air pressure also varies
for the two registers. Van den Berg (1960) in experiments with excised
human larynges found that the sensitivity of the larynx to changes in sub -
glottal air pressure ranged from 2.5 Hz to 20 Hz/cm H20. In these experi-
ments the tension and configuration of the vocal cords of an excised larynx
were held constant while the subglottal air pressure was changed. The ten-
sions and positions of the vocal cords were then set to another set of
parameters and the subglottal air pressure was again varied. In this manner
a number of plots relating fundamental frequency and subglottal air pres-
sure were obtaj_ned. The only criticism that can be leveled at experiments
of this sort is whether the air pressures, tension, and positions that
the experimenter imposes on the vocal cords of the excised larynges are
typical of those that occur in vivo. Experiments in which speakers are
asked to sing notes while the subglottal air pressure is artificially and
abruptly changed indicate that Van den Berg's results are probably realistic.

Lieberman, Knudson, and Mead (1969), for example, performed an experi-
ment in which a single speaker attempted to sing sustained notes while
sinusoidal modulations in air pressure were imposed on his subglottal air
pressure. The singer sang at both "loud" and "soft" levels at different
pitch levelS. The rate of change of fundamental frequency was found to
vary between 2 and 20 Hz/cm H2O when the fundamental-frequency variations
of the sustained notes were correlated with the sinusoidal air-pressure
modulations. The speaker in this experiment did not attempt to match any
reference tones as he sang.

A number of experiments have been conducted where a speaker sings a
note while his chest is abruptly pushed inward by a light push. This causes
his subglottal air pressure to abruptly rise. Low rates of change of f0
with respect to air pressure (from 2.0 to 5.0 Hz/cm H20) have been reported
by Ladefoged (1962), Oilman (1968), and Fromkin and Ohala (1968) using this
technique. In a recent expriment (Ohala and Ladefoged, 1970) somewhat
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higher rates of change of f0 with respect to subglottal air pressure
variation (to 10 Hz/cm H20) have been reported using this technique.
Other studies have correlated fundamental-frequency changes
with subglottal air-pressure variations during the production of short
sentences. Lieberman (1967) obtained a value of about 17 Hz/cm H2O by
this technique. The activity of the laryngeal muscles was, however, not
monitored in this study and some of the variations in f0 that were ascribed
to subglottal air-pressure variations may have been due to the activity
of laryngeal muscles tensing. An analysis of the data of Fromkin and
Ohala (1968), in which the activity of several laryngeal muscles was moni-
tored, however, shows that the rate of change of f0 with respect to sub-
glottal air-pressure variation is 12.5 Hz/cm H2O (Lieberman et al., 1970).
It is interesting to note that this same speaker apparently showed less
sensitivity to variations in subglottal air pressure (about 5 Hz/cm H20)
when his activity was monitored while he sang.

Some of the differences between the rates of change of f0 with respect
to subglottal air pressure that we have discussed may be perhaps ascribed
to experimental artifacts that arise in the measurement of subglottal air
pressure. The physiology of the respiratory system can make the measure-
ment of subglottal air pressure from measurements derived from esophageal
balloons (Ladefoged, 1969) rather involved (Bouhuys et al., 1966; Lieberman,
1968a). It nonetheless is clear that the sensitivity of the larynx to
changes in subglottal air pressure is variable. The theoretical laryngeal
model developed by Flanagan and Landgraf (1968) and Flanagan (1968) pre-
dicts that the variation of f0 with subglottal air pz.:ssure will be dif-
ferent for different "modes" and different "registers" of phonation. This
model indicates that the larynx is least sensitive to variations in air
pressure for phonation in the chest register that involves inelastic

of the vocal cords. The larynx is most sensitive to air pressure
for falsetto register phonation with elastic collision. The total range
of variation that the model predicts s 2 to 20 Hz/cm H20.

The experimental data on excised larynges as well as data derived
from both sustained "singing" and speech in humans thus supports this
laryngeal model. We can tentatively conclude that the larynx can either
be sensitive or insensitive to variations in sul,glottal air pressure.
The laryngeal configurations used by trained singers probably result in
minimum sensitivity since this would simplify the pitch-control problem.
The larynx assumes a different posture in singing (Sundberg, 1969). In

singing, controlled variations in fo probably are the consequence of laryn-
geal maneuvers. In speech production, speakers apparently may use laryn-
geal configurations that result in a relatively high sensitivity of f0 to
air-pressure variations (Lieberman, 1967; Lieberman et al., 1970; Kumar
and Ojamaa, 1970).

Although it would be far "simpler" if all changes in fn during speech
were exclusively due to laryngeal maneuvers (Vanderslice, 1967, 1970;
Fromkin and Ohala, 1968; Ohman, 1968; Ohala, 1970), this does not appear
to be so. The data reported by Fromkin and Ohala (1968), which forms the
substantive base of the claim that laryngeal maneuvers exclusively generate
the controlled f0 changes of intonation, indeed indicates that both sub-
glottal pressure changes and laryngeal maneuvers must be taken into ac-
count (Lieberman et al., 1970).
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"Uncontrolled" fo Variations

The theoretical model of the larynx that we haVe noted (Flanagan and
Landgraf, 1968; Flanagan, 1968) also explains other aspects of f0 varia-
tion during speech. Peterson and Barney (1952) in their study of vowel
formant frequencies note that different vowels appear to have slightly
higher or lower average fundamental frequencies. Similar results have
since been noted by House and Fairbanks (1953), Lehiste and Peterson
(1959), and Swigart.nd Takefuta (1968). Vowels that have low first:-
formant frequenties, e.g., /u/ and /i/, have higher fundamental frequencies.
Vovels that have high. first-formant frequencies, e.g., /a/, have lower fun-
damental frequencies. The Flanagan and Landgraf (1968) model of the larynx
indicates that these effects, which involve offsets of about 10 Hz for
an average f0 of 12.0 Hz, -,re due to aerodynamic coupling between the supra-
laryngeal vocal trac.tana.the larynx. The presumed independence of the
glottal source and the:Supralaryngeal.vocal.tract is, as we noted, only
a first approximation:' . .

The model_deVeloped by; Flanagan (1968) also indicates that the sen-
sitivity of the larynx to-changes:inaubglottal air pressure will be.af-
fected by the supralaryngeal. vocal -tract configuration. The highest rates
of change of fo:with..respect to subglottal air pressure occur for vowels
with low firatformant frequencies. The model predicts that the vowel /a/
which has a high first-fOrmant frequency will result in the lowest varia-
tions in f0 with changeS in subglottal air pressure, all other parameters
being equal. These variations may, in part, account for some of the
different values, fot the. sensitivity of f0 to subglottal airpressure varia-
tion that haVe been obtained for sung vowels, where /a/ is usually pro-
duced, and speech..

We have been oversimplifying our discussion of the relationship between
subglottal air pressure and fundamental frequency. The transglottal air
pressure is actually the factor that we should keep in mind when we dis-
cuss these variations (Flanagan, 1965; Lieberman, 1967). We have implicitly
assumed that the supraglottal air pressure stays constant while the sub-
glottal air pressure varies. This is, of course, true in studies where a
speaker sings a single, sustained vowel. In the production of connected
speech this is, however,' not the case, as the oral air pressure abruptly
builds up during the production of stops like /b/ where the lips close,
as well as, to a lesser degree, for other consonantal sounds. These varia-
tions in transglottal air pressure will camp variations in f0 that are con-
comitant with segmental phonetic elements (Ohman, 1968; Lieberman et al.,
1970).

Still other variations in fo will arise from coarticulation phenomena
(Lindblom, 1963). The larynx is continually reset from its closed phonation
position to more open positions for the production of unvoiced segmental
phonemes. These transitions are comparatively slow. It takes almost 100
msec to move the vocal cords from an unvoiced to a voiced configuration
(Lieberman, 1967; Lisker et al., 1969; Sawashima et al., ms.). Varia-
tions in fundamental frequency are thus to be expected as the vocal cords
either finish a closing maneuver or begin to anticipatean opening maneuver.
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These perturbations of the f0 contour can be correlated with voiced and un-
voiced stops (House and Fairbanks, 1953; Ojamaa et al., 1970). They may
be secondary cues for the perception of voiced and unvoiced stops (Haggard,
1969).

The larynx is obviously not an isolated appendage of the human body.
It is quite possible that gross skeletal maneuvers can affect the configu-
ration and the tension of the vocal cords through the complex system of
ligament, cartilage, and muscle that connects the larynx with the skeletal
frame (Sonninen, 1956). Some of the data that traditionally has been cited
as supporting evidence for the mechanical interactions affecting f0 should
perhaps be reappraised in the light of the aerodynamic interactions. that
can occur between the larynx and the supralaryngeal vocal tract. The higher
f0's associated with /u/ and /i/ are sometimes interpreted as evidence for
mechanical interaction between. the muscles of the tongue and the larynx
(Ohala and Ladefoged, 1970). The higher f0 of these vowels, however, ap-
pears to be an aerodynamic effect. Radiographic data (Perkell, 1969) of
the vowels makes it difficult to see why both of these vowels should have
higher f0's from mechanical interactions while the vowel /a/ has a lower fo.

Ohala and Hirano (1967) and Ohala and Hirose (1969) have obtained elec-
tromyographic data that shows that the sternohyoid muscle is active when a
speaker sings at either high or extremely low fundamental frequencies.
Whether similar mechanisms play a role during connected speech is still a
question. Ohman,(1968) has suggested that such maneuvers may underlie a
proposed phonetic feature of -accent which results in an f0 fall. Ohala
(1970) presents data that shows increased sternohyoid activity accompanying
falling f0 contours, but these f0 changes could also be the consequence of
either falling subglottal air pressure or of the opening of the larynx in
anticipation of an unvoiced stop.

Some of the distinctions that have been occlsionally made between sub-
glottal air pressure and laryngeal maneuvers are meaningless. Subglottal
air pressure is the consequence of both the impedance offered by the larynx
when the vocal cords are in their adducted or nearly adducted phonation
position (Lieberman, 1967) and the activity of the subglottal respiratory
system which forces air out from the lungs. Before an unvoiced segment,
subglottal air pressure will fall. This will affect the fo contour (House
and Fairbanks, 1953; Ojamaa et al., 1970). The activity of the larynx that
causes this effect is, however, an articulatory manifestation of the seg-
mental phonetic feature -voiced (Chomsky and Halle, 1968) rather than an
articulatory manifestation of a prosodic feature. In other instances
(Ladefoged et al., 1958; Ladefoged, 1962, 1968, 1969; Lieberman et al.,
1970), changes in subglottal air pressure can be observed that clearly
are the consequence of maneuvers of the subglottal respiratory system.

Phonetic Theories

We have presented a brief review of some of the factors that cause un-
controlled variations in f0. These phenomena perhaps explain why many pho-
neticians have been reluctant to work with "objective," electronically derived,
fundamental-frequency contours. These contours frequently contain many er-
rors since it is extremely difficult to derive fundamental frequency by means
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of electronic devices (Flanagan, 1965). However, even when the electronic
devices work, they show minute variations in fundamental frequency that are
not acoustic correlates of prosodic features. The human observer will not
pay any attention to these variations in the framework of the prosodic fea-
ture. system. He may perhaps use some of these variations as secondary cues
for the perception of the segmental phonetic elements that generate them
(Lehiste and Peterson, 1959; Haggard, 1969). Some of the variations in f0
that occur in speech. may simply be the result of chance variations it laryn-
geal muscle tension or the activity of the subglottal respiratory system.
Speakers do not appear to take great care in producing exactly the same f0
contour for the same utterance (Lieberman, 1967). When the f0 contours of
the "same" sentence and compared for several speakers, startling differences
can be seen (Lieberman, 1965, 1967; Rabiner et al., 1969). The utterances,
of course, may not be the "same" at the emotional, "level 4" aspect of com-
munication. Contours that have rather different "fine structures" with
respect to their f0 variations do not appear to have any linguistic import.
Listeners are unable to differentiate the contours at any linguistic level
though they may ascribe different emotional contexts to the contours
(Lieberman and Michaels, 1962).

Phonetic theories, like that of Isacenko and Schadlich (1963) are un-
convincing since they rely on small 5 to 10 Hz variations over long intona-
tion contours in synthesized signals. Linguistic studies like Bierwisch
(1966) that attempt to derive "grammatical rules" that will specify intona-
tion contours in this detail are thus overspecified. Preliminary percep-
tual experiments with synthesized speech appear to show that only a few
gross factors are important when the f0 contour that accompanies an ut-
terance is specified; the dIrection of the terminal contour (whether it
falls or rises) and the point of the major prominence (if any occurs) of
the utterance must be specified. Listeners will accept almost all other
variations in the f0 contour. They are, however, sensitive to the duration
of each segmental phonetic element with respect to its position in the ut-
terance (Mattingly, 1966, 1968; Matsui et al., 1968). Some phenomena that
have traditionally been associated with f0 in the detailed transcriptions
like those of Kingdon (1958), Schubiger (1958), and Halliday (1967) may
perhaps have durat-onal correlates.

The perception of intonation by linguists often appears to be "con-
taminated" by their analysis of other levels of language. In an experiment
on the perception of intonation -...ieberman, 1965) linguists trained in the
Trager-Smith (1951) notation were asked to transcribe a set of eight ut-
terances. Electronic processing equipment was available that abstracted
the acoustic correlates of the prosodic features that the linguists were
ostensibly transcribing from the words of the message. When the linguists
were presented with these isolated prosodic contours, which modulated a
fixed vowel, they were unable to transcribe the pitch levels and junctures
that they noted on hearing the complete utterance. The linguists' prosodic
transcriptions were, moreover, more accurate when they listened to the iso-
lated acoustic features of fundamental frequency and acoustic amplitude ss
functions of time. The pitch levels and junctures of the Trager-Smith nota-
tion apparently depended on the linguistic information conveyed by the words
cf the message. The Trager-Smith notation appears to be a device whereby
..,emantic differences carried by different underlying phrase markers can be
recorded (Lieberman, 1967). The linguist using this system "hears" the
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pitch levels that transcribe the "pitch morpheme" that he wishes to present.
The notation of "pitch morphemes' follows from the "attitudinal meanings"
twat Pike (1945) states are conveyed by the prosodic features. Pike is es-
sentially discussing some of the nonlinguistic, "level 4" functions of the
prosodic features. Trager and Smith invent pitch morphemes that convey the
semantic information that they are unable to account for with the immediate
constituent grammar that is the basis of their linguistic theory (Postal, 1964).

The Motor Theory of Speech Perception

One of the most influential developments of recent years is the modern
version of the motor theory of speech perception (Liberman et al., 1967).
The motor theory essentially states that the constraints imposed by the
human speech production are structured into a "speech perception mode."
The motor theory thus also states that speech is perceived in a different
manner than other acoustic signals. There is a large body of experimental
evidence that supports this theory though many points still are in dispute.
It is important to note that the motor theory does not state that listeners
must "learn" to decode speech through an explicit knowledge of the process
of speech production. It thus is irrelevant that listeners who are unable
to speak can perceive speech (Lenneberg, 1967). There are undoubtedly spe-
cial neural detectors in man that are structured in terms of the sounds that
the human speech apparatus makes. Similar neural devices have been found in
frog (Capranica, 1965) and in cat (Whitfield, 1969). The general motor
theory is reviewed in this volume by M. Studdert-Kennedy. It is of interest
here since it accounts for some otherwise perplexing phenomena in the per-
ception of the prosodic features.

Several studies have noted that the stressed syllables of English bi-
syllabic words like rebel and rebel may receive the phonetic feature that
we have called +prominence when they occur in isolation.8 One of the prin-
cipal articulatory maneuvers that underlies the acoustic correlates of
+prominence is a momentary increase in subglottal air pressure. The lis-
tener's responses to the stressed syllables indicate that he appears to be
responding to the magnitude of the subgluttal air-pressure peak (Ladefoged,
1962, 1968, 1969; Ladffoged and McKinney, 1963; Lehiste and Peterson, 1959;
Fonagy, 1966; Lieberman, 1967). Jones (1932) is perhaps the modern source

8When lists of isolated words that have contrasting stress patterns are read
in phonetic experiments, the readers will use the feature +prominence to
manifest primary stress. The stress levels generated by the rules of the
phonologic component of the grammar (Chomsky and Halle, 1968) do not, how-
ever, appear to be manifested by tEe feature prominence in normal discourse.
It is necessary to construct an utterance in which semantic information is
carried by a "morpheme" of "emphasis" or "focus" in the underlying phrase
marker (Chomsky, 1968; Postal, 1968). These morphemes may be ultimately
realized phonetically in different ways. The ultimate result of certain
optional transformations and phonologic rules may, for example, yield the
sentence, Tom did run home. Other transformations and phonologic rules
could yield, Tom RAN home. (where the capitals indicate the presence of
+prominence at the phonetic level). In other words, the occurrence of the
feature +prominence usually seems to be attributable to the presence of
some morpheme in the underlying phonologic component of the grammar.

19? 195



for this theory for the perception of +prominence. (Jones uses the term stress
where we use prominence.) The motor theory of speech perception is most il-
luminating when we consider the interactions that can occur between +prominent
syllables and the sentence intonation's f0 contour. In Figure 3, two funda-
mental frequency contours are schematized. Both contours were used with a
standard carrier phrase in a controlled psychoacoustic experiment (Haddi16-
Koch and Studdert-Kennedy, 1964). The listeners in this experiment said
that both of these contours were questions that had the same terminal rise.
Note that the two contours in Figure 3 have different terminal fo rises. The
listeners were not merely responding to the physically present fundamental-
frequency signal. They instead appeared to be evaluating the terminal funda-
mental-frequency contours in terms of the underlying articulatory maneuvers
that would be present in natural speech.

The data presented by Lieberman (1967), Fromkin and Ohala (1968), Ohala
(1970), and Lieberman et al. (1970) all show that yes-no questions in English
are produced with +breath-groups where the tension of certain laryngeal
muscles increases at the end of the breath-group to effect a "not falling"
f0 contour. The -breath-group, which is used for short unemphasized de-
clarative sentences in English, ends with a falling terminal fo contour that
i3 a consequence of the falling subglottal air pressure that occurs at the
breath-group's end (Lieberman, 1967; Fromkin and Ohala, 1968; Ohala, 1970;
Lieberman et al., 1970). The data in Figures 1 and 2 show examples of a
-breath-group and a +breath-group. Note that the +breath-group also ends
with a falling subglottal pressure function. The increased tension of the
laryngeal muscles counters the falling subglottal air pressure to produce
a rising terminal f0 contour in Figure 2.

We have noted that the articulatory maneuvers that underlie the proso-
dic feature +prominence include a momentary increase in subglottal air pres-
sure. The momentary increase in subglottal air pressure will produce an
increase in the fundamental frequency since the fundamental frequency of
phonation is a function of both laryngeal tension and transglottal air pres-
sure.

The listeners in the Hadding-Koch and Studdert-Kennedy experiment ap-
pear to be evaluating the intonation contours in Figure 3 in terms of their
"knowledge" of the articulatory bases of these features. They "know" that
rising terminal f0 contours must be the consequence of increased laryngeal
tension. They "know" that the nonterminal f0 peak is a consequence of a
peak in subglottal air pressure. They also appear to "know" another fact
about speech production that we have not yet discussed. Nonterminal peaks
in the subglottal air pressure function will result in a lower subglottal
air pressure after they occur. This effect can be seen in the data of
Lieberman (1967) as well as in the independent data of Fromkin and Ohala
(1968) which is discussed in Lieberman et al. (1970). This "air-pressure
perturbation" effect appears to be a consequence of the physiology of the
lungs. The elastic recoil of the lungs and the respiratory muscles which
regulate subglottal pressure (Mead and Agostini, 1964) appear to be "pro-
grammed" in terms of the overall breath-group, whereas independent instruc-
tions result in the pressure peak associated with +prominence. The +prom-
inence pressure peak lowers the volume of the lungs which, in turn, lowers
the air pressure generated by the elastic recoil (Bouhuys et al., 1966;
Lieberman, 1967:54,71,98-100; Lieberman et al., 1970; Kumar and Ojamaa, 1970).
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Synthesized intonation contours that listeners perceived to have the "same"
terminal pitch contours (from data of Hadding-Koch and Studdert-Kennedy,
1964)
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The "articulatory decoding" that the listeners use in perceiving the
terminal rises in Figure 3 thus goes as follows: the lower contour's +prom-
inence f0 peak is 370 Hz, whereas the upper contour's is 310 Hz; since a
higher f0 implies the presence of a greater subglottal air pressure peak,
the listener knows that the lower contour employed a greater nonterminal
subglottal air pressure peak; the listener now "knows" that the terminal
subglottal air pressure of the lower contour is lower than the upper con-
tour's. This follows from the air pressure perturbation effect. An equiva-
lent degree of laryngeal tension would thus result in a lower terminal funda-
mental frequency. The listener thus evaluates the terminal fundamental-
frequency contours in terms of the laryngeal tension that would be present
in natural speech.

It is important to remember that this "motor theory perception" of
intonation does not imply that the listeners actually "know" at a con-
scious level any of the relationships that we have discussed. People
"know" many complex relationships at some neural level without any con-
scious knowledge of the fact. The act of respiration itself involves
many "reflexes" and "regulatory mechanisms" that are not part of the con-
scious knowledge of the casual "breather." We all must breath but few of
us are aware of the maneuvers that we must employ to generate a relatively
steady subglottal air pressure over the nonterminal portions of an utterance
(c.f., Figs. 1 and 2). We nonetheless "know" how to regulate the variable
pressure that would be generated by the elastic recoil of our lungs (Mead
and Agostini, 1964; Ladefoged et al., 1958). The "knowledge" of these as-
pects of speech production probably are the result of a long evolutionary
process in man. Modern man's hominid ancestors gradually acquired the
anatomical mechanisms that are involved in human speech (Lieberman and
Crelin, 1971). The neural decoding mechanism or neural detectors that are
involved in the decoding of speech are thus part of man's evolutionary en-
dowment, and we should not really be surprised to find relatively complex
pattern detectors. Similar detectors have been found in frogs and cats
(Capranica, 1965; Whitfield, 1969). Birds probably employ similar ones
(Greenewalt, 1968), and we are presumably not less well endowed.

The point of view that we have explicated, i.e., the structure that
is imposed on the production and the perception of speech by the anatomical
and physiologic constraints of the human speaker, also is consistent with
the intonational forms that human languages tend to use most. If we think
of the simplest way in which a speaker can regulate subglottal air pressure
to speak, we arrive at the intonation pattern that is most common in the
languages of the world (Chiba, 1935; Hadding-Koch, 1961; Revtova, 1965;
Lieberman, 1967). This pattern, which involves a terminal falling f0 con-
tour, follows from the simplest, or "archtypal," pattern of muscular con-
trol that can be used to generate a relatively steady subglottal air-pressure
contour over the course of an utterance. The simplest pattern obviously in-
volves a state of minimal laryngeal control over the course of the utterance.
At the end of the utterance, the fundamental frequency of phonation will ra-
pidly fall since the subglottal air pressure must change from a positive to
a negative air pressure. A negative air pressure is the natural consequence
of the requirements of respiration. The speaker has to get air into his
lungs in order to breathe. The vegetative process of respiration thus deter-
mines the form of what we have called the unmarked, or normal, breath-group
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(Fig. 1). All people and all languages obviously do not use the simplest "un-
marked" state (Chomsky and Halle, 1968). The +breath-group, which is "marked,"
obviously involves a more complex pattern of muscular activity where the
laryngeal muscles must be tensioned at the end of the breath-group in order
to counter the falling f0 contour that would result from the "vegetative"
fall in subglottal pressure.

Different languages and different speakers also probably do not make
use of the "archtypal," unmarked breath-group even when they retain the
falling terminal f0 contour for most utterances. Idiosyncratic and language-
specific patterns of laryngeal activity are often used to produce f0 varia-
tions throughout the nonterminal portions of the breath-group (Lieberman,
1967; Fromkin and Ohala, 1968; Lieberman et al., 1970; Kumar and Ojamaa,
1970). The situation is no different from the implementation of other phone-
tic features. Idiosyncratic and language-specific modifications also occur
(Lieberman, 1970).

We have noted that a number of studies (Bolinger, 1958; Hadding-Koch,
1961; Fromkin and Ohala, 1968; Morton and Jassem, 1965; Barron, 1968;
Vanderslice, 1967, 1970; Ohala, 1970) indicate that linguistic stress can
be manifested by sudden falls in f0. These sudden falls in f0 could be im-
plemented either by tensing laryngeal muscles that would cause fundamental
frequency to fall or by relaxing laryngeal muscles that raise f0 when they
tense. There is no a priori reason to assume that all phonetic features
must be implemented by tensing a particular muscle. Phonetic features do
not stand in a one-to-one mapping with particular muscles. Even when there
is a close relation between a particular phonetic feature and a muscle,
e.g., nasality and the levator palatini muscle which controls the velo-
pharyngeal port, the implementation of the feature may involve relaxing the
muscle in question (Lieberman, 1970). It is therefore possible that abrupt
falls in f

0
could be implemented by relaxing muscles that in their tensed

state maintain a higher f0. Either the cricothyroid muscle which applies
lateral tension to the vocal cords or the muscles that adduct the vocal
cords and apply medial compression (Van den Berg, 1960) could do this.

Several studies (Vanderslice, 1967; Fromkin and Ohala, 1968; Ohala,
1970) have stated that these abrupt falls in f0 are the consequence of
tensing the sternohyoid muscle. This muscle can alter the vertical posi-
tion of the larynx and a lower laryngeal position is said to produce a
lower fundamental frequency (Vanderslice, 1967.). The data in these studies
show that the nonterminal falling f0 contours are sometimes the consequence
of some laryngeal maneuver. (Falling f0 is seen where the subglottal pres-
sure is steady.) The activity of the sternohyoid muscle, however, does
not appear to be related to these f0 falls. The sternohyoid muscle has
been shown to be active in the maneuvers that singers use to sing at both
low and high fundamental frequencies (Hirano and Ohala, 1969; Ohala and
Hirose, 1969). The data of Ohala and Hirose (1969) however show that "any
gesture of speech or nonspeech that would most likely require a lowering or
fixation of the hyoid -bone tended to show an increase in the activity of
this muscle." The position of the larynx and hyoid bone do change during
connected speech. This motion, however, appears to be an articulatory
maneuver that is directed at lowering the formant frequencies of segmental
phonetic elements (Perkell, 1969) as well as the sustension of phonation in
+voiced stops like /b/. The total volume of the supralaryngeal vocal tract
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expands during the closure interval of these stops in order to sustain
voicing (Perkell, 1969). The larynx also may be lowered at the end of
phonation as part of the general adjustment of the larynx for inspiration.
When the vertical position of the larynx is correlated with the average
fundamental frequencies of the vowels (Peterson and Barney, 1952; Swigart
and Takefuta, 1968; Perkell, 1969; Sundberg, 1969) it is apparent that fo
is not correlated with larynx height. The highest and lowest larynx heights,
/i/ and /u/, have the highest average fundamental frequencies. The average
fundamental frequencies of these vowels are apparently due to aerodynamic
coupling with the larynx (Flanagan and Landgraf, 1968) rather than larynx
height adjustment.

The emphasis on showing that tensing a laryngeal muscle will lower f0
in the Vanderslice (1967), Fromkin and Ohala (1968), and Ohala (1970) stu-
dies follows from their belief that the subglottal air pressure contour
plays virtually no part in determining the f0 contour. The falling f0 con-
tour that occurs at the end of a -breath-group thus must have a laryngeal
correlate. Since there is no evidence in the electromyographic data of
Fromkin and Ohala (1968) that the laryngeal muscles that maintain f0 relax,
the presence of a laryngeal muscle that lowers f0 as it is tensed is postu-
lated. The close correlation that is manifested between the f0 and sub-
glottal air-pressure contours for the -breath-groups (the unemphasized de-
clarative sentences) in the data of Fromkin and Ohala (1968) and Ohala
(1970) is felt by these authors to be fortuitous. Ohala and Ladefoged
(1970) recently have, however, found that air-pressure variations can
change fundamental frequency at rates as high as 10 Hz/cm H20, whereap
they earlier believed that the highest rate that occurred in speech Os
about 3 Hz/cm H20. The controversy regarding the sensitivity of the funda-
mental frequency to subglottal air-pressure variations, as we noted earlier,
apparently reflects the fundamental character of the laryngeal source. The
fundamental frequency of phonation can be insensitive to air-pressure varia-
tions as it is in the "modes" of phonation that appear to be used in singing.
If the sensitivity of the larynx is measured in this mode of phonation, air
pressure will have a negligible effect. The larynx, however, can also pho-
nate in "modes" that make it sensitive to air-pressure variations. The
data of Fromkin and Ohala (1968) and Ohala (1970), despite the claims made
by these authors, show that the larynx is sensitive to air-pressure varia-
tions during the production of speech at a rate of about 12.5 Hz/cm H20.

ohman (1968) in a study of the accent system of Swedish has accounted
for a set of rather complex variations by means of two prosodic features
which we shall call accent down and accent up. These features appear to
be sufficient to generate the falling f0 contours that manifest phonetic
stress in English (Morton and Jassem, 1965; Barron, 1968) as well as some
of the phenomena discus=ed by Vanderslice (1967, 1970), Fromkin and Ohala
(1968), and Ohala (1970). These features would, however, not be necessary
to account for the falling terminal f0 contour of the archetypal normal
breath-group (-breath-group) which follows from the falling subglottal air-
pressure contour.9) Bolinger (1958) described a range of phenomena in

9In some instances, adult speakers can be observed who start to move their
larynx towards its open respiratory configuration before the end of a
-breath-group. The laryngeal muscles will, as they abduct the vocal cords,
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English that also can be accounted for by means of these features. We are
following Bolinger's precedent in our terminology. The implementation of
+accent up would involve a laryngeal maneuver that raised f0, whereas the
implementation of +accent down wouldinvolve a laryngeal maneuver that
lowered f0. Note that in contrast to the feature +prominence, which can
involve an increase in laryngeal tension that raises fn (Fromkin and Ohala,
1968; Harris et al., 1968; Lieberman et al., 1970; Lieberman, 1970; Ohala,
1970) the feature +accent T. would only involve activity in the larynx.
Its articulatory implementation would thus be more localized than the fea-
ture ±prominence which appears to involve heightened muscular activity
throughout the vocal tract (Fonagy, 1966; Harris et al., 1968).

The two features accent up_ and accent down may perhaps be the phonetic
manifestations of the segmental "tones" that have been noted in many lan-
guages (Chang, 1958; Abramson, 1962; Wang, 1957). These tones clearly
interact with the f0 contour -A the sentence, and they appear to be inde-
pendent of +prominence (Chang, 1958). The intonational transcriptions de-
veloped by Jassem (1952), Lee (1956), Kingdon (1958), and Halliday (1967),
which are based on their perception of "meaningful" prosodi,:. events, may
also reflect these two features of accent.

The studies of Bolinger (1958, 1961), Vanderslice and Pierson (1967),
Nash (1967), and Crystal (1969), as well as those of Kingdon, Halliday,
Schubiger, and Hadding-Koch, which we have cited, indicate that other pro-
sodic features that are imposed on the breath-group also must he investiga-
ted. Armstrong and Ward (1926) and Jones (1932) in their perceptually
based studies, for example, note the presence of an element of emphasis
which may extend over an entire breath-group (a "tune" in their notation).
It is not clear at this time whether this involves an additional feature
or whether the scope of the feature +prominence can be extended over an
entire breath-group, In like manner, Bolinger (1958, 1961) establishes a
convincing case for features that result in gradual change" of ft.) over a
comparatively long part of a breath-group. It is again not clear whether

lower f0 by increasing the vibrating mass, lowering the tension of the
vocal cords, and lowering the subglottal air pressure by reducing the glottal
impedance (Lieberman, 1967). These premature opening maneuvers probably
should be regarded as idiosyncratic variations on the archetypal form of the
-breath-group (Lieberman, 1970) rather than as implementations of the feature
+accent down. They are in the same class as the variations in voicing onset
observed in the production of stops by Lisker and Abramson (1964) for iso-
lated individual speakers of English. Other speakers, e.g., Speaker 1 in
Lieberman (1967) and the speaker in Fromkin and Ohala (1968), do not open
their larynges until the end of phonation in a -breath-group. If we classi-
fy idiosyncratic implementations of a feature as manifestations of other fea-
tures, we would have to conclude that individual speakers had phonetic com-
ponents that made use of different feature complexes.

Note that a premature opening of the larynx near the end of a -breath-
group. merely emphasizes the falling f0 contour that usually is the con-
sequence of the falling subglottal air pressure. The articulatory gesture
of opening the larynx is not in opposition to the falling subglottal air
pressure. It enhances the trend already established. Phonetic features
must act distinctively.
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these "ramps" should be regarded as the result of many small steps of +accent
down or +accent up (depending on the direction of the f0 contour) or whether
new features should be introduced.10 The electromyographic techniques that
are described by K. S. Harris in this volume will undoubtedly prove useful
in resolving these and other questions. The introduction of physiologic
and acoustic techniques has provided a reasonable advance over the theory
presented by Stetson (1951). The introduction of new or refined techniques
that allow the activity of muscles to be correlated with articulatory,
physiologic, and acoustic data promises similar advances in the near future.

Multileveled Versus Binary Features

A problem that is perhaps more susceptible to controlled psychoacoustic
experiments is whether prosodic features are multivalued or binary. This
problem is, of course, not simply confined to the prosodic phonetic features.
It has been raised many times with regard to the segmental phonetic features.
The question can be partially resolved in terms of the mechanism available
to the phonetic component of a grammatical theory. If phonetic features
stand in a close relation to the acoustic signal (Jakobson et al., 1952)
or to individual muscles or muscle groups (Ladefoged, 1967; Chomsky and
Halle, 1968; Fromkin, 1968), multivalued features will have to be introduced.

If phonetic features are instead regarded as "state functions" at the
articulatory level rather than as specific, invariant, muscular commands or
articulatory maneuvers, a fairly powerful phonetic component must be intro-
duced into the grammar to yield the actual articulatory maneuvers that under -
]ie speech (Lieberman, 1970). A state function is, for example, the feature
consonantal which does not involve a particular muscle or articulatory
maneuver. The phonetic component of the grammar will involve "implementa-
tion rules" that can generate multivalued acoustic or articulatory phenomena
from an input ensemble of binary phonetic features. It therefore is possi-
ble to have multivaluee phenomena like the stress levels postulated by
Trager and Smith (1951) even though binary phonetic features form the input
to the phonetic component. The phenomenon that Bolinger and Gerstman (1957)
and Lieberman (1967) termed "disjuncture" together with the features of
prominence, accent down and accent 1.22 could, in theory, combine to map out
a multivalued stress system. Disjuncture has the acoustic correlate of an
unfilled pause. It therefore could combine with any or all of the other pro-
sodic features that we have discussed to provide a distinct physical basis
for multivalued stress levels.

Perceptual studies by Bolinger and Gerstman (1957), Lieberman (1965),
and Barron (1968) suggest, however, that human listeners-cannot differen-
tiate more than two levels of stress in connected speech. Hadding-Koch
(1961) attempts to correlate perceived stress levels in the Trager-Smith
system with acoustic measurements of Swedish discourse, but the results are

10The author is inclined to speculate that the case of emphasis extending
over an entire breath-group can be treated as a special case of +prominence
where the scope is the entire breath-group. C. J. Bailey (pers.comm.) has
developed some convincing grammatical arguments for this approach. The
gradual contours described by Bolinger, however, would appear to involve
additional prosodic features.
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not conclusive. In certain restricted contexts (Hart and van Katwijk,
1969) multivalued stress decisions can be made by trained listeners. These
effects, as Hart and van Katwijk point out, may be experimental artifacts.
The particular choice of features that is used to map out the stress levels
does not appear to be a factor in these experiments, and a tentative con-
clusion is that only two levels of stress can be mapped out by the prosodic
features. The process of vowel reduction which appears to be a conse-
quence of the stress-assignment rules in English (Chomsky and Halle, 1968)
can provide a physical basis for a third level of stress. It is important
to remember that we are using the term "stress" here to signify the lin-
guistically determined "level" that the rules of the phonologic component
assign to a vowel. We are not using the term to signify a phonetic feature.
A listener thus can perceive the stress levels of an utterance by means of
internal computations that involve his knowledge of the phonologic stress
assignment rules of his language and the constituent structure of the ut-
terance. There need be no acoustic or phonetic events that specifically
map out the stress levels (Lieberman, 1965; Barron, 1968).

In closing we must take note of one of our prefatory remarks. We
have deliberately neglected many studies of intonation that are based on
the unaided senses of a trained observer who transcribes what appear to
be meaningful prosodic events. We have instead concentrated on recent
studies that are based on quantitative acoustic, anatomical, and physio-
logic data as well as psychoacoustic data. This does not imply that we
believe that auditorily based studies are useless. They bring to light
many phenomena that would be overlooked in the small data ensembles that
generally form the basis of more "quantitative" studies. We have also
taken the liberty of making some arbitrary definitions concerning parti-
cular phonetic features that may not always agree with the definitions
of these terms in other studies. Some degree of arbitrariness is, however,
necessary in this regard in light of the differences in theory and method
that differentiate various studies. The reader can, it is hoped, make the
necessary name changes if he finds them desirable. The situation has
hitherto been rather anarchic and we have been forced to bring some degree
of order that may sometimes appear arbitrary by redefining several terms.
The reader also will note that we have not ventured into the area that we
termed "level 4" functions of prosody, e.g., Halliday (1967) and Crystal
(1969). As linguistic theory develops, many of these functions will doubt-
lessly be amenable to linguistic analysis, but, as Crystal himself (1969a)
notes, "before any attempt to integrate intonation with the rest of a des-
cription is likely to succeed, various preliminaries have to be gone
through....One cannot assume that everyone means the same thing by such
labels as 'confirmatory.'" We therefore have attempted to deal only with
some of the prosodic features that appear to have a clear linguistic func-
tion and that have been investigated by means of quantitative procedures.
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