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ABSTRACT

A major problem in the research concerning
distributional and other properties of reliability coefficients has
been the non-existence or inaccessibility of adequate test data for
use in empirical verification of hypothetical conclusions. The
purpose of this paper is to develop a technique for the simulation of
test item scores through the use of computers. The development is
relatively straightforward, being based on the principal ideas of
factor analysis and on the use of factor loading matrices. Since the
researcher determines the factor structure of the tests he simulates,
sets the nature of the ability distribution of his simulated
subjects, and has direct control over the reliability coefficient for
the "population® from which he %“draws" his tests, the procedure
allcews considerable flexibility. The experimenter can easily simulate
discrete or dichotomous scores if he desires. Use of the technique
does not require advanced programming skill. The method is explicated
and the computer program, along with an illustration of its use, is
included. (DG)
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0. Introduction

A major problem in the resesrch concerning Jdisztributional and wthevw
properiies of reliabiliﬁy corfificients has been the now-enizfence ov
inaccessibility of adequats test data for use in empirical verification
of mypothetical concluvsions. Several recent studies have suffeved from
such 2 lack of test wresults. (Feldt, 1955; Penfield, 1968)

Ir general, the assumptions uvaderlying the development of variocus
reliability measures do not correspond o the conditions whieh exist in
actusl testing situations. Hense, the reseaxcher, in some instances, may
ba zble to obtaln dats which satisfy some of the assumptions zmployed in
the development of the coefficient which he is investigating, but which
may leavs other assumptions unsatisfied. Ox, all too 6ften, he may £ind
that data which is even partlally satisfactory is unavailable or is
available only in restricted quantities and is difficult to ubiain.

For exauple, a researcher investigating the properties of coefficient
alpha needs data in which both subjects and items have been raﬁdomly
samplied f£rom ;nfinite aized populations. A person with data available

from a national testing buream or some gimilar type of organization may

"be able to simulate random selecticn of subjects but rarely (if at all)

gould he realiatically simulate random selection of items. A researcher

without access tv the results of a widely administered test could not
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adequately simulate telection of gither items or subjects.

The purpose of this paper is to present a technique for the simulation
of test item scores through the ugse of digital computers. The technique
has several practical advantages. First, its development is relatively
straightforward. The method is based on elementary use of factor loading
matrices, henca, the only spaciaiizad background required is a basic
understanding of the principle ideas of factor analysis. The procedure
allows a congiderable amount of flexibility in the couditions underlying
the gimulated test which it produces. The researcher determines the
factorial structure of the tests he simulates and can control the nature
of the ability distribution of his simulated subjects. Also, he has
direct control over the reliability coefficient for the "population’
from which he "draws" his tests. TFipally, the implementation of the
tachaique does not require advanced programming skill. The only
intermediate level features dmployed in the sample FORTRAN program
presented in the latter part of this paper are subroutine calls and
simple matrix operations. (Note that strictly speaking the subroutiues
are desirable features but notknecessggz featuves of those programs.

They could have beem writtem fnzo the main program.)




1. Rsationsie for the Simulation Procedure

Tha shulation procedurc i8 bssed on the following rationsle. Assume
we are given a test score distributior for a test with 1 items and n
gubjects in tho form of an 1 x n matrix. This matrix can be broken down
into the gum of two 1 % u matrices, the firse being a matriz of "true
scoves"’ for the n suhjecte on the i items and the second being a matrix
of error componsnts. The 1 x n matrix of 'true scoras' can be further
broken down into the product of two wmatrices. The first is an i x £
matrix of fsctor loadings where f £8 the nuwber of factors obtainged from a
given factorizatiom of the test. Each row ef this matrix contains f loadings,
one for each factor, with one row corresponding to each item. The second
matrix 1is an £ x n matrix of factor gecores for the n subjscta. Each column
of this matrix contains f scores with ome colmnb' for each subject. Hemce,
we will asoume that sny tost score watrix (matrix T) is compoged of the
produict of an item factor loading matrix (matrix L) times a subject factor
score matrix (watriz §) plus an error matrix (wmatrix E). In symbols

' this is represented as

(1.1 T‘ixn = Iy g % 5¢ x a + Eixn'

Now, assuming the modal represented in equazion 1.1, each of the
cozponsat metrices (L, S, and E) which make up a test score matrix (T)
can be simulated. The basis ¢f the simulation procedure will be to aﬁnlnte
a factor loading matrix, a factor score matrix, and an error matrix for
each test we desire to creste. Then by post-multiplying the first
matriz by the zecond and adding the third to this product we can produce

a simulated test scoxe matrix.

'



2. Technicail Outline of the Simulation Procedure

In an actual simulation a reasconable outline of the steps ricessary
to implement the procaedure would be as follows:

a) The researcher must determine the sample size (n), the number
of items for each test (1), the number of factors im the underlying
structure (£), the type of sampling procedure to be used for items
and for subjecty, i.e. whether items or subjects will ba fixed or
sampled randomly fr&m a population, end the relative distribution
of ahility ir the subjects.
b) FHNext, if a specific factor loading matrix {3 not being used,
ae wnuld ba the case “f items were rsndomly selected, the size of
the loadings in the L x £ factor loading matrix must be dezermined.
Limits must be establiishad for ¢the ranga of the loadings on each
factor. For exsmpie, the lavestigator mig.: want a general factor
appesring in every item with a loading ranging between .2 and .4.
Or he¢ might desire a specific factor for a quarter of the items
whiclh had a loading between .35 and .48, ete. (It should be noted that
the dum of the eéquares of the maximum value of eech loading shouid
be less than or equal to 1.) Since actuel test data is not always
very "neat' factorially, the investigator might f£find it desirable
(or vealistic) to add items with relatively low loadings on all
factors. It will be shown later that these items can have relatively
large error components as a result.

Once he hae determined these limits the reseurcher can choose

oné of +wo gemsrzl approaches to sampling items. He nay generate a
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new matrix of factor loadings for each simulaved test. This would
iuvolvg sampling 2 randem number for each loadiag, with the number
falliog within the specified limits. Or if. time wae a factor or
the study wae exceptionally large, he could generate & relatively
large pool of sets of item locadings {say )00 to 1000 du¢pending on
the study) and randomly sample sets of loadings from thie pool. In
the axample given in section 3 of this paper the jgttaeyr preocedure
12 used.

e} Asguming subjects are to be randomly sampled, it is necessury

to determine the characteristics of the 'piié;xia;_tion of subjects.

This is done by detezmining the method of coastructing factor

gcores for the subjects. A dirsct methed of cbtaining scores with

.an approximately normal distribution would bz to assign factor

scores by random ssmpling from a uniform diatriivuticn. When these
acores are multiplied (- the factor loadings and added together,

the resulting scores will usually tend tow_a;d normality. 4 wethod
which could be employed to obtain skewed distributions of subject
ability would be to sample scofﬁ;s :ffor a proportion of subjects from

a2 uziform dis;;;bﬁtisn'and the gcores for the rest from a truncated
asymﬁtocic distribution. Por examplg, a negatively skewed distribution
of ability could be obtained by sampliing scores for 307 of the
subjects from a uniform distribution :%u';gingwf;:om «5 to 1.5 and
gampling the gcores for the remalning sz ;:f the shbjecta from a

unit normal distribution which has been truncated at .6 or .7 (i.e.
factor scofes avove .S 2T .7 ara rojanted and .gampling continues until

& acore below the 1imit i3 obtaired.)
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d) The researcher must now decermine the errcr scores. After
the item loading matrix is sawmpled from its population, an errox
logdiag for each item is computed. This 15 done by squariug the
loadings for anm item, summing them, subtracting this value from
one, aud taking the square root of the result. Repeating this
procesg for each item, an 1 = 1 vector of error loadings is
cbtainad, onc loading for each item.

To obtain the error score matrix, am i x i diagonal matrix
iz eontructed with the vector of error loadings formimg the diasgonal
of this matrix. The diagona’ matrix czn be then post-multiplied by
an i 2 n matrix of rendomly selected components fyrom a uaiform
distribution to obdtaim the L = = merrix of arror scores. Note that
more complex error siructures can be devised by distributing the
exror loading vecto. for the items into several wactors, sach error
vector then being multiplied by a epecific matrix of xandom
components designed to represent some type of error compoment in
a2 pubjecios response to an itenm.

Since the error loading for am item is determined by the size
of the factor loadings, it ig obvlous that the researcher can
directly control the zize of the avror loading by controlling the
limits agsigned to each factor lcading. Hence, he can directly
contral the proportion of error varisnce in his simulated tests as
well.

@) The experimenter, if he desires, can sinulate diserste or
dichotomous scores fairly esnsily. If he wantsz to simulate discrete

scores all he need do is take the continuwous scores produced zbove,



pmultiply by an approprilate factor to achieve the proper variance

in his acorea, and force his data from floativp point to fixed

point numbers. To obtaim dichotomous items 211 he necd do e

calculate a8 cutoff score for cach item which he then compares to

aach subject’s score on the item and then assigus & ¢ or 1 for the
itex =core depending on whether the cuteff is larger or smaller
than the subject‘s score.

It can be geaen from the outline of the procedure above that the
researcher has a coneiderable amount of freedom to determinme the counditioms
under which hig simulated tesls axe produced. As a result, the accuracy
of the procedure is limited only by the accuracy of the model which the

investigator choosws to employ fn budlding his tests.




3. A Sample Program and Data

A sample program is presented im this section. Running times on
the machine used axe givem and a sample score matyix is shown. This
progvam is a sample program designed to illustrate the implementation of
the procedure described in section 2 of this paper. It has beea run
successfully on the machine mentionad. However, no claim 13 made that
it is necessarily a reason2ble adaptation of the procedure for any other
problen or that it will run successfully on ether machines.

The progren was used in a stuwdy conducted by the author (Mandro,
1970). The main program used in the study ia omitted since most of it
18 jirrelovant to thie paper. Instead a small main program written to
cail the various aubroutimes involved is incladed.

The object of the study was to produce stratified-parallel tasts to
investigata dintributional properties of the stratified-alpha general~
1zebility coafficlent. The tests produced had three gtrata, each stratum
with an equel number of ftems. The number of itews per test then was
three times the numbar of items per stratum. The factor model underlying
the tests was 28 follows. There wes a genseral factor which loaded between
0.17 and 0.34 on all items. There were two stratum factors for each
stratum. The limits for the loadings of these factors were 0.22 to 0.44,
0.19 to 0.38, and 0.16 to 0.32 for their reeipective gtrata. Vhen an item
was chosen for the particular stratum imvolved, the loadings on the
remaining two strata were allowed to range between €.0 and 0.1. Eence,

typical rows of the facter ioading matrix for the three strata looked
like those listed in Table 1.
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Table l: Sample Item Factor Loadings

Genersal

Factor Stratum 1 Stratum 2 Stxatum 3
Stratum 1 .193 395 .399 .018 .081 .088 .068
Stzatum 2 < 247 064 094 .365 .265 .003 .002
Seratum 3 .218 .028 .067 063 .031 .300 .235

To save vunning time & pool of loadings was comstructed with 300 rows,
100 for each stratum. %hen & perticular test was being constructed, the
rowe for that test ware randomly ssmpled from thie pool, with veplacement.
Factor scores for subjecta werc geunerated by randomly sempling from
& uniform discribution between the limits 0.0 and 1.0.
The ftem acores for each subject were dichotomized by comparing
them to cutoffs which were associated with each item. The cutoff was
ealculated by adding the factor loadings apd error loading for the
i item together, dividing by two, and then adding & vandom number in the
§{ .- range -0.33 to 0.33.
! The sntire study wag Tun on the CDC 6400 computer of the Graduate
i} School Computer Centar at the University of Colorado. Im all runs the
fi number of items per stratim wag 10 giving 2 total of 30 {tema per test.
I The running times s;l-ven below include the time needed to calculate the
velue of stratifiad alpha for each tegt us woll as the time nseded to
construct the scores, hence they will be somewhat larger than should
norwally be expected. Running time is given for the central processing

uait in seconds for each get of 1000 tests generated. Table 2

gives these rezults.
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Tahle 2: Run Times

Number Mumber Running
of Tests of Subjects Time
1000 is .  159.520
1000 30 . 297.487
1000 60 , 574.752
1000 90 ‘ £50.819

The programs for generarning the cample tests are listad in Pigures
1 - 3. A few technical details concerning the programs are listed
Laiow:

1) Formate have been eliminated to save space.

2) The variable POP holds the pool of item factor loedings.

3) The varisble TEMP holds the item error ivadings.

4) The variasble CUT holde the item cutoff scores.

5) The variable SC hclds the constructed score macrix for a given

siratunm.

6) SELECT is the subroutine which constructs the sample tests.

7) DICOT is the subroutine which dichotomizes the score matrix.

Part of 8 esample score matxrix produced by these programs is given
in Pigure &.

Ag w2 noted above, the progrums gre not very difficult to undarstand
and paraons with & kmowiedge of intermediate ieval FORTRAN ghould be able

to implement the tachnique in their own investigations.
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DIMENSION POP(7,100,3),TEMP(100,3),CUT(100,3),5C(10,90)
COMMON POP,TEMP,CUT,SC
READ 2, POP,TEMP,CUT,NP
C NI'=NUMBER OF PERSONS
DO 10 I=1,1000
DO 20 Jel1,3
CALL SELECT {J)
CALL COMPUTE (J}
€ COMPUTE IS A SUBROUTINE (NOT INCLUDED)
C DESIGNED TC COMPUTE THE MEAN,VARIANCE,
C AND OTHER VALU®RS FROM THE STRATUM SCORE
C MATRIX PRODUCED BY SELECT.
20 CONTINUE
CALL ALZHA
C ALPHA IS A SUBROUTINE (NOT INCLUDED) WHICH
¢ COMPUTES THE VALUE OF STRATIFIED ALFHA
C AND PRINTS IT OQUT.
10 CONTINUE
END

figure }1: Main Program
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SUBROUTINE SELECT(J)
DIMENSION POP(7,100,3) ,TEMP{100,3),CUTZ100,3),5C(10,90},
A FITEMS(10,7),QZ(10),0FF (10) ,RANMAT (7)
COMON POP,TEMP,CUT,SC
DO 20 I=1,10
C I IS THE INDEX FOR ITEMS.
NR=RANF (0) *100
C RANF IS A UNIFORM RANDOM NUMBER GENERATOR
¢ (ON LINE) IN THE RANGE 0.0 to 1.0
NR=NR+1
DO 20 Kw=l,7
FITEMS(I,K)=POP(K,NR,J)
¢ FITEMS HOLDS THME SELECTED LOADINGS
QZ{X)=TEP (NR,J)
C QZ HOLDS THE CORRESPONDING ERBOR LOADINGS
OFF (1) =CUT (NR,J)
C OFF ROLDS THE CORRESPONDING CUTOFFS
20 CONTINUE
DO 40 L=1,90
DO 35 MD=1,7
RANMAT (MD) =RANF (0)
35 CONTINUE

an
Do 3¢ I=1,190

5C(I,L)=0.
DO 10 K=1,7
SC(X,L)=SC(I,L)+FITEMS(I,K)*RANMAT (K)
10 CONTINUE
SC(I,L)=8C(IL)+Q2 (1) *RANF{0)
30 CONTINUE
40 CONTINVE
CALL DICOT(sc(1,1),0FF(1),10,90)
RETURN
END

Figure 2: Subroutine SELECT
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SUBROUTINE DICOT(SC,OFF,NITEM,NPERS)
DIMENSION SC(30,9u},0FF(30)
DO 10 I=l,NITEM
DO 15 Js1,NP
IF(SC(X,J).GT.OFE(Y))GO IO 20
5c(1,J)=0.
GO TO 15

20 SC(X,J)=1.

15 CONTINUE

10 CONTINUE
RETURN
END

Figure 3: Subroutine DICOT
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Figure 4: Part of a Sample Score Matrix
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The procedure as outlined above presents a practical method of
gimulating test score matrices. It can be used in an elementary fashion
or it can be adapted to very complex test models. It serves a vseful
purposa for those researchere who cannot have access to large amounts
of real tast data. |

Naturally, real test data is preferable to simulated data, no matter
how good ox accurate the simulagion. However, in practical gituations
the amounts and types of data that can be obteined are usually restricted.
Rence, simulated data can be exceptionally useful and an acceptable
subastitute for the ''real thing".
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