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Addenda
p»53 VII.L after line 12 insert

We have two versions of the harvest file on which document
assessments are stored. On the standard harvest file HKG50
there are 2020 known relevant documents, on the full harvest
f'1le HAROO there are 2090,

On HKG50 the output correspords strictly to the K values
yielding K'~50 for the 93 requests.

On HAROO assessments from all sources were retalned 1n case
the abstracts should be retrieved again in new runs, or 1imn old
runs at higher K’.

These extra sources were: Runs 6,9,13,20 at K'~51,52,51,52
respectively (5 relevant); Run 26 (ﬁeﬁ; Run 27 (24), the latter
pair having 1 in common. The K/ mentioned come from the slightly
higher K, namely 50,50,72,74, needed to give K50 at a time when
requests 1,6,46,66 had not yet been cancelled. In the other
standard runs K’/ was not altered within the nearest integer.

The requests bernefited somewhat unevenly, but the net result
1s that both overall and average known recall figures derilved
from HAROO are lower by about 3%%.

In the report Appendix B8 is derived from HAROO; all other
known recalls as on pp.53,54,Appendix B3(v),Appendix Bdb are
related to the standard HKGS50,

Tables similar to Appendix B8 based on HKG50 are available
for all runs except 24,26,27 up to Kw~50, o

Ow main use of recall is to obtaln the estimates of 807,
on p.54: 1t does not enter directly iato owr evaluation and is
tabulated for rough comparison with other experiments.

after Appendix BOa insert

APPENDIX B9b
93 Requests: Average Output K/fx50

Overally, Overall9,
Run Relevant Irrelevant Total Precision Known Recall

KWS 13 991 3637 L628 21.41 49,06
AWKWS 22 898 3720 L4618 19,45 LL ue
ARM 16 782 3835 L6617 16,94 38.71
MCSO1 14 873 3870 L7u3 18,41 43,22
MCS11 20 857 3667 L2k 18.94 Lo, 43
RJR 19 939 3764 L703 19.97 L6, 49
ARMSR 17 785 3877 Leg2 16,84 38.86
SR14 6 53 3852 Le05 16.35 37.28
PDR14 11 61 3825 4686 18,37 Lo ,62
EAG3 15 828 3811 L4639 17.35 Lo,99
EAGL 18 835 3764 L4599 18,15 41,34
EARGL 23 91ﬁ 3793 Lot 19.42 L5,25
13714 9 966 3729 L595 20,58 L7,82
13W1L 28 991 *3689 L680 21.34 49,06
U4 21 902 3759 L4661 19.35 Lh 65

*Includes 36 not assessed

The figure used for total known recall is 2020 relevant

(Cofo VIIou‘.iii)o 5
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PART 1 : Statement of Problem and Outline of Approach

To1 Scope of the NPL experiment

During the last two decades there has been an increasing awareness of
the inability of fixed classifications, such as the Universal Decimal
Classification (UDC), to cope with Document Retrieval, that is the provision
of a list of references in response to a request for information on a
specified subject. At the same time, methods of indexing and retrieval based
more directly upon the vocabulary of documents and requests have grown in
popularity and there has been a marked trend towards the use of such systems
by many of the more progressive technical libraries.

Document, Reference, or Text Retrieval must be distinguished from Fact
or Data Retrieval. A request for articles on

"Radio Waves from the planet Jupiter®
differs in kind from the queries

"Which companies worth over a million
pounds attempted takeovers in 4968%°

'What is the Specific Heat of Copper??
In this report, we are concerned only with the former.
The work reported here, whici. began at NPL in 1961 and was vecently
brought to an end, has been concerned with the improvement of key-word

techniques in purely mechanical indexing and retrieval systems. Its
objectives were

(1) to develop methods of clustering words on the basis of
speclally computed statistical measures of associaticn
between word pairs, and

(i1) +to explore and evaluate ways of employing these clusters
and assoclations to improve performance, especlally in
the ability to recall r<levant materiale.

We assume that natural language texts are in machine-readable form.

I.2 The retrieval problem

Given a collection of documents and a request on some specified topic,
the problem is to chose criteria which will select the documents likely to
answer the request; will select them singly, or in groups, in order o
likelihood; and will optimise the system performance as judged by the
users.

Thus any retrieval system must

(i) subdivide the collection, preferably into mutually
exclusive subsets, and

(ii) order these subsets of documents for presentation to the
requestor,
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I.3 Comparigon of fixed classification schemes and key~word based systems

The view of the retrieval process taken above clarifies some of the
main distinctions betwecn hierarchical (tree—like) classificalion schemes,
such as the UDC, and key-word based retrieval systems,

In the case of a hierarchical classification scheme:-

(i) The system provides a singl., fixed, subdivision .. the
document collection and a fixed ordering of the documents.

(i1) The system itself does not specify the order in which the
document or document subsets should be considered when a
search is conducted. The requestor must decide this
himself. Cross-references and 'see also’ entries are all
the system provides to aid him in accomplishing this
difficult task.

In contrast, in the case of key-word based systems:-

(i) A special subdivision of the document collection 'is provided
for each search request.

(ii) The document subsets are ordered according to some criteria
for assessing the likelihood that a document answers the
request. In the simplest case, the criterion is taken as
the number of key-words in the request that were also assigned
to a document to index it. The collection is then subdivided
so that all the documents in one subset score the same
number of points and the subsets are ordered according to
these scores,

There is no reason to suppose that a unique arrangement of the
document collection into subsets can be found that would be best, or even
good, for all possible requests. In fact, this seems highly unlikely.
Yet that is an assumption underlying any classification scheme like the
UDC. The chief benefit of the UDC is to decide the arrangement of the books
on the shelves. In this respect key-word based systems are superior in
providing a tailor-made subdivision for each request. They also have the
great advantage of producing an ordering of the document subsets for
presentation to the requestor. As will be seen later, some of the more
elaborate key-word systems can produce a subdivision of the document collec-
tion into a very large number of subsets, producing quite a fine ordering
or partial ordering of the collection. This enables the requestor to
terminate his search when he desires, giving him considerable control over
the quantity of output he receives from the system.

I.4 Advantages of mechanical systems based upon key-words

(i) Being mechanical, they do not suffer from human indexing
inconsistencies, as do the more traditional systems such as
the UDC.

(ii) The key-words may be combined as and when necessary in order
to describe the subject content of, or to index, a document,
or formulate a request for information. Thus, a document
describing a piece of electronic equipment used for measuring

8
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the human heart-rate could have been indexed by such words
as 'medical’, 'heart®, 'rate', 'electronics', 'instrument?,
'measurement', even before the development of the 'medical
electronics® field had been anticipated, and even if those
words had never before been brought together within the
system. By contrast the UDC, for example, sets out to
anticipate all subject areas of interest. Unpredicted areas
covering nore than one discipline cannot be accommodated
without considerable, and in practice continual, revision of
the scheme.

(iii) Being mechanical and therefore amenable to computer handling,
they boast the advantages associated with moderw .omputing
machines. These are, principally, high speed and reliability
and comparative case of repeatability. At present texts are
key-punched by hand from the printed copy, but more and more
material is being put into machine-readable form even before
printing.

(iv) The processing speeds possible with computers make it
practicable to consider procedures of a complexity that would
otherwise render them quite unfeasible, This is a major
advantage of such systems, and it creates a vast range of
potential modes of operation still largely unexplored.

Without the aid of computers it would not be sensible to consider the
techniques described in this report, as the manual processing involved in
the word association and word clustering stages would be quite prohibitive,

I.5 Systems based upon simple comparison of key words

The simplest systems operate by comparing a set of key-words used in
formulating a search request with sets used to index documenti in the
collection. There are two common ways of choosing key-words when indexing:
derived indexing, ir. which words are selected from the title or abstract
and, perhaps, from the full document text, and assignment indexing, in
which the words used to index a document are decided by other means, most
often according to the intuitive judgement of human indexers. The usual
practice is to retrieve first any documents indexed by at least all of the
words used in formulating the request. If insufficient output is produced,
or if the searcher thinks that not all relevant material has been gathered
in this way, it is customary to relax the request formulation and to
retrieve anything indexed by at least all but one >f the request words. If
the request consists of more than two words it can be further relaxed in
this way to obtain still more output. A slightly more elaborate procedure
allows the request to be formulated as a Boolean function (involving logical
connectives such as AND, OR, NOT) of a set of key-words.

Control of the indexing language sometimes involves no more than
recognition of synonyms and perhaps the use of some form of 'uger's
dictionary' or Vscope notes' giving guidance on the choice of words in an
effort to achieve a modicum of indexing consistency. Key-word stems may be
used in place of key words, especially when they are chosen from the text
itself. This means conflating or identifying morphological variants such
as 'act', 'acts', ‘actor?, ‘act:d', ‘active'. This can be done mechanically
to a satisfactory degree, for example by matching with as long a stem as
possible in the machine-held dictionary (See II.9).
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I.6 The need to search under related terms

The richness and flexibility of natural languages are such that almost
any search request can be expressed in numerous alternative ways., Different
people will have different ways of asking for essentially the same thing
and, indeed, any individual might express the same request in different ways
on different occasions. For example, one would be asking for virtually the
same thing by requesting information on

"transistor phase-splitting circuits!
and on
Ydriving circuits for transistor push-pull amplifiers.’
A simple system of the type discussed in the previous section would not

recognize this fact and, finding that the requests apparently have little
in common, would process them accordingly.

Another factor is that very few requests are such that all relevant
documents would be retrieved if attention were restricted to those bearing
a close narallel to the form of the request. Take Bar-Hillel's example of a
search request for documents dealing with

'diseases of animals in South America.®
One can envisage documents with such titles as
'Bacteria living in dogs®
and
'The 1ife cycle of insect X!
which may well be relevant and would certainly be worthy of consideratione.

This is not a wmatter of allowing for alternative expressions of the
same idea, but one of extending the search to cover subject areas related to
that of the request. Once again the recall of relevant material should be

improved by searching under terms related to those in the request.

I.7 Semantic relationships

Many kinds of semantic relationship can exist between words or phrases
whether within one text or in two comparable texts. Such relations include
synonymy, morphological variation, attribution, cause-effect, part - whole;
more broadly, similarity of function, even physical proximity where the
connection is frequent enough. Almost any association can attach itself to
the meanings of words over a period of time, or conversely, may decay or
vanish. The strength of a semantic association may also vary from library to
library. Some associations apply only within particular documents; others
to a subject area of the particular library, or to the library as a whole;
others more widely still. The indexing procedure and/or the search strategy
should take this into account. Thus with the example given above, documents

should be considered for retrieval if indexed by such words as 'bacteria'
and ‘insect'.

10
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Under such circumstances, the retrieval strategy must decide the
relative importance of documents indexed by request words, by semantically

related words and by combinations of both,

I.8 Structural relationships

The underlying structure of a text can be described in terms of
relationships between words or other components of the text. Any transitive
verb, in so far as it indicates some specific sort of connection between a
subject and an object, constitutes a structural relationship. All the
classical syntactic relationships are structural in nature. Structural
relationships are exhibited, for example, by the qualification of a verb or
adjective by an adverb, or of a noun by an adjective. Again, in describing
the content of technical documents, the 'effect (or action) of A upon B?
might be used as a structural relationship. In this case A and B might be
chemical elements or compounds, machine components, processes, environmental
conditions, etco.

Consider the following title:

Effect of transverse field on switching rates of magnetic-~core
storage systemse.

Examining some of the syntactic relationships we note that 'storage?
qualifies 'system!, ‘magnetic' qualifies ‘core®, ‘magnetic-core? qualifies
'storage system', 'switching rates' pertains to 'magnetic-core storage
system!, 'transverse' qualifies ‘'field', etc.

These structural relationships, unlike semantic ones, have no existence
outside the texts in which they occur; they are properties of particular
texts rather than properties of large corpora.

In the context of document retrieval systems it is still far from clear
what use, if any, can be made of structural relationships existing in the
documents or in requests. Is it helpful to preserve the structural information
as far as possible when indexing? This is done in the SYNTOL system (1]
and also in the intricate relational indexing system developed by Farradane
Bﬂa On a much lower level many systems employ links to indicate the
existence of relationships at the indexing stage: words, phrases, etc.,
that are interrelated are tagged and pairs of common tags indicate entities
which are related, without defining the sort of relationship.

If structural relationships are specified when indexing documencs and
only those documents retrieved which show a sufficiently good corcespondence
with the structure of a request (it being automatically assumed that the
words used to index the retrieved documents correspond satisfactorily with
those of the request), then the chances are very high that documents of
likely interest will be missed. Once a request is transformed or matched
against a document using semantically related words, the structure is likely
to lose its parallel, particularly, of course, if the matching words are
spread over several sentences in the document.

I.9 What use should be made of relational information for document retrieval?

From the discussion in the previous section there seems little case for
the introduction of structural or syntactic relationships. On the whole, such
information is far too specific in nature to be useful if one is concerned in

ERIC 11
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improving the recall of relevant documents. If one's prime interest were in
minimizing the recall of irrelevant documents, or if one were setting up a
fact-retrieval system, different considerations would apply.

On the semantic side synonymy and near-synonymy are not the only things
of interest, all other relationships are potentially useful as pointers to
words, additional to those used in a request, that should be considered in
the retrieval strategy. Our prime concern is to improve retrieval systems
from the point of view of their ¢bility to recall as much relevant material
as possible. That being so, the most valuable information is that specifying
which words are semantically related. There is little further advantage in
distinguishing between the various kinds of relationship occurring.

Cor aration shows that the necessary information about semantically
related *. 18 is not readily available. The task of investigating and
recording all the relationships for a large technical vocabulary is enormous.
Furthermore, the job would have to be repeated from time to time because the
situation is dynamic, new relationships being formed and old ones dying out
as subjects develop. To some extent the relationships existing depend upon
the interests and subject coverage of each particular library. For these
reasons, and in the interests of greater objectivity, it would be a tremendous
advantage if the identification of semantic relationships could be mechanized.
A possible method of doing this, which has been tried experimentally, is discusse
in the next section.

I.10 Statistical word association

Suppose that a large set of texts is analysed statistically, observations
being made of the total number of distinct words, of the number of sentences
containing each word and the number of sentences containing each possible
pair of distinct words. From a knowledge of the number of sentences in the
full set of texts and of the number of sentences containing each word, and
making the assumption that words are statistically independent in their
occurrence in texts, it is simple to calculate the expected number of sentences
containing any given pair of words. If the number of sentences in which two
words are actually obsarved to occur does not differ too greatly from the
calculated expected number, then it is reasonable to suppose that the assumed
statistical independence of the given words is verified. If, on the other
hand, these observed and expected quantities are significantly different, then
the assumption has not been verified and the words in question must be assumed
to be statistically associated. Techniques exist for deciding what is
significant in this respect and for obtaining a quantitative measure of the
degree of statistical association between two words.

Suppose the sample of texts is so large that the measured statistical
associations may be taken as representing properties of the language, rather
than peculiarities of the particular sample of texts (at least within a
given subject area if not in general). It is then reasonable to hypothesize
some, albeit unidentified, semantic relationship whenever a significant
statistical association is found. The measure of association being
statistical, there is always a chance that a high association that looks very
significant has, in fact, arisen fortuitously. Steps must be taken to control
this. These considerations are fully dealt with in section III, where we
define and measure an asjociation factor for any pair of words. We cannot
assume directly that, because itwo words frequently co-occur within texts,
therefore one is a good substitute for the other.

12
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Accordingly, for retrieval purposes, we develop a similarity coefficient
derived, again mechanically, from the association factor. This measures the
tendency of two given words to be found in similar company.

I.11 Word clusters

Having e¢stablishced a network of statistical connections between a set
of words by a technique of the sort Jjust described, it is interesting to
investigate whether there is a tendency, by virtue of these interconnections,
for the words to cluster. Assuming fairly restrictive rules of cluster
formation, so that the degree of interconnection within clusters is relatively
high, identification of such clusters offers the following advantages:-

(i) A useful relationship for retrieval purposes may be hypothesized
between any pair of words in a cluster. This provides a way of
predicting useful connections between words in many cases where
they do not result directly from the initial statistical analysis.

(ii) Instead of indexing documents in terms of individual words or
phrases, each cluster of closely associated words could be used
as a descriptor* to be assigned to documents to index them and
to be used for formulating requests, This method of utilizing
the word associations, if effective, is economical in terms of
storage space required for indexing a large collection. Further
economy is achieved by not having to store explicitly all the
separate word associationse.

I.12 Scale and subject area of experiments

A collection of some 12,000 abstracts of papers in electronics,
computers, physics and geophysics was used as the corpus for the statistical
analysis and derivation of word associations, The same collection formed
the document base for later retrieval runs in which various indexing and
search strategies and several different sets of word clusters were tested.
A dictionary containing 1,000 key-word stems was compiled on the basis of
a sample of the abstracts. These are the only words, taken separately or
in clusters, used in the experiments for indexing and searching.

Each retrieval run involved searches for 93 requests, 7 of an original
set of 100 having been cancelled., A variety of strategies involving the use
of five different sets of word clusters, and some strategies employing the
statistical associations directly, no clusters being involved, have been
tested and compared in a total of 14 main retrieval runse.

I.13 Relevance and coordination

A1l evaluation of performance is based on subjective considerations of
the relevance of retrieved material by the 20 people who supplied the search
requests, each assessing his own as relevant or not. Within this report we
use the word relevance to refer to this subjective Jjudgment by the user,
and not to any decision by the machine. The machine as we have said earlier

e em e em e e e e e e em oem e em e em em e e em m e e e e e = e e e e em = e e =

*By descriptor is meant any key-word, phrase, word cluster, decimal
classification number, author's name or any other entity assigned to
documents for indexing purposes, or used to formulate search requests.

13
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(102) puts the documents into subsets for presentation in a particular orders
Rach strategy has its own scoring system for this purpose. The score measures
in some definite way the extent to which the key-words in an abstrart match
those in the request, and we refer to it as the coordination. Then each
subset contains all documents with a given coordination, whether relevant

or not. The machine has to decide how many subsets to output, beginning with
the highest coordination, and for this it requires further information from
the user.

I.14 Output and evaluation

A customer with a request must specify approximately the size of output
he requires, for various reasons. First, there is likely to be a limit on
the number of documents he is willing to scan. Secondly, the cost of an
operating system is closely related to the quantity of output [i]o Other
metaods of specification such as a desired coordination level are likely to
occasion very wide and therefore costly or inconvenient variations. It is
not easy to foretell, for example, the effect of asking for all documents
with a particular number of key-words present. Accordingly, strategies are
evaluated by comparing the numbers of relevant documents in a given size of
output, and also by the relevant documents retrieved by one strategy and not
by another.

I.15 Recall

In experiments where the whole library has been evaluated, that is every
document compared with every request, it has been common practice to
generate output for each request till a certain proportion of its relevant
documents have been retrieved (recall ratio) and then to measure what pro-
portion these are of the output (precision ratic). One chief reason for
doing this has been to allow for requests with few and with many documents
in the collection. It does not however correspond very closely to the actual
business of running a system, where the relevant documents are not known
beforehand. In our own experiment this would require 11,571 times 93, say
one million relevance assessments, which was beyond our resources. In fact
about 17,000 were made by our 20 requestors. To estimate the actual numbers
of relevant documents by sampling from part only of the library would have
been ineffective, since the average is only 21.7 per request. However, we
felt that with 14 different strategies we were likely to cover most of the
relevant documents. An almost exhaustive search with 3 requests and another
using subject indexes with 12 requests suggested that in fac . we had already
found about 80% of the relevant documents in the collection. We tabulate a
known recall ratio corresponding to the numbers of known relevant in a given
output.
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PART 2 : Word Association and Clustering

ITI Preparation and Machine Input of Texts

IT.1 Choice of texts and subject matter

The principal use of the texts in the first phase is word and word-
pair counting. If the statistical associations produvced by analysing the
texts are to be as meaningful and useful as possible, texts should be used
which do not contain a high proportion of repetition or redundant 'padding’
material. Abstracts have the desired characteristics and that was the form
of text selected for these experiments.

The abstracts were compiled at the Radio Research Station (now Radio
and Space Research Station) at Slough, England. They were published over
the period 1953-62 in a journal which, during that time, has been called
"Wireless Engineer', "Electronic and Radio Engineer® and 'Electronic
Technology'. The same abstracts were published concurrently in New York in
the Proceedings of the Institute of Radio Engineers (now the Proceedings of
the Institute of Electrical and Electronics Engineers).

Out of some twenty categories under which these abstracts appeared the
following five were selected for our experiments:

1o Automatic computers

26 Circuits and circuit elements

30 General physics

bo Geophysical and extraterrestrial phenomena
5 Subsidiary apparatuse.

These subjects were chosen partly because we have experts at NPL in
electronics and computers who could assist us. At the same time it was
thought that, from the retrieval point-of-view, these subject areas would
provide most of the problems and difficulties encountered in other scientific
and technical areas. Geophysical material was included so that the collection
should not be too narrow in scope. We have been very grateful for the
willing cooperation of the Radio and Space Research Station in providing us with
the advice and assistance of subject experts in this field.

It should be pointed out that the scope of the abstracts is not as
wide as the category headings would suggest. Abstracts appear under these
headings only for papers having some pertinance to radlo-communications,

IL.2 Unit of text

In studying word co-occurrence in texts for the purpose of computing
statistical association measures, what should constitute co-occurrence?
Juxtaposition of two words might be taken as the criterion. Altermatively,
two words may be said to co-occur if they appear in a text within some
broader, but well defined, context such as a span of a specified number of
words, a sentence, a paragraph, a page or a complete paper. In any case it
is nececsary to work with some such unit of text and to define word
co-occurrence in terms of it. The disadvantages of adopting too small a
unit are that many useful associations might thereby be missed, and secondly
that an inordinate amount of text must be analysed. For example, if word
Juxtaposition were taken as the basis for co-occurrence an astronomical
quantity of text would have to be scanned in order to uncover a significant
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proportion of useful associations. The main penalty for working with too
large a unit of text 1s that there would then be a high chance that any
associations produced would not be very meaningful. There 1s probably an
optimum unit of text for any proposed method of analysis, A considerable
amount of experimentation would be required to establish this optimum,
However, the point was not thought to be sufficiently critical to Jjustify
this and the choice was made less objectively.

Each title and abstract was regarded as a unit of text, these units
containing on average a total of about 33 words. Repeated co-occurrence of
two words in abstracts of papers on fairly well defined topics should be a
reasonable indicator of the existence of a useful relationship between them.
Many of the fortuitous relationships found in this way should be eliminated
by rejecting the weaker statistical associaticnse.

11,3 Selection of key-words

This is based upon a study of a sample (taken from the corpus) of 1,648
abstracts. A listing was produced of all the distinct words occurring in this
sample together with the frequency of occurrence of (i.e. the number of
abstracts containing) each. This list was studied very carefully by three
people, two of them being fairly femiliar with the subject matter, who decided
intuitively which words to retain in the system as key-words, all others
being excluded from further consideration,

I1I.4 Conflation of word forms

Where it was thought to be appropriate no distinction was made
between different form of the same word, For example, computer, computers,
compute, computing, computable, computation, etc., are not distinguished,
These forms are conflated by identifying all words starting with the stem
COMPUT. This is consistent with the view expressed earlier that structural
details are relatively unimportant for document retrieval systems, the
information discarded by conflation being mainly syntactic,.

Conflation also has the following advantages:

(1) It reduces the size of the dictionary (of stems) to be stored
and manipulated in the computer, and

(ii) When computing statistical association measures between word
stems the frequencies and co-occurrence frequencies involved will
be greater, for a given corpus, than those pertaining to the
separate word forms. This enables us to work with a smaller
corpus,

Another way of thinking about this is that, from the point-of-view of
indexing documents and their comparison with requests, it is important that
the concept of 'computation' be discussed in a document or introduced in an
abstract, but it seems of relatively little interest to know whether the
noun or verb is used or whether machines are discussed in singular or plural.

I11.5 The stem dictionary

The system of word stems was constructed so as to maintain those
distinctions between words thought to be useful for the purpose of these
experiments and to suppress others. As an example, the stem ANALY appears

Q . .1E;
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in the dictionary, but ANALYSER is also entered as it was decided that it
might be useful to be able to distinguish such references to pieces of
hardware (differential or spectral analysers) from other occurrences of the
shorter stem. In a few cases word forms that would have been conflated
have not been, because to do so simply by slortening the stem would permit
undesired words to match the same stem. The stem CIRCL matches with circle,
circling, etc., but had the stem been shortened to CIRC in order to match
also with circular an undesired match would occur with the word circuit.

The dictionary therefore contains CIRCULAR as a separate entry.

Heving conflated terms in this way all the stems were listed and their
frequency of occurrence within the 4,648 abstract sample was recorded, At
this stage there were 1,324k stems. Of these, 323 occurred in the sample
once only and 171 occurred twice. It was decided that most of the words
occurring in the sample only once were of little value in the experiment and
should be discarded. However, fourteen of them were retained as being useful
words within the subject area in spite of their single occurrence in the
sample.

On consideration of possible methods of organizing and handling the
dictionary and other data in the computer it was found that if the number of
items in the dictionary could be limited to 1,000 much more efficient use
could be made of the machine and programs would be executed more rapidly than
would be the case with a larger dictionary. The decision was therefore taken to
discard a further fifteen of the rarer words, leaving exactly 1,000 key-word
stems in the final dictionary. The complete dictionary is shown in
Appendix A1,

II.6 Word truncatiocn

It was observed during construction of the dictionary that practically
all the distinctions required to be made between words could be made on the
basis of the initial eight letters, or fewer, of each word. Again in the
interests of economy, on being read into the computer all text words of
greater length are truncated after the initial eight letters. The very small
number of distinctions which consequently cammot be made seems a small
sacrifice for the computer storage space saved. This is purely a matter of
convenience, and although the loss of performance incurred is acceptable for
the purpose of our experiments it might not be considered so if the design
of an operational system were being considered.

II.7 Key-punching of texts

A typical abstract from the corpus is shown in Fige II.7.1. The title
and full text of each abstract are coded for machine input, with the
following exclusions:

abbreviated bibliographic details (i.e. author, journal, etc.)
nunerical data,

special symbols,

all punctuation marks other than the full stop,

full stops in gbbreviations,

Vi -
T N N
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551.510.535 2052

Sequential Eg and Lunar Effects on the Equatorial
Eg.--S. Matsushita  (]. Geomag. Geoelect., Sept. 1955,
Vol. 7, No. 3, pp. 91-95.) Among the various types of
E, which have bheen observed, one shows apparent
vertical movement on the ionogram, and has been
termed ‘sequential ;" by investigators at the National
Bureau of Standards. A study is made of this pheno-
menon using records from a numbker of stations; the sub-
type investigated is that involving an E, region which
first appears at a height of about 200 km in winter and
180 km in summer and then drops to normal E level,
where it persists {for some hours. 7The latitude and
time distributions of the phenomenon are briefly
discussed.

FPigo, II.7«1. Sample abstract from corpus

This is key-punched on to 80-column cards using a standard 4-zone code
(see FigoA2.1, Appendix A2). The one spare code position is used to represent
a full stop. The termination of an abstract is marked by two full stops.
Each character or space occurring in the material being key-punched is coded
in a separate column on a card, the first 48 columns only of each card being
used for this purpose. The coding of each abstract commences on a new card
and ab:tracts involving more than 48 characters are continued on a subsequent
card or cards. Fig. II.7.2 shows the form in which the sample abstract is
coded for machine input after the various exclusions have been made.

SEQUENTIAL E AND LUNAR EFFECTS ON THE EQUATORIAL E,
AMONG THE VARIOUS TYPES OF E WHICH HAVE BEEN OBSERVED
ONE SHOWS APPARENT VERTICAL MOVEMENT ON THE IONOGRAM
AND HAS BEEN TERMED SEQUENTIAL E BY INVESTIGATORS AT
TiE NATIONAL BUREAU OF STANDARDS. A STUDY IS MADE OF
THIS PHENOMENON USING RECRDS FLOM A NUMBER OF
STATIONS THE SUBTYPE INVESTIGATED IS THAT INVOLVING AN
E REGION WHICH FIRST APPEARS AT A HEIGHT OF ABOUT IN
WINTER AND IN SUMMER AND THEN DROPS TO NORMAL E LEVEL
WHERE IT PERSISTS FOR SOME HOURS., THE LATITUDE AND
TIME DISTRIBUTIONS OF THE PHENOMENON ARE BRIEFLY
DISCUSSED.

Figo II.7.2. Sample abstract from corpus as key-punched.

The exclusion, during the key-punching operation, of various parts of
the text was for the purpose of simplifying the task and thereby reducing its
cost, and associated error rate., This applied particularly to bibliographic
data. Much of this work had to be contracted out, but it was very difficult
to find people with experience in this kind of work. We therefore had to
make the requirements as simple as possible in order to get it done at all,

In spite of these precautions the key-punching took many months and
the error rate was alarmingly high at first. In the first batch of about
1,600 abstracts, key-punched by an outside agency, about one word in twenty
five was incorrectly punched. This material was prepared by girls operating
ordinary hand punches, making two finger depressions to obtain the alpha-numeric
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coding. Most of the remaining punching was done on machines having a type-
writer style keyboard. Fortunately the error rate for the 10,000 or so
abstracts following the original batch dropped to about one incorrect word
in 250, Presumably this is at least partly attributable to the use of card
punches with a full alphanumeric keyboard.

The latter error rate of 1 in 250 was not expected to have a pronounced
efrect upon the outcome of the statistical analyses and was therefore
accrptable. The higher error rate in the first batch would not have been
acceptable had it persisted. However, as it affected only a small proportion
of the corpus those abstracts were also used without correction.

II.8 Representation of text in the computer store

Stems in the dictionary and text words read from punched cards are
stored in the computer in an extremely simple coded form. Each letter, and
space, 1s represented by a five digit binary number: the nth letter of the
alphabet by n, space by the number zero. The coded representations of
successive characters of a word or piece of text, taken in their natural
ordsr, are held in successive groups of five binary digits in the computer
store, progressing from the more significant to the less significant end
of each computer word.* To illustrate this consider the representation within
the computer of the word ‘'mactine'. These characters are first transformed
into a sequence of numbers representing the position of each character in the
alphabet, thus

135 15 3, 8, 9, 14, 5o

The binary representation in the computer is obtained simply by grouping
together the corresponding five digit binary numbers:
M A C H I N E
01101 00001 00011 01000 041001 01410 00104

1

more significant
end of computer word.

The text of each abstract, when read into the comruter from punched
cards, is stored as a continuous character string, running on from one
computer word to the next and cccupying as many words of computer stare as
are necessary. The text words are then separated by identifying the space
characters, which have their own particular code. After truncating long text
words by discarding all letters after the eighth, each text word is stored
in a separate computer word, each of the latter being filled from the more
significant end,

*A computer store is commonly composed of units referred to as 'words', each
able to hold a string of binary digits. Each word of the Ace Computer,
used in these experiments, contains 48 digits. By the more significant end
of a word is meant the end at which, if the string of digits stored in the
word is regarded as a binary number, the most significant digit of that
number is located,
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II.9 Dictionary organization and look-up

Since text words are truncated to a maximum of eight letters when they
are read into the machine, no character string of greater length is ever
compared with the stems in the dictionary during the look-up process. The
longest stems in the dictionary therefore contain eight letters. The stems
are stored one per computer word, coded in the same way as the text words.
The dictionary is arranged in eight sections, according to stem length,
the stems in each section being arranged in alphabetical orders

The method of coding described requires 40D binary digits to represent
the longest stems. Words in the Ace computer are 48 digits long, so that
each computer word containing a dictionary stem has at least eight spare
digits, some of these digits are used to store a number, in the range 1-8,
associated with each stem indicating the longest text words to be considered
when testing for 2 "match' with that stem. By definition, a match cannot
exist involving a text word of more than the specified maximum length.
However, since long text words are truncated after eight letters, when the
nunber specified is eight, there is effectively no restriction on the length
of text words with which the corresponding dictionary stem might match. The
number indicating the maximum allowable extension of each stem is shown with
the dictionary in Appendix A1,

To illustrate this system, consider the following dictionary entries
(which are not adjacent):

BAND 5
BANDWIDT 8.

The first of these stems is intended to match with band and bands, no match
with words of more than 5 letters being permitted. The word bandwidth is
picked up by the other stem. Although it does not arise in this case, the
system as defined so far could result in the occasional mismatching of a
text word with a stem. Consider the following dictionary entries:

MGDEL 6
MODE 5,

Since the stem MODE can be matched with words having 5 letters a mismatch
could arise between this stem and the word model, However, this is avoided
by accepting the longest stem with which a given text word matches. The
dictionary being in sections of different stem length, this simply entaills
referring each word first to the section containing the longest stems, then
to the others in order of stem length, and always accepting the first

match for each word.

The text of an abstract having been read into the computer, beif'ore its
words are referred to the dictionary they are alphabetically ordered and
multiple occurrences of words are eliminated., The words in each section
of the dictionary are also in alphabetical order, so all the words from the
abstract are compared with.the stems, and matches noted, in a single pass
of the dictionary. The dictionary is stored on magnetic drums, so this
procedure saves a great deal of time in terms of drum accessings

Corresponding to each abstract processed in this way a post-abstract
is output on punched cards containing the code numbers of all dictiocnary
stems occurring in the abstract., Other data output at the same time include
the total number of words (including repetitions and words not in the dictionary)
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and the number of distinct dictionary stems in the abstract.

II,10 Word/abstract incidence matrix

This is a binary matrix (i.e. a matrix whose elements all have value
either O or 1) having a row corresponding to each dictionary word stem and
a column corresponding to each abstract (Fige IT.10.1).

ABSTRACT

01 2 3 oeoo 11’570

6101 01 6000 0
1 10000 co0s 1
2 111 01 ceoe 0
WORD .

o

o

999 10 0 01 soeo0 4

(VALUES FICTITIOUS)
Figo II1.10,1, Word-abstract matrix

The complete matrix is far too large to be held in the machine, even on the
magnetic drums, in its entirety. It is therefore constructed in sections,
each having 1,000 rows in correspondence with the word stems and 1,536
columns, and therefore representing only a fraction of the collection of
abstractse.

Before constructing a section of the incidence matrix all the elements
are set to zero. The post-abstracts are then read into the computer in
sequence. As each one is read in the rows of the matrix representing the
word stems listed in the post-abstract are reed irom the drums, the element
in each rcw corresponding to the particular abstract is set o unity and then
the matrix rows thus modified are written back on the drums. After each
section of the wori/abstract incidence matrix is completed it is output on
punched cards,




- 16 -

III Derivation of Statistical Associations

IIT.1 Scale of experiment -~ What corpus size?

There are two main considerations in deciding the scale of experiments
of this kinde The first is that it should be large enough for the experiment
to be realistic. The second is that the corpus should be sufficiently large
to yield statistically significant resultse.

Such an experiment should be regarded as being realistic if its results
and conclusions can be extrapolated and applied to the solution of problems
arising in real-life retrieval situations. Some ol the problems encountered
in practice arise through semantic ambiguity, the interpretation of words
having different meanings or connotations in different contexts and through
the vague and imprecise use of words. In any experiments, therefore, the
vocabulary should be sufficiently large and the subject coverage of the
collection sufficiently diverse to ensure that factors such as these produce
significant problems to be contended with. Results would be worthless if such
difficulties were eliminated at the outset by oversimplification in setting
up an experiment.

How many documents should a system provide in response to a customer’s
request? This question has no simple answer. It will depend upon the nature
of the request, the nature of the customer®s interest in the subject and
upon mary imponderable factors. However, most customers will have only
limited time to consider the output from any system. Hence, given a vast
collection and a system capable of turning up more and more relevant
documents the limiting factor remains the maximum number of documents the
enquirer thinks it reasonable to receive. In other wsords, the larger the
document collection the more discriminating power required of the system.
This is another disadvantage of experimenting with an unrealistically small
collection,

Turning now to the subject of statistical significance, it should be
noted that nothing can be inferred from a single co-occurrence of itwo words,
and two may mean very little, regardless of the collection size. (4s
explained, the basic unit in these experiments is the word-stem, and 'wordf,
used here for brevity, should be interpreted in this way). It is therefore
important to ensure that the outcome of an experiment is not critically
dependent upon associations derived from such very small co-occurrence
frequencies, many of which may be purely fortuitous. In order to obtain
larger co-occurrence frequencies in a reasonable number of cases most of the
words should appear in the collection at least a dozen or so times. Rarer
words are unlikely to yield the higher co-occurrence frequencies desired.

An analysis of our corpus* shows that:

10% of the dictionary stems occur in not more than 1 in 750 abstracts,
29% of the dictionary stems occur in not more than 1 in 400 abstracts,
d

an
66% of the dictionary stems occur in not more than 1 in 100 abstracts.

These figures make it clear that, for the given subject coverage and
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*Individual word frequencies are included in the listing of the dictionary
in Appendix M. Distributions of word frequencies, for the full corpus and
for different sized subsets, are shown in Appendix Al.
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'vocabulary, the corprus must contain at least about 5,000 abstracts. With
fewer abstracts than this many of the rarer words would yield no useful
associations and would effectively be excluded from the experiment. The
vocabulary, which must already be regarded as being of minimal size for a
realistic experiment, would thereby be made still smaller,

Regarding the figure of 5,000 as being borderline, it was decided that
the corpus for these experiments should contain a minimum of 10,000 abstracts.
A total of 12,288 abstracts were finally used for the derivation of word
associations and clusters, although a few of these were excluded from the
document base used subsequently for retrieval purposes.

When this work began the comparable experiments of which we were aware
invclved very smell numbers of requests and only a few hundreds of documents.
(Compare EZQT, ppe104, 178). With perhaps one cr twc exceptions this
situation has net altered (1969).

III.,2 Variation of word co-occurrence frequency with corpus size

For convenience of handling, the abstracts were processed in batches of
1,536, that being equal to the number of bits (binary digits) in one 32-word
block of memwory in the ACE computer. The full corpus is composed of eight
such batches, Distributions of word co-occurrence frequencies appear in
Appendix Ahk. These are for subsets of the corpus consisting of one, two and
four batches, and for .1l eight batches. The cumulative totals shown in
Fig, III.2.1 are taken from these distributions. They indicate the number of
distinct word pairs with frequency greater than each given value, excluding
self-pairings. The number of such frairs possible with a 1,000 word dictionary

is 499, 500,

WORD NO. OF BATCHES OF 1,536 ABSTRACTS |
PAIR
FREQUENCY 1 0 L 8

> 0 56,379 89,434 Uy, 346 202,721
> 9 17,601 36,078 73,392 124,009
> 2 8,276 19,731 46,251 87,534
> 5 2,092 6,522 19,167 43,911
>10 532 2,174 7,882 24,824
> 20 98 552 2,610 12,698
> 50 1 50 INON 2,100
>200 1 4 98
>500 e _ 27

Figo III.2.1 Number of word pairs with given frequency.
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Of all the possible word pairs, roughly 1Q% occur in the single batch of
abstracts analysed, rising to about 40% in the full corpus. The number of
word pairs occurring with higher frequencies is of sp cial interest and it is
seen that, whereas only 98 word pairs with frequency greater than 20 occur in
the single batch, the corresponding number rises dramatically to 12,698 in
the full corpus. Thus from the point-of-view of a study of word co-occurrence
and association, as the corpus size is increased from the 1500 abstract level
its value, in terms of the number of high co-occurrence frequercies, increases
far more than proportionately.

III.3 The ACE computer

All the work involved in analysing the abstracts and computing statistical
measures of word pair association was executed on the ACE computer., This was
the only machine of its kind, having been designed and built at NPL, Since
the experimental procedure has been influenced in a number of ways by
considerations of what was and what was not feasible using that machine, a
brief description of it follows.

ACE was a valve-operated machine having mercury delay lines as its fast
access stores, The total delay line capacity was about 800 words, including
24 long delay lines each holding 32 words. The word length was 48 bits. Each
instruction occupied one machine word and contained four addresses, two
specifying the location of operands, the third specifying where the result
should be sent and the last pointing 4o the next instruction to be obeyed.

The cycle time of the 32 word delay lines was one millisecond, The time
taken to transfer a word from one of these to another store or to the
instruction register was therefore between 32us and 1 ms deperding upon the
position in the delay line of the word being transferred.

The long transfer feature of ACE was particularly useful for the anslysis
of word-pair frequencies., It allowed the contents of any number of words of
a long delay line to be regarded as a single number or bit string. Thus the
addition of two such numbers or any logical function of one or two strings of
up “0 1,536 bits could be executed in a single instruction. The time required
to obey such an instruction was 1ms when the contents of the full delay line
were involved and correspondingly less on other occasions. This facility
was used extensively for binary matrix processing.

32,000 words of backing store were provided by four magnetic drums. The
information on each drum was held on 256 tracks, each holding one 32-word
block, The drums had moving read/write heads. The average time for a track
selection involving a head movement was ~bout 35 ms. Transfer of information
between a drum track and the fast store took a further 7mse.

The number of stems in the dictionary was limited to 1,000 so that a
wori/abstract matrix could be stored on the drums with one track assigned to
each word or matrix row, the remaining 24 drum tracks being available to hold
program and other small amounts of datae

A lower level of storage was provided by six magnetic tape decks. All
full-valred (i.e. non-binary) matrices of word pair frequencies, associa‘“ion
factors, similarity coefficients, etc., were stored on magnetic tape, their
requirements vastly exceeding the capabilities of the drums., GCorstructing
and processing such matrices was a relatively slow business because of the
slow speed of tape operationse

IITo4  Matrix of word co-occurrence frequencies

Construction of this matrix invovag applying the logical or Boolean




-19 -

operation, AND, to two strings of bits. This is illustrated in Fige IIIok.1,
A and B being two given strings of bitss € is the string of bits produced
by applying the AND operation to A and B, and contains a *1' in every position
in which both A and B contain "',

The first step in obtaining the co-occurrence frequency of two words is
to produce the string of bits obtained by applying the AND operation to the
corresponding rows (stored as strings of bits, each row on a separate drum
track) of the word/abstract incidence matrix. The co-occurrence frequency
of the words is then obtained simply by counting the number of 1%s in this
new string of bits.

As mentioned earlier, the word/abstract matrix is so large that it has
to be handled in sections, only one of which can be stored on the drums at a
time. The matrix is composed of eight sections, each having 1,536 columns
and representing that number of abstractse.

A matrix of word co-occurrence frequencies is produced from eazch section
of the word/abstract matrix and is stored on magnetic tape. Finally, the
matrix of word co-occurrence frequencies for the full corpus is produced as
the sum of these eight matrices, This was done by repeated application of a
program written to sum two such matrices. When adding two matrices corres-
ponding pairs of elements are added to obtain each element of the =sum,

Bit string A: 041000110101001110010
Bit string B: 100114100011 010101111
Bit string A AND B: 00000400004 000100040

Fige III.4.1 Performing the AND operation upon two bit strings

III.5 Degree of association and statistical confidence

We are interested in two things:

1e statistical measurement of the degree of association between
two words,

20 the statistical confidence with which a degree of association
can be asserted.

In the general case these are independent. For an understanding of this
consider the following analogous situation, It is generallv accepted on
statistical grounds that an association exists between cigarette smoking and
the iuncidence of lung cancer. The degree of association is very low, since
only a very small proportion of sm-kers zre affected in this way and by no
means all lung cancer is attributable to this cause. However, because the
statistics have been gathered from a vast number of case histories the
evidence is overwhelming. The possibility that chance events alone account
for the observed statistics and that no association exists can, for practical
purposes, be ruled out. In this case we say that the association is
assertable with high statistical confidence,

When trying to establish whether or not two variables are associated the
usual procedure 1s to start with the null hypothesis that they are not and
then to apply a test to see whether this hypothesis can be rejected at a
suitably high confidence levels The chi-square test is often used for this
purpose (see, for example, (21]). It is inadequate for our purposes,
however, since it would only enable us to establish whether or not two words
were associlated in their use, saying nothing of the degree of association.
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Ideally we would like to be in a position to say at what confidence level we
could accept any given measured degree of association. This calls for rather
more <laborate methods which would be costly in terms of computer time to
implement.

It would be particularly important to consider confidence levels if one
were working with a small semple of texts and were thereby forced to work
with very amall word co-occurrence frequencies. Under such circumstances
there would be considerable risk that measures of high association were not
significant. However, we have rejected all word pairs occurring once only in
our collection and, by setting a threshold level upon our association measure,
we cream off only about 1Q% of the word pairs occurring at least twice. From
Figo IIT.2.1 it is evident that many of the word pairs creamed off will have
occurred twenty or more times. We feel that under theane circumstances the
statistical significance level of selected word pairs is not of such vital
importance and that one is justified in considering only the measured degree
of association. This is what we have done.

IIT.6 Choice of association factor

One classical measure of association (see, for example, [}1]), or
association factor, is obtained in this context as the ratio of the cbserved
number of co-occurrences of two words to the expected number assuming
statistical “ndependence (i.e. no association). This may be expressed as

Non, .
AaFn1 = e

n..n,
i Jd

where N i3 the total number of abstracts, n, . is the number of abstracts
containing both the ith and jth words, and J _
n, and nj are the respective numbers of abstracts containing the ith word

and the jth word.

One interesting property of this function is its symmetry, In evaluating it
for a given pair of words it is of no consequence which word is considered

as the ith word and which one as the jth, the same value of association will
result in either case. Although, at first sight, this may seem entirely
logicaly there are grounds for arguing in favour of a non-symmetric measure

of association yielding, in general, two values for each pair of words. This
seems sensible when one observes, for example, that given a request including
the word photography, relevant documents are quite likely to contain the word
film, whereas documents relevant to a request containing the word film are far
less 1likely to contain the word photography because 'film*® is used ia many
other contexts, Thus, if the purpose of an asso~iation measure is the selection
of documents containing words associated with those in a given request,
symmetry is not necessarily a desirable property.

The conditional probability, P(Wi/wj)’ of finding word W, in an abstract
known to contain the word Wj provides a erude measure of association which

reflects this asymmetry in the use of words. In general the probabilities
P(Wi/wj) and p(wj/ﬁi) assume different values,

The association factor is computed for &ll word pairs and the results are
arranged in the form of a matrix. Quite a lot of processing requiring ready
access to both the rows and columns is done with this matrix stored on maghetic
drums. This presents a problem since, if the rows of the matrix are stored on
successive drum tracks, then reference to the columns is slow and vice versa.
For this reason we were obliged to adopt a syrmetric measure of word association,
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The ith column and ith row of the matrix are then identical and the need to
refer to both rows and columns is removed. We wished, however, to choose as
an association factor a function which would assume a high value if at least
one of the two conditional probabilities for a pair of words was large. The
simplest function we could imagine satisfying these requirements is that
obtained by selecting the greater of the two conditional probabilities,

Jeeo MAX[p(wi/wj), p(wj/ﬁi)ja

Tais function is not entirely suitable because, in the case of a very
frequently used word, the conditional probability of that word given another
word is likely to be high for many other given words, In this case a high
conditional prcbability does not necessarily indicate a strong association
between two words. Thus, each conditional probability p(wi/wj) should be
considered in relation to the unconditional probability, p(wig, of the same

word. This cannot be done by taking the ratio of the two probabilities since
that yields the first association factor we considered (44), which does not
have the desired property of assuming a high value if either of the conditional
probabilties is large. We therefore followed the other obvious course and

took the difference between each conditional probability and the corresponding
unconditional one. Hence the function becomes

ma [(p (wy/m )-p(m;))s (o /s )-p(m, )]

In terms of

N, the number of abstracts in the collection,
n., " " " " containing word W,
n. s " " " " " " w.
J " " n " J
14
and nij’ _words wi and Wj’

this can be expressed as:

ni. ni ni. n,

MAX <——*1_—~>,<—1-—1> o
n, N n, N
J 1

Tne fact that we were not interested in negative associations enabled us to
simplify the function slightly. As mentioned earlier we wished to reject all
word palrs occurring less than twice, and we decided to do this by assigning
the value zero to the association factor when nij is less than two. The

form in which the association factor was finally computed is:

¢ n, . MAX(ni,n.) .
! < S T B S )
A5 = ¢ N VIN(ngsms) N when .. > 2.

1
t 0 when n.. <2
1J

It is worth pointing out that this measure takes no account of
frequency of occurrence or of co-occurrence within an abstract. There are
two reasons for ignoring these:

(i) dealing with short abstracts the important thing is that a word

is introduced at all, the frequency of use within an abstract not
having much significance and being partly a matter of styley, and
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(ii) if techniques of this sort are ever to be of practical use the
computing time required for processing word pairs (of which there
might be an enormous number) must be kept to a minimum,

III.7 Thresholding the association factor

Computed as above to an accuracy of 15 bits, the association factors
for all word pairs are packed, three per machine word, and stored on
magnetic tape. Access to information on magnetic tape is very slow, and the
necessary processing of the association factor matrix would not be practicable
if attempted in this way. Instead, a threshold value is set upon the
association factor, two words now being regarded as associated if their
measured association is at or above this threshold. In this way a binary
association matrix is produced containing a 1% to indicate each word pair
association and zeros elsewhere. This matrix, being far more compact, can be
held on the magnetic drums and processed in very much less time. Bearing in
mind the purpose of the associations, we thought that the original matrix
contained enough redundancy for this thresholding process to be quite
sensible. '

The problem, of course, is to decide what threshold value to set. We
finally adopted the somewhat arbitrary procedure of assuming, on the basis of
the proposed use of the resulting binary matrix, what would be a reasonable
average number of associations per word, and setting the threshold value
necessary to produce approximately that number. This is achieved by first
producing a distribution of the association values in the unthresholded matrix,
illustrated in Figo III.7.1. Starting with the highest association value,
cumulative totals are produced of the number of assoclations exceeding a
progressively lower threshold value, until the desired total is approximated.

4

NO. PATIRS HAVING
ASSOCIATION A.

!

FPige III.7.%" Distribution of association values

‘ ' ] RTINS % ASSOCIATION A

We initially thought that we could decide what threshold value to set by
studying the distribution of association factors produced from a constructed
set of random 'abstracts®. Although the exercise did not solve the
thresholding problem the results obtained are very interesting and they are
described in the next section.

II1.8 Comparison of real and random abstracts

A set of 1,536 random ‘abstracts® was constructed having the same
distribution of word frequencies as a batch of real abstracts. In fact we
simply produced a random wori/abstract matrix having the same number of 1°%s
in each row as the real matrix (and therefore the same word frequencies),
The positioning of the 1%s within the rows was determined by use of a
pseudo-random number generating program,
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This fictitious word/abstract matrix was processed to obtain the word pair counts
and the set of association factors for all word pairs.

Distributions of word pair frequencies for the real and random abstracts
appear in Fig, IIT.8.1, They are remarkably similar. However, the real
abstracts contain significantly more high frequency (i.e. commonly occurring)
word pairs than the random, as shown by the differences in the cumulative
totals. The total numbers of word pairs occurring are almost identical in the
two cases. Fige I1I.8,2 shows the distributions of an association factore
The association factor used here is a modified form of A.F.I (section III.6),
the logarithm having been introduced to compress the range of values of the
function. Again there is a significant, though quite small, difference
between the two distributions,

Anticipating a far greater separation of the distributions of association
factors, we had thought that a suitable threshold value might be obtained by
taking a value exceeded by, say, only 1% of the word pairs in the random
abstracts. The hope was that such a value, used as a threshold for the real
data, would reject a similar proportion of the fortuitous associations. The
similarity of the distributions shows this argument to be invalid, or at any
rate not to yield a useful result.

I1T.9 Computation of similarity coefficient

The association factor has two weaknesses with respect to the present
application. The first is that we can be fairly sure that many high associations
will occur by chance, in spite of the precautions we are taking. Secondly, in
the short abstracts we are analyzing it is unlikely that synonyms or near
synonyms will tend to co-occur, an author choosing one or the other, but having
little opportunity of using both. Synonyms are therefore unlikely to be
detected by means of their association factor.

The similarity coefficient was introduced in the hope that it would be
better in these respects, and because we think it has far more intuitive
appeal as a measure of likeness of words.

To compute the similarity coefficient between two words we gompare their
rows in a binary matrix of associations, In this way we are comparing the
sets of words found to associate with each of the given words, and if they
are similar we want the similarity coefficient to be high. This is exactly
analogous to the process of computing an association factor, in which two rows of
the word-abstract matrix (also binary) are compared. We have therefore
employed the same function (AoFoﬁ) used as an association factor, The reason
for now referring to it as a similarity coefficient is to avoid ambiguity.

The steps involved are:

1o Produce binary association matrix from matrix of association factors,
A.F.5, setting a threshold value of 5/6L.

2, Compute similarity coefficients as

( ( By M(mi’m.i)>

SeCel = i Mm(mi’m,j)’ x when my . >

0 when mij < L

where M = number of words in vocabulary = 1000 )
m.,n, = number of words associated with word i,j respectively
m;j J = number of words associated with both i and J.
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REAL ABSTRACTS RANDOM ABSTRACTS
FREQ. :
R 10, PATRS | CUMULATIVE | yo pprpg | CUMULATIVE
P (R) TOTAL P» (R) TOTAL
A 8P1(R) ZPz(R)
0 443,421 499,500 L4y2,87) 499,500
1 38,778 56,379 42,183 56,626
2 9,325 17,601 8,370 Vyldi3
3 35461 8,276 2,88y 6,073
4 1,781 L,815 1,276 3,189
5 ou2 3,034 649 1,913
6 €09 2,092 389 1,264
7 336 1,483 239 875
8 271 15147 153 636
9 206 876 127 483
10 138 670 83 356
& 100 532 49 273
12 82 432 53 224
13 57 350 35 1714
14 1 293 26 136
15 46 242 21 110
16 3 196 14 89
17 15 165 11 75
18 21 150 9 6Ly
19 16 129 6 55
20 15 113 13 49
24 16 98 3 36
22 8 82 3 33
23 15 i 6 30
2k - 9 59 6 2
25 - 9 50 0 18
26 5 A 3 18
27 0 36 2 15
28 7 36 4 13
29 3 29 0 9
30 3 26 2 9
3 2 23 1 7
32 3 21 1 6
33 2 18 0 5
35 2 16 2 5
36 1 14 0 3
38 1 13 1 3
39 3 12 1 2
LA 2 9 0 1
L2 1 7 1 1
43 2 6 0 0
46 1 L 0 0
47 1 3 0 0
48 1 2 0 0
119 1 1 0 0

Fig. ITI.8.1

Distribution of word pair frequencies for real and
random abstracts.
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Note that the similarity coefficient is defined as being zero for pairs of
words having fewer than four common associates. The matrix of these coeffici-
ents is stored on magnetic tape in the same way as the matrix of association
factors.

III.10 Word connection matrices, G3 and Gl

Two binary word connection matrices were used for producing word clusters
for certain retrieval processes, in others they were used direcily. One of
these, G3, was produced, as a hybrid {rum both matrices A.F.5 and S.Co.1. A
complete print out of G3 appears in Appendix AS. The other, G4, was derived
from S.C.1 alone (and, therefore, is Jjust another word similarity matrix).

We thought it a good idea to produce one matrix as a hybrid so that any
useful word connections brought out in the association matrix that may not be
reflected in the similarity matrix might be retained. The general procedure
used to form G3 was to threshold the A.F.5 and S.C.1 matrices and then to
combine the resulting binary matrices to produce a new binary matrix contioining
a 1% where either one or both contain '1'. Whern thresholding, the simple
process of setting a fixed threshold value for an entire matrix proved
unsatisfactory. This way binary matrices were produced with an excessive number
of 1%s in same rows. These occurred in the case of words used very frequently
in the abstracts, such as CIRCUIT, FREQUENCY, GEOPHYSICS, IONOSPHERE. The
method used consisted in setting a nominal threshold value and, whenever a
row was encountered having an excessive number of values above this threshold,
raising the threshold for that row sufficiently to limit the number of 1°s per
row in the binary matrix produced to a specified maximum. The successive
steps in producing G35 were:

1o Produce a binary matrix from S.C.1 using a nominal threshold value of
29/6l, and limiting the number of 1fs per row to 10.

2., Produce a binary matrix from A.F.5 using a nominal threshold value of
19/64, and limiting the number of 1's per row to 5.

3, Combine these binary matrices using a logical OR operntiion on pairs
of corresponding elements, producing another binary matrix, X

4s Transpose Xo

5. Combine X and the transpose using a logical AND operation on pairs
of corresponding elements.

6o Finally, produce G3 from the matrix produced in step 5 by giving all
diagonal elements the value %1%,

Steps 4 and 5 are included to make G3 symmetric, the thresholding process in

steps 1 and 2 destroying the symmetry of the original matrices. This tl resholding
gives higher priority to matrix Se.C.1 than to A.F.5, only the highest

association factors being permitted to influence G3.

After using G3 for some time we decided, on the basis of results produced,
that it contained rather too many non-zero elements and that another matrix,
Gly should be formed with fewer. We -decided, partly on the basis of some
evidence that most word pairs with high S.C.1 also have high A.F.5, to base
this only on matrix S.C.1. We wanted to produce a matrix with a more uniform
distribution of 1%s in its rows than G3. For this reason the thresholding
procedure was modified again. The steps involved in producing G4 were:
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Pr.duce a bin matrix from S.Ce1 by setting a threshold value for
each row so as to obtain a number of 41%s in each row as close as

possible to 7.
Transpose the resulting binary matrix.

Combine the matrix and the transpose using a logical AND operation
on pairs of corresponding elements,

Finally, produce G4 from the matrix produced in step 3 by giving
all diagonal elements the value %1°%,

Matrix G3 has 188 rows in which only tls diagonal element is non-zero
(ioeo there are 188 completely isclated words), a maximum number of non-zero
elements per row of 15 and a total of 3,582 non-zero elements. G4 has 112
rons in which only the diagonal element is non-zero, a maximum of 7 non-zero
elements per row and a total of 3,074 non-zero elements.
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Iv Generation of Word Clustefs

IVe1 Graph representation of word connections

The methods we use for word clustering assume as a starting point a set
of binary word connections, i.e. connections which simply do or do not exist
between words, having no associated weights or strengths. We have thought of
these connections as being represented by a square binary matrix having rows
and columns corresponding to the words and element values O or 1 to indicate
the absence or presence of connections.

When considering problems of clustering we have found it useful to
imagine this sort of data being represented by a graph. Fc» this purpose we
define a graph as a set of points and a set of lines connecting some or all
pairs of points. Consider a graph having a unique point representing each word
and lines representing a given set of word connections. The problem of
finding clusters of words amounts to locating subsets of points in the graph
which are fairly densely interconnected relative to the graph as a whole,

IV.2 Properties of clusters

The sort of properties of clusters in which we are interested is their
number, size and degree of overlap. Having no means of knowing what values
of these parameters are desirable for retrieval purposes, we decided to
produce cluster sets exhibiting different characteristics and to test their
retrieval ocapacities experimentally.

To some extent the properties of clusters derivable from a given set of
word connection data are determined by the data. However, they are also
influenced by the choice of definition of cluster. For example, a particular
definition might not permit common membership of clusters, thereby restraining
all clusters to be mutually exclusive. We have therefore tried three quite
different methods of producing clusters, with three different implicit cluster
definitions.

IV,3 Completeness of clusters

Each word in a completely connected cluster is connected to all other
words in the cluster. That part of a graph corresponding tc words and
connections of a completely connected cluster forms a complete subgraph of the
containing graph. If it is contained in no larger complete subgraph it is a
maximally complete subgraph.*

In the case of word clusters based upon our statistical associations
completely connected clusters containing more than three or four words are
unlikely to emerge from the raw statistical data, Unless the connections
specified by the raw data are supplemented in some way by further processing
prior to cluster detection it is therefore sensible to adopt a definition of
cluster which does not demand complete connectivity,

IV.4  Pragmentation of a graph by random remsval of lines

The basic idea here is to break down the graph of connections into
independent fragments by progressively removing lines from the grapb, the

*Sometimes called a cligue.



- 29 _

selection of lines to be removed being made with the aid of an algorithm for
genercating pseudo-random numbers. A set of fragments is independent in this
sense if the points and lines in each are such that no connection exists
between points in different fragments. An assumption underlying the method +.
be described is that when a graph is broken down in this way connectivity is
more likely to be preserved in those parts of the graph corresponding to
clusters being sought (these parts ol' the graph having a relatively high
density of connections) than elsewhere.

The graph defined by connection matrix G3 (section III.10) was examined
to find its independent tragments. Apart from isolated words, there were two,
one containing only four words, the other containing the rest. Independent
Iragments containing ten words or fewer were removed from the graph and 10k of
the remaining connections were selected randomly and eliminated. The
resulting graph was examined and again independent fragments containing ten
words or fewer were removed. The processes of eliminating a random selection
oi’ connectiuns and then removin;; i'rom the graph any small independent fragments
were repeated until the entire graph had been reduced to a number of such
small ifragments. Fragments obtained by this process containing from four to
ten words each were stored. The complete procedure was repeated 21 times,
each time starting with the graph of G3 and eliminating different random
selections of connections, until 1,000 fragments were accumulated in the size
range four to ten words.

At this stage we were likely to have obtained a number of fragments
approximating to each cluster oif wcrds in the original grarh. The processing
that followed was intended to reconstitute the clusters by first comparing the
1,000 fragments accumulated, identifying sets of similar or overlapping
fragments and mergirg them.

A few words featured rather insignificantly, each appearing in only one
or two of the 1,000 fragments. These words were discarded. A similarity
matrix was produced showing similarities between pairs of fragments. The
measure of similarity used was the number of words that two fragments had
in common divided by the number otf words in the smaller. Different thresholds
were set to produce binary similarity matrices which were processed to find
independent sets of fragments, i.e. sets of similar fragments having no
similarity connections between members of different sets. A similarity
threshold of 19/32 was selected which maximized the number of independent
sets of fragments, producing 148, Each set of fragments was mergced to form a
cluster by including in the cluster any word appearing in at least half of the
fragments in the set. The word clusters thus produced were not mutually
exclusive since the sets of fragments from which they were produced, though
independent with a similarity threshold of 19/32, would not all have been
independent had a lower threshold value been usedo.

446 distinet words appear in the 148 clusters formed, These clusters
together with the 554 other words (used singly) constituted cluster set C4 used
in retrieval run 19,

IVe5 Meetham's method of clustering, based upon removal of lines not
included in increasing numbers of triangles

Here a basic assumption is that, for indexing and retrieval purposes,
word groups should be mutually exciusive and that words which are associated
with two otherwise weakly related or non-related word groups constitute an
undesirable ambiguity.

Word connection matrix G3 was the starting point for this clustering
experiment and, with the exception of 188 completely isolated words, it
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consists largely of a set of words from each of which paths of connections can
be traced to every other word in the set. The aim was to break down the graph
of word connections into mutually exclusive components, the words in which
satisfy intuitive notions of word clusters as regards their size and semantic
range. The following procedure, used to obtain this break-down, is described
in [10], while B{] and []1] are also of interest in this connection.

A11 lines (connections) were removed from G3 which were not included in
at least one triangle (of connections). This split the graph into exclusive
components containing 213, 298, 134, 81, 18, 12, 9, 7, 6, 5, 5, 3 and 3 lines
respectively. Lines were removed from the four largest components if they
were not included in at least two triangles. This yielded 15 components
containing 3 to 18 lines end 7 larger ones, the largest having 167 lines.
The process of removing lines unless they were included in at least two
triangles was applied iteratively to the 7 larger components until no
further changes occurred. (An interesting theorem about the convergence of
this iterative process is considered in B1]). This yielded 14 components
having 6 to 18 lines and 14 having 20 to 75 lines.

So far G3 had been split into 53 small but strongly connected components.
It was still desirable somehow to partition the 14 larger ones. Inspection
showed that the removal of one or a small number of voints from each
conveniently partitioned them further: the points removed vorresponded to
the ambiguous words mentioned earlier. It was then necessary to decide
whether to leav: those removed as further isolated points, whether to link them
up in some way or whether to include them in any of the word groups.

The resulting set of word clusters (set C2 used in retrieval run 16)
included 491 isolated words and 122 clusters each containing between 2 and
15 werdse

IV.6 Cluster emphasis*

It is assumed that, in the graph of word connections, the subgraphs
representing clusters being sought are unlikely always to be complete. An
iterative procedure is used to process the original graph in such a way that
clusters should be emphasised, connectivity within them being increased and
that between them reduced, to a goint at which it is possible to detect them
as maximally complete subgraphs.

Consider a binary connection matrix (section III.10), C, with 1,000 rows
and columns corresponding to the word stems being clustered, and element values
of 1 and C representing the presence and absence of connections respectively.
Consider also the corresponding graph, G. In most clusters there will be
pairs of words which are not directly connected. Some such pairs are likely
to be connected by paths of length two (i.e. via a third word). The
hypothesis underlying the technique described is that, considering all pairs

P m e s s e e m m o e e e e e e e em tm o e e e e e e o em e e e e em e

*An account of this part of the work was given at the 1968 IFIP Congress at
Edinburgh and is published in the Proceedings [9].

*We used Wolfberg’s algorithm [or finding all tﬁe'maximally complete

subgraphs of a given graphe A refsrence to this, [22], appears in the
bibliography. .
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of words not directly connected in G, +the proportion of such pairs
connected by paths of length two is likely to be higher for the set of pairs
occurring within clusters than for other pairs.

The first step of the emphasis procedure is to form a new non-binary
connection matrix the same size as C. A direct connection in G between a
given pair of words contributes g towards the value of the corresponding
element in the new matrix, and each path of length two between the words
contributes Ao The new matrix is computed from C as (uC+AC®), integer
values of ¢ and X Dbeing specified when the program is run. A binary form,
C?, of the new matrix is produced by thresholding its values. The relative
contributions of direct paths and paths of length two in G +to the
connections in the graph G', corresponding to C', depend upon the values
chosen for ¢ and M. Suppose that the threshold value is chosen to make
the resulting number of connections in G' as close as possible to the
number in G. If the above hypothesls is correct the density of connections
within clusters will be higher in G' +than in G ond, of necessity, the
density of connections elsewhere will be lower in G? +than in G. The
desired emphasis of clusters will thus be achieved.

Using G3 and G4 (section III°10) as initial connection matrices, this
process was applied iteratively with various values of gy and A and trying
different methods of thresholding, including that outlined.

Tne process seemed fairly convergent in the cases tried. Two sets of
maximally complete subgraphs (MCS's) were used as descriptors. One set,
produced from G3, contains 1,178 highly overlapping clusters. This
includes 188 isolated words. These were produced by a single application of
the emphasis process with u =2, A =1 and a threshold value of 2. This
is the cluster set, C3, referred to in section VI.2.2 and used in retrieval
run 14, A sample showing the very high degree of overlap of clusters in this
set appears in Appendix A6. The set was selected because of this characteristic.
The size disiribution or tnese MCS's and of those of G3 appears in fig. IV.6.1.
The size of the largest MCS is increased from 6 to 12 and the number of MCS's
of 5 or more words is increased drastically by the emphasis process. However,
the number of connections in the graph has increased approximately five-fold.

NﬁgN?F NUMBER OF MCS's OF SIZE TOT.
EMPHASIS| oo NO.

s, | 1 12 13 |4 1516 17 18[9 10N M21ICSts
BEFORE 3,582118817861284. | 88|18] 1 1,365
AFTER 17,324 [188 (473 3214099 |77 1641571301131 31 211,178

Fige IV.6.1 Size distribution of MCS's before and after
emphasise

The second set, cluster set C5 used in retrieval run 20, was produced
after five iterations of the process, starting with connection matrix G4, with
b =A=1 and thresholding to maintain a number of 1's in the matrices as
close as possible to the 3,074 in G4 Fig. IV.6.2 shows the distribution of
sizes of the MCS's of the original graph and of those obtained after the
iterations.
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NO. OF

NON NUMBER OF MCS's OF SIZ. TOT,

ITERATION| e No,
) l
prs. | P j 23 5 6 1718 |9MOM1 1213 N4 151617 [MCSts

0 3074 |112(892 (181 |44 1 (1 1228

1 2899 1525( 85| 90149138 717 1 812

2 2981 15250 79} 79124{1918[811015]2 12 N

3 2963 (593 Of 80(24(13| 8{8[ 3{4|2 [0 (53 [0 [2 [4 74

L 3095 |5931 of 76[19113] 8151 2{6|1 |o 1 {0 {0 [0 |2 |1 | 727

5 311 1593| of 76l19{12| 7l6] 2|41 | |4+ |0 fo [0 [2 [+ | 725

Fig. IV.6.2 Distribution of maximally complete subgraphs produced by five
iterations.

The convergence . .evident from fig. IV.6.2 is typical. Two typical

clusters obtained in the final iteration are shown in fig. IV.6.3, the connec-
tions being those in G4 before any emphasis.

EQUATOR STATION

SUMMER: DAYTIME

SN/

BIFURCAT 0, NONSEASO
MIDNIGHT -
IONOGEAM
DENSIT

HEIGHT

Fig. IV.6.3 Two clusters obtained from @ by five iterations of the emphas1s
Q processe




PART 3 : Retrieval Experiments

Vo General Considerations

Vel Brief description of KDF9

KDF9 is a medium size, general purpose machine having a 48-bit word
length. The main fast store, or core store, can be shared by up to four
programs running at fixed priority levels determined by the operator. The
core store has fetch and store times of six microseconds. The times taken
for the fixed point operations of addition and multiplication, exclusive
of fetch and store, are 1 and 14 microseconds respectively.

Special features of the machine are its two 16-word nesting stores, or
stacks; one used to store the operands and results of any functions
performed, the other used to hold the link instructions fa nested subroutines.

The NPL machine has the following configuration:

32,000 word core store,

6 magnetic tape units,

4,000,000 word disc backing store,

Line printer, 120 character line, 600 lines/min.,
Paper tape reader, 1,000 characters/sec.,

Paper tape punch, 110 characters/sec.,

Card rcader, 600 cards/min.,

Typewriter control terminal,

Vo2 Search requests

When published, the abstracts used in these experiments appeared under
five broad subject headings. The distribution was unbalanced even under
these headings. We therefore had no knowledge of the subject profile of the
collection. In collecting a set of search requests we naturally wished to
achieve a reasonable correspondence between the distribution of their topics
and that of the subjects in our document collection. We were thus faced
with the problem of trying to match this unknown subject profile. We decided
to do- this by basing the requests upon a set of abstracts arbitrarily
selected from the collection, -

It was thought that a set of 100 requests would provide a reasonable
spread of subjects. This numher was obtained from 21 people, the number
per person varying from two to seven. Each person was sent a set of source
abstracts each of which he was told to consider simply as specifying the
subject area of one search request. He was told that it was immaterial
whether or not a source abstract was a relevant answer to the request based
upon it -

The requestors were also informed that the systems under test were based
entirely upon key-words and that all numerical data and mathematical symbols
had been omitted when key-punching the abstracts. In accordance with this
they were asked to exclude from their requests numerical data, symbols other
than those in the Roman alphabet, and abbreviations.

A complete listing of the requests appears in Appendix Bl. It is
evident that the exclusion of numerical data has in some requests led to the
use of words such as high and low where, for example, a frequency range or
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attenuation factor might otherwise have been specified more precisely.
However, this sort of thing is aoticeable in relatively few cases.

Some time after eliciting the requests we wished to try out a
retrieval strategy (see sectionﬁVLZﬁ)in which a specified word or words
in a request were regarded as obligatory in that only abstracts containing
such words would be retrieved. We asked the requestors to ccmsider their
requests and to indicate by underlining any word in them for which they
were fairly confident that there was no suitable substitute.

Only 93 of the original set of 100 requests were used. However, the
other seven are included in Appendix B1, together with the reasons for
their cancellation, in Appendix B3,

Vo3 Form of output

For each request, the output from each retrieval run includes the full
title and abstract of all items retrieved in answer to the request that have
not been so retrieved in any previous run. Thus, the first time a particular
abstract is retrieved in response to a given request it gets printed and sent
to the author of the request for relevance assessment. If the same abstract
is retrieved in a later run in response to the same request it is not
printed out. This minimizes the burden placed upon the requestors to assess
relevance. It means, however, that the relevarnce assessments must be fed back
to t?e computer for reference in later runs (see section V.7 on the harvest
file).

A sample showing the output format appears in Figure V.3.1. The request
is printed, followed by the retrieved abstracts. The first line of each
abstract is actually the document title. The serial number of each abstract
appears on the left, and to the right of each is repeated request number/
run number/serial number, with a space for the regquestor to insert a number
indicating his relevance judgement. The output continues on as many pages
as are required for the retrieved abstracts. In runs utilizing the
underlining of request words the underlining is indicated in the print out
by a string of X's beneath the word or words in question.

The ultimate page of the output for each request is a summary sheet
which simply lists the serial numbers of all the abstracts printed out for the
request with spaces for the insertion of relevance assessments. These
summary sheets were not sent with .the rest of the output to the requestors,.
When the relevance assessments for a run were available the information was
copied on to the summary sheets, It was found useful to have the information
in this compact form when preparing paper tapes to feed it back to the
computer for storage in the harvest file (appendix B6).

Vo4  Batch processing

The indexing and retrieval operations involve processing files, many of
which are l.eld on magnetic tape and some of which are rather large, The
abstract/word matrix is an example of a large file, consisting of 11,57
lists of word numbers, one corresponding to each abstract indicating the words
it contains. These are written on to magnetic tape in abstract serial
number order. They occupy about 20% of a reel of tape and take nearly one
minute to read or write. When such a file is being processed the time
occupied by magnetic tape movements generally far exceeds the actual computing
time incurred. This means that for much of the processing involved in
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indexing and retrieval only a marginal increase in total computer time is
required to process a batch of 100 requests instead of a single one. Consider,
for example, the proccess involved in comparing the sets of key-words occurring
in the abstracts with those occurring in the requests (the main part of the
basic key-word strategy described in section VIJ). The 100 key-word sets in
the requests occupy little space and can easily be held together in the core
store. When this is done it requires only a single scan of the much larger
file indicating the set of words in each abstract in order to compare all
requests with all abstracts. The same amount of tape-scanning would be
required to process a single request,

Another advantage cf batch processing the requests is seen in the final
stage of the retrieval process where it is necessary to assemble the particular
selection of abstract texts to be printed out for each request. The complete
file of texts fills a 2,300 £t reel of magnetic tape. It takes about four
minutes to scan this file and hence that is approximately the time that would
be required to assemble the abstracts to be output for a single request.

With batch processing we begin by reading the entire file of abstract texts
from tape and dumping them on to the magnetic disc. This operation takes
about 12 minutes and would therefore be pointless when processing a single
request. Once on the disc, the abstracts can be accessed randomly in very
little time. The requests are then considered in sequence, the abstracts
required for each are read into the machine, arranged in the required format
and printed oute.

Vo5 Possible Variables

Various methods have been suggested for improving key-word stem per-
formance independent of word-associations, not all of which we have wished
to try.

The principal are:-
(1) Weighting individual request words, by reference to the requester.
(2) Weighting individual document words by counting their repetitions.

(3) Using functions such as the 'cosine® to measure the degree of
match,

(&) 'Underlining', that is, insisting that one or more particular
request words be present in each document retrieved,

To examine (1) thoroughly by varying the weights would involve much
more work for the requesters than we were prepared to ask them to doe
However, a small experiment was tried in getting the machine to assign weights,
namely our Run 22 (AWKWS).

(2) seems of doubtful value with short abstracts where a chance
repetition is more likely to introduce noise.

(3) takes account of the length of the document, so that e.g. a document
only partly on the subject of the request scores lower than one wholly
devoted to it,

These methods introduce new variables which we have not been able to
try in addition to our own work on association techniques,

(&) though not appropriate to every request, we have explored, and we
discuss it in section VI.2.6.
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Vo6  Quantity of output and cut-off

Consider these totals from Appendix B7:-
Run 1%, OCoordination = Number of Key-word stems in Common.

Request 0o Coordination  Number of Documents Output (Cumulative)

(6 xeywords) 5 1 14
L 87 101
3 463 56l
2 1388 1952
1 3639 5591
0 5980 11571
Request 2. 4 2 2
3 26 . 28
(5 xeywords) 2 203 231
1 1803 2034
0 9537 1157
Request 3. 3 14 14
2 228 242
(6 xeywords) 4 2426 2668
0 8903 1157
Pig. V.6.4

That is, 14 documents have 5 out of the 6 keywords of Request 0, 87 have 4,
101 have 5 or 4 and so on. (It happens that none have all 6). Since
individual documents at any one coordination level are not distinguished,
they must be output together. Retrieval consists in 'creaming off’
successive 'strata'! from the library, which has been arranged as it were in
a 'pyramid',

We shall use

stratum = non-empty set of documents at the same
coordination
output = total (number of) documents, relevanti

(when used as a noun) or irrelevant, from the top coordination
down to a given point inclusive, for one
or more requests, and consisting of a number
of complete strata, or zero,

As we have described in section I.14, the customer specifies a cut—-off
value, which we denote by X. ke asks for as near as possible K documents,
with, let us say, fewer rather than more in the case of a tie. Now O and
2K are equidistant from K. If the top stratum has 2K or more documents, the
strategy is not sufficiently sensitive for the customer®s purpose and gives
no output. Thus in any case the output lies in the range O to (2K-1) inclusive.

Consider Fig, V.6.1 again, and set K = 20.
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The outputs for requests 0,2,3,4,5,7,9, o+s, 99 are 14, 28, 14, 9, 7, 12,
4Ly ..o, 33 whose average is only 1..,20, considerably less than 20,

Similarly, if we ask for 50 documents, we get an average of 35 per
request,

We define

K'!' = effective cut-off = average number of documents per request
output for a particular run and a particular request set.

In short, we ask for K documents per request and get K' on average.

¢ By inspection we find that (1) for any given run and our 93 requests,

e is approximately constant,

v
Approximate value of %—

Strategy
13 Ak
K= 20 o710 2919
30 « 159 2931
40 2 725 0918
50 0697 2926
100 650 2959
250 .827 0971

500 0 132 2956

Figo Vo6,2
and that (2) this constant is not necessarily unityo.

Take an imaginary single request, with possible outputs of (say) 0, 3, 8,
15, oo., documents.

K 0412345678910114 1213 14 15 «o.
K* 0033338888 8 815151515 ess

Figo Vobo3

1

%— oscillates about the value 1. If we have several requests, we might

expect these oscillations to cancel to some extent, since the points at which
the average K' changes become more frequent. This helps to explain (1) but
(2) is surprising.

In Appendix Bi4 we show that (2) is a second-order effect which remains
appreciable under thz following sets of conditions, which, in our context,
are roughly equivalent to each other:-

(i) For any given request the ratio between successive cumulative
output totals is quite large, say 3:1 or more.

(i) The outputs nearest to K for the different requests have a
large spread.
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(iii) The strategy employs few coordination levels.
In fact, if we can assume (1) we show there that

Kt 1
- & -

K 14v8

standard deviation

for the outputs nearest to X, so that v also is approximately constant
Kl

when -- is,
X

Vo7 [The sensitivity of a strategy to changes in the cut-off X

A number of ideas put forward in the last section relate particularly
to systems such as ours where the (ocuments fall into strata of several
or many at a time., We say that a strategy is the more sensitive the more
strata it has within a given output. For example, Run 13 (Xws) at K = 50,

K'Y = 35 has only 1.9 on average, and 2,0 at K = 71, K' = 50, Run 1L
(MCS01), a descriptor run, has 6.6 at K = 55, K' = 50, Thus a given increase
in K is more likely to yield new output for Run 14 than Run 13, This is
important in an interactive use where documents are produced, let us say

on a screen, stratum by stratum.

1
From Vo€ it appears that the value of %— if sufficiently constant,

provides a useful guide to sensitivity, being nearer to unity the more
sensitive the strategy. Jlosely related are the ratios of successive
output totals for single requests, and the spread of the outputs required
to approximate to K over a set of requestso

The effect of underlining@ﬂLZé)is to remove part or all from each
stratum. In general, the number of strata within a given output appears to
decrease and the strategy becomes less sensitlve. This is more marked when
Run 13 is underlined (Run 25) than when Run 14 is (Run 21), as may be deduced
from the tables of K and XK' in Appendix B5,

V.8 The harvest file

This name was given to the file kept on magnetic tape and designed to
store the results of every strategy as found, in as useful and flexible form
as possible. It contained for each request complete lists of abstract
numbers retrieved within the cut-off by each successive strategy, their
coordination and relevance, and a flag to mask the first occurrence of an
abstract for a particular requesto.

Standard programs recopied assessments known from previous strategies,
and arrenged that no abstract was sent for assessment twice in regard to a
particuler request. This kept tne work of the assessors to a minimum,
decreasing markedly as more strategies were run. It also allowed us to
try out strategies related to combinations of earlier runs, even if the new
abstracts were not sent for assessment, since we could calculate to what
cut-off they were already fully assessed.
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The harvest file was basic to all our evaluation programs. These
included studying selected requests, smaller cut-offs, and the sets of
abstracts retrieved by one strategy and not by another. A separate program
calculated ihe minimum cut-off needed to retrieve each abstract by the
particular strategy; we would recommend storing this also on the harvest
file in any future experiment, as each new strategy is included. Fuller
details are shown in Appendix B6 ,

g
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Vi Indexing and Retrieval Strategies

VI.” Description of strategies

A summary of this section will be found in Appendix B4 .

The main kinds of strategy used for indexing and retrieval are
indicated below:

Strategies
Non-associative Using word associations
. > N
Un-weighted Weighted Word clusters Direct use of Combined
key-word key-word as descriptors word-connection strategy
stems stems (cluster ists C2-5) matrices G3,Gl
Without With Expanded Expanded
repres- repres- abstracts abstracts
entation entation and requests
Un-weighted Weighted
repres- represw
entation entation
Run 13 22 14,16,19,20 £,17 11 15,18 23 9,28

Fige VIo1e1 Indexing and retrieval strategies employed

A complete description of the strategies follows. Most of the
indexing and retrieval processes were implemented in terms of fairly basic
matrix operations upon data arrays. Details of this matrix representation
of the problem are not considered here, but are dealt with separately in
Appendix 86, together with the computer programs used.

Determination of cut-off level

Our original idea was to aim at the same cut-off level, K, for each
request in each run., Thus, in the first 13 runs (i.e. runs O to 12) the
cut-off coordination value was always set so as to produce an output for
each request as close as possible to 50 documents (i.e. K = 50).

As discussed in Section VII.3 we later decided that XK', +the average
output per request, formed a better basis of comparison of different runs.
Thus, in later runs, the average output was maintained as close as possible
to 50 abstracts per request. Nine of the early runs were repeated in this
o way, In these cases only the repeat runs are quoted when presenting results.
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The cut-off procedure thus involved carrying out the processing for a
strategy to the point at which coordination values had been established for
all documents in relation to each of the 93 requests being batch processed
and forming tables similar to those in fige V.6.1. Programs were then run
which systematically tried different values of KX, the number of documents
aimed at per request, starting at one and increasing to find the value that
produced an average output per request, K', closest to the desired value
of 50. Having thus established the cut-off value to be set the necessary
processing was continued to complete the particular strategy in hand,

The term standard runs is used to refe.- to the set of runs in which K°
has been made as close as possible to 50, and the output from which has been
fully assessed for relevance. The standard runs are 6, 9, 11 and 13 to 23
inclusive.

Basic key-word stem (KWS) strategy — run 13

The key-word stems in a request are compared with those occurring in
each abstract. The number in common with a given abstract is noted and taken
as its coordination value. The value of K is found giving a K!' value
closest to 50. The coordination value corresponding to this cut-off is
determined and applied as a threshold to cream off the output far this
requesto All new material (i.e. abstracts in this output that have not
rreviously been output for this request) is printed out for distribution to
the requestore.

Simple use of word clusters as descriptors (no representation) - runs 1! 16,
19 and 20

The strategy here employs a set of word clusters, each cluster being
used as a descriptor. The only difference between these runs is in the choice
of word clusters, cluster sets C3, C2, C4 and C5 (see Section IV )being used
in runs 14, 16, 19 and 20 respectivelyo

An abstract is indexed by assigning to it all clusters, from the
particular set in use, with which it shares one or more key-word stems.
Clusters are assigned in the same way to the requests according to their
common key-word stems. From this point on the procedure is exactly
analogous to the basic KWS strategy. The only difference is that the
coordination value of an abstract in relation to a request is now the numver
of assigned clusters they have in common,

Use of clusters as descriptors with un-weighted representation - runs 6 and 17

Most of the sets of word clusters employed as descriptors are such that,
although some words may appear in only one cluster, others occur in several.
Thus, using the simple sort of strategy just described it is possible for two
abstracts retrieved at the same descriptor coordination level to represent,
by inclusion of the actual words or assignment of clusters containing them,
different numbers of request words. We define the representation level of an
abstract in relation to a given request as the number of request key-word stems
actually occurring in the abstract or appearing in at least one cluster
assigned to index it.
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RADIO NOISE FROM PLANETS - F, Horner, (Nature, London, vole 180, p, 1253; Dec. 7,
1957). A comparison is made of H,F, radio noise from Jupiter and Venus and from

terrestrial lightning. The hypothesis that radio noise from the two planets is due
to electrical dlscharges analogous t¢ terrestrial lightning requires modification,

ABSTRACT A

AN INVESTIGATION OF WHISTLING ATMOSPHERICS = L.RcO., Storeye (Phil, Trans. Ae, Vol. 2,6,
ope 113~141; July 9, 1953)., A comprehensive report of an experimental and theoretlcal
sturdy of whistling atmospherics, at frequencies <415 ke i1s given, Whistlers may or

may not be preceded by ordinary atmospherics, produced by lightning strokes at a
distance of ~-2000 km. The diurnal and annual variations of the properties of both
types were Investigated. Explanatory theory of their origin advanced by Eckersley 1s
developed, Measurements of the degree of dispersion indicate an electron density in
the upper atmosphere considerably larger than expected, This result is explained on
the assumption that electrons are falling in from outside, and this might account

for the relation between the occurrence of whistlers and magnetic activity,

ABSTRACT B

Fige VI.1,2

An example is provided by request no. 36 for abstracts on simultaneous
observations of whistlers and lightning discharges. Considering cluster set
C3 the key-words, which are underlined, occur as follows:-

SIMULTANEOUS in clusters 742 and 713

OBSERVATION " " 465, 466, L4L67, 468, 469
595, 596, 597, 598, 599
and 600

WHISTLER " " 326 and 1032

LIGHTNING " " 1410, 279, 346 and 547

DISCHARGE " " 279, 28C, 281 and 282

Thus, the request is formulated by 22 distinct descriptor clusters.

In relation to this request it is interesting to note that (referring
to Figo VI1.2):

Abstract A - contains 2 key-words of the request, has descriptor
coordination level 14, has representation level 3.

Abstract B -~ contains 2 key-words of the request, has descriptor
coordination level 7, has representation level l4.

Thus, although Abstract A is indexed by twice as many request descriptors
as Abstract B, it represents fewer of the key-words in the request.

This strategy attributes importance to the representation level. The
complete set of abstracts is ordered, placing,abstracts representing the
largest number of request words at the top of the list, followed by those
representing the next largest number, etec. Abstracts with the same
representation level are ordered, as in the previous strategy, according to
their descriptor coordination level. The process of creaming off as nearly
as possible to the required number of .abstracts is carried out as in the KWS
strategy. '
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Use of clusters as descriptors with weighted representation - run 11

In the previous strategy an abstract, A, represents a request word, W,
if it is indexed by at least one word cluster (drawn from the set being used
as descriptors) containing W. It seems reasonable to regard W as being
more strongly, or better, represented by abstracts indexed by several clusters
containing W than by only one. Accordingly, the criterion for
representation is now modified slightly. An abstract represents a request
word if it is indexed by at least one third of the clusters containing the
word. Apart from this the strategy remains unchanged.

Word-stem comparison with expar ed abstradts - runs 15 and 18

One possible advantage to be gained by ~m’ Loying word clusters to reflect
word associations 1s economy of storage space in the computer. Rather than
svore all the individual word-pair associations one cimply keeps a record of
the word content of each cluster. In the case of a cluster containing n
words.this means storing n items as agcinst some number almost certainly in

excess of this and, possibly, as great as n(n-1) if the individual
associations are stored. There is also the hope, which has a great deal of
intuitive appeal, that the elusters one finds will represent in some way salient
thémes or concepts relating to the subject matter of one's document collection.

" However, these possible advantages could well be offset by the undeniable
fact that sensible clustering procedures, even crude ones, are rather costly
in terms of computer time.

We therefore thought it worthwhile testing procedures which do not involve
clusters at all, but make direct reference to a word comnection matrix. Two
such matrices were used, matrix G3 in run 15 and matrix G4 in run 18.

BEach abstract is processed by noting-its key-word stems, referring to
the connection matrix to find all the words connected to each of them, and
adding these to the original words to form an expanded abstract. Key-words
in the requests are then compared with those in the expanded abstracts,
continuing as with the basic KWS strategy.

Word-stem comparison with expanded sbstracts and requests - run 23

Using connection matrix G4 the same method of expansion is applied to
both the abstracts and the requests. The procedure is then identical with
the basic KWS strategy. i

Combined strategy — run 9

This is intended to combine the advantages of the basic KWS strategy

(run 13) and the strategy of run 14 which employs the set of word clusters,
C3, and performs relatively well., These two runs are effectively repeated
using a K' value of 500 instead of the usual 50. For each request a new
list of abstract numbers is produced containing those appearing in both of
the sets of approximately 500 thus produced. A new "coordination value" is
assigned to each abstract listed obtained as the product of the values in
runs 135 and 14. Finally a K*' value of 50 is taken to determine the cut-off
for each request resulting in an average output of 50 abstracts per request.

Combined strategy - run 28

This is a combination of the basic KWS strategy (run 13) and that used
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in run 14. Coordination values are obtained as follows:

Run 28 coordno value = 27 % (run 13 coordno value)
+ (run 14 coord . value)o

The effect is to retain the major division of the document collection
produced in run 13. However, the document sets at each coordination level in
run 13 are now ordered according to the coordination levels they obtained in
run 14, The factor 27 in the first term is greater than 99, the highest
coordination value in run 14, thus avoiding any carry between the terms in the
above expression.

Obligatory request words — runs 21, 24 and 25

Information regarding the word(s) in his request which, given the
option, a requestor would make obligatory was used to remove from consideration
all abstracts not containing the word(s). The strategies of runs 10, 11 and
13 were then repeated, in runs 21, 24 and 25 respectively, but instead of
retrieving from the complete set of abstracts the appropriate reduced set was
used for each request.

Automatic Weighting of Request Key-Word Stems - run 22

A set of programs was written to display the request words which had
been involved in the retrieval of particular abstracts, whether directly
(eogo Run 0, ice, the basic KWS strategy with K' = 35) or via some
associated word (e.g. Run 14). It appeared, especially in the case of Run 0,
that the request words often fell into two groups.

Consider, for example, Request 53.

ABSTRACT INFORMAT  TRANSIST AMPLIF DESIGN DRIFT LOW
176 2 314 49 520 982
973 2 M4 491 520 982

1504 3 314 494 692 082
1644 3 34 491 520 692
1646 2 314 494 520 982
3430 2 EXpm 491 520 982
3567 2 M4 4 520 982
L2,98 2 M4 4 520 982
5370 2 4 491 520 982
6202 2 34 49N 520 982
7019 3 491 520 692 982
8030 3 34 494 520 982
8590 3 3 491 520 982
8691, 2 34 4N 520 ago
8695 2 314 4N 520 982

10505 3 34 49 692 982

10645 2 314 491 520 692

10776 2 136 M4 49 520

11467 3 N4 49 520 692

11468 3 314 491 692 982

An indentation marks the abs’racts later assessed as relevant (3 = relevant,

2 = irrelevant) and the numbers in the columns are simply the codes for the
key-words at their head.
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We notice that, if an abstract has 4 out of the 6 possible key-words, it
is highly likely that 3 of them are Design Transistor and Amplifier, and
also that the fourth is Low. The first 3 wards define a background subject
area, not in itself sufficiently relevant. On the other hand, the relevance
is apparently much higher when DRIFT occurs which, in this request, is a
highly selective word. We noticed a marked tendency for abstracts containing
words appearing infrequently in the Run O output to be assessed relevant.
It is tempting to apply this model generally and to suppose that these
words are the more selective, and if weighted would lead to higher precision.

Lists were made mechanically for each request of request key-words
occurring in 80% or more and in 90% or more of the output for Run 0, 80%
seemed the better dividing line between the two classes of word.

The strategy of run 22 is similar to the basic KWS strategy in that the
key-word stems of a request are compared with those of each abstract, no
associations being ccnsidered. Words that occurred in less than 80% of the
output for Run 0 contributed 2 to the "coordination value" instead of 1.
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VI.2 Discussion of strategies

VIo2.1 Methods of using word associations

The associative strategies fall into two main groups corresponding to
the adopted methods of employing information on word association and
similarity measures, which are:

(1) use of word clusters, derived from the word associations, as
descriptors for indexing and for comparing indexed abstracts
with requests, and

(ii) direct use of the word association factors and similarity
coefficients in the indexing and retrieval processes.

Using method (i) five different sets of clusters were tried. Though

derived from the same basic set of word associations, they were produced by

a variety of methods and they exhibit quite distinct characteristics. For
example, the clusters in set Ci are mutually exclusive whereas some of the
other sets contain considerable overlap of words. The number of clusters also
varies considerably between the sets.

Yethod (ii) avoids the problems and effort involved in generating word
clusters. It was used in three strategies to provide, by means of comparison,
some indication of the benefits of clustering.

VI.2,2 Discussion of our use of word clusters

Clusters used as descriptors are assigned in the simplest possible ay
to both documents and requests, one or more word stems in common between a
document or request and a cluster being the sole requirement. Furthermore
no explicit system of weighting is used, equal importance being attached to
all assigned clusters. It would therefore appear that the assumption is
being made that all the wo'ds in a particular cluster are inter-substitutable
in the given texts for reirieval purposes. This is true only in the case of
the single set of mutually exclusive clusters. The position is not so simple
in the case of clusters of words which overlape

Consider the following situation in which A,3,C, etc., are words
arranged in overlapping clusters, all the clusters containing A being

An abstract containing any of the above words would have one or more of these
clusters assigned to it., Notice that if an abstract contained word A or

B then all four zlusters would be assigned. ¥ .rd D, on the other hand,
would only lead to the assignment of two of the clusters, Thus, the simple
use in this way of overlapping clusters provides an in-built system of word
weighting. Given the occurrence of word A in a search request, words
appearing in abstracts are weighted as follows by virtue of the above clusters:
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As a practical example of this we have considered, in cluster set C3, all
those containing the word stem STOR., There are 1,178 clusters in C3,having
a high degree of overlap. The following list shows all the word stems
appearing with STOR in at least one cluster and the respective weights they
would receive for a request containing the stem STOR:

STOR 14 MEMOR 5
BIT 13 SPEED 5
DIGIT 11 DEGIMAL 4
INFORMAT 14 MACHINE L
DRUM 10 SYSTEM 4
ACCESS 9 LOGIC 2
GOMPUT 7 CRYOTRON 1
READ 7 HEAD 1
TAPE 7 PRESET 1
READING 6

A set of clusters with little overlap will produce correspondingly less
refined word weightings.

ViIe2.3 Comparison with random superimposed coding

It is interesting to compare our use of clusters of associated words
with Mooers' system of Zatocoding or superimposed coding [16 1. In this
system key words used to index a document are represented by cutting notches
in the edges of a card uniquely representing the document. The number of
positions in which notches can be made is usually in the region of 30 to 50,
In order to accommodate a key-word vocabulary probably far in excess of this
number each key-word is represented not by one particular notch position, but
by a unique set of notch positions. Usually about Four positions are used for
each word, and these are decided by using random number tables. The words in
a search request are similarly transformed into & set of notch positions and
documents are retrieved corresponding to cards having notches in th- desired
positions,

Three observations can be made:
(i) since documents and requests are ultimately "described" by sets
of notch positions, the total set of available notch positicns
functions as a set of descriptors,
(ii) The transformation of key-words into descriptors is non-unique
in the sense that different gsets of key-words might be transformed

into the same set of descriptors, and

(iii) The transformation of key-words into descriptors is completely
arbitrary.
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This forms a very clcse parallel to our use cf’ word clusters as
descrirtors, each notch corresponding to a word cluster.

The use of mutually exclusive clusters corresponds in Zatocoding to a
situation in which each key-word is represented by a single notch tusition,
The two main differences between th2 use of overlapping clusters and Zato-
coding are:

(i)  Whereas all key-words are represented by the same number of
notch positions using Zatocoding, in our system different words
occur in different numbers of clusters, and

(ii) In our word cluster systems the relationship between key-words
and descriptors is not arbitrary. On the contrary, it is
carefully contrived so that associated words are clustered,

Our method of employing word clusters as descriptors may thus be thought
of as a generalization of Zatocoding, or superimposed coding, in which the

coding is associative or probabilistic rather than random.

VI.2,4 Representation

Consider a search request containing three key-word stems P41, Q15 T1o
Let the set of all word stems appearing in at least one cluster containing
p1 be {p1, Pz» DP3s Paj, in those containing q; be {qi, 2! and in
those containing r, be {(ry, ra, rs}. The strategies employing un-weighted
1 resentation effectively formulate this request as

(P1+P2+p3+Pa) e (Q1+Q2 ) o (Ty 412473 ),

where '4+' and ',' signify the logical operations of 'OR! and 'AND?
respectively,

We are saying, for example, that an abstract containing p1.Qz.r 1.
better than one containing p41.91.92, because the former represen’s -11
threc request words whereas the latter represents only two. ™ .eve: we also
imply, for example, that an abstract containing piepzobae . oTzers 1is no
better than one containing ps.qgz.rs1, as these represent the same number of
request words.

The in-built word weightings produced by using overlzpuing clusters
vanish when representation is introduced. The occurrence in an abstract of
an actual request word contributes no more to the representation value of the
abstract than the occurrence of another word clustered with a request word.

Vi.2.5 Direct use of word associations

A word-connection matrix (Section III.0) is used to expand the reques?
abstract texts by addition of all connected words. Retrieval is then
performed by word comparison, the coordination level being the number of
common key-words. The words connected with a given one are regarded as
possible substitutes for it for the purpose of retrieval. The first thing we
tried, therefor:, was expanding the abstract texts and comparing them with
the (unexpanded) requests. The effect of doing this and then retrieving “y
key—wo§d coordination is to accept connected words as substitutes (Runs 15
a.nd18 ©

At first sight it does not seem logical to expand the request texts in
@ his way and then retrieve on the basis of key-word coordination. In this

ERIC 55
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case the maximum possible coordination value would equal the number of words
in the expanded request and, in effect, the search would be for abstracts

(or expanded ones) containing all words in the request and all words connected
with them. However, in the case when the abstract texts are also expanded
the effect is to produce a system of word weighting similar to that obtained
using overlapping clusters. If an abstract contains a key-word in a request,
then the expanded versions of both contain that word and all words connected
with it, and they all contribute to the coordination value. A word in an
abstract, not present in a request, may be thought of as having a weight in
relation to a request word equal to the number of words with which they are
commonly connected. This is their contribution to the coordination value.
This method was tried in run 23,

VIe2.6 Obligatory requést words

It seems generally to be sound practice for a search strategy to accept
words associated with those in a request, or at least to attribute some weight
to them. However, in discussing the matter with the requestors we found that
occasionally a word was used for which the requestor could think of no useful
substitute. It is quite likely in such a case that the word in question has
associations with other words which would be misleading in the given context.

Words in all requests were considered by their authors and those whose
presence in retrieved material was felt in this way to be obligatory wer
underlined. Some strategies were then repeated with a slight modification
so that abstracts not containing the stems of underlined words were not
ratrieved.
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VII Evaluation Procedure

VIIA Relevance

Each abstract was assessed as relevant or irrelevant by the subject
expert who contributed the original request. The following code was used:-

3 Relevant, would be likely to coutribute
to a collection of documents answering
the question.

2 Irrelevant, would not be likely to do so,
not worth following up.

1 Unassessable owing to lack of numerical
data or the like.

0 Not yet assessed.

All abstracts were keypunched omitting numerical or symbolic data,
equations, formulae, or bibliographic references. This was because, with
the keypunching available under contract for the first batch of abstracts, it
was very difficult to check such data to a reasonable accuracy. Further, it
was hoped that this omission would not greatly affect our examination of a
system based essentially on key-words, and this has turned out to be so.

It was strictly for abstracts deficient for this reason that category
'"1'' was made available. However, out of some 17,000 assessments, about
2,000 were '3' while there were no less than 500 %4‘'s, Clearly some
assessors were using it to indicate a lower degree of relevance and a letter
was sent out asking for a firm decision wherever possible.
Finally 83 " 's remained, and in what follows these have been included in
the '2's for simplicity's sake.

Note that the machine does not offer a relevance judgement. It may
output an abstract for a certain cut-off K, but not at a lower K-value,
The assessors on thelr part used subjective cousiderations, independently,
for example, of the number of request words present,

VIi.2 Precision

The customer specifies a cut—off value which we denote by K. He asks
for as near as possible K documents, with, let us say, fewer rather than
more in the case of a ties Now O and 2K are equidistant from K. If the
top stratum has ZK or more documents, the strategy is rot sufficiently
sensitive for the customer's purpose and gives no output. Thus in any case
0 < output s 2K-1, where

(i) Output = Total number of Documents Retrieved on a Particular
Occasione

We shall use

(ii) . Relevant Output = Number of Documents in Output Judged Relevant
by User

ard define (as is usual)

ERIC 27
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‘e . e Relevant OQutput
(iii) Precision = Output °

If a customer increases the K-value the output will increase or not,
according to thé relative size of the next stratum, If it does, he may get
more relevant documents, but usually he must expect them to be *thinner on
the ground’s For the machine can respond only by lowering the acceptable
standard of matching, and this tends to lower precision as just defined.

To compare two strategies we take a set of requests, so that totals or
averages may ccmpensate for individual variations. Originally we assumed
that identical K for both strategies would yield much the same total or
average output, but this turned out not to be so (below section VII.3.
Accordingly the K values were adjusted so that each strategy yielded 50
documents or nearly on average. Within one strategy K dis still held
constante.

We then calculate

(iv) Total Relevant Output over all Requests
(v) Precision for all Requests! Output Combined
(vi Aver 1ge Precision Ratio,

This is not, however, the whole story. A key-word or key-word stem
(XWs) match is the simplest, and, involving no associations, remains the
cheapest to set up and operate. A customer will want to know whether the
extra cost of associations is worthwhile. Moreover, many documents will score
highly in both types of run.

Accordingly, we are particularly interested in the numbers of new
documents which could not be found by a basic KWS strategy in a reasonably
sized output.

We calculate

(vii) Total New Relevant Output, i.e. not also retrieved in KWS at
same or related K-value
(viiig Precision Ratio of New Output, taken separately
(ix The(n§mber of requests which make a positive contribution
tO io

VIiI. 3 Operational and evaluation parameters, K and K¢

Here a parameter is simply a variable which we can conveniently control
in one or more strategies, in order to alter or compare their performance.

Examine the following figures:-

Request Set Run K igizzzzzs i;g:i:g:gt Output K' Precision
93 13(KWS) 50 799 243 3242 35 25%
93 9(13 ™ 4; 50 972 3842 4814 52 20%
93 23(EARGL) 50 871 3441 4312 46 20%

These show for three different runs the response when the cut-off K 1is
set at 50, Of the three, Run 9 produces most relevant documents. However,
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the customers have had to scan half as much material again as in Run 13 in
order to find them. Now, as we have said, the physical guantity of output
is one of the chief factors in determining the cost and convenience of an
operational system. Thus while cut-off K is the natural operating

. parameter, average output K' is the more appropriate evaluation parameter.

Reset the K-values till the K' are as near 50 as possible, rather than
the K. Compare then

1 " ] . .
Request Set Run K igs::zgts ngiiig:ﬁt OQutput K? Precision
93 13(KWS) 7 991 3637 4628 50 21%
93 9(13™M4) 49 966 3729 4695 50 21%
93 23(EARGL) 53 M4 3793 4707 1%

Here Run 13 has mozt relevant documents. Also,

If we compare strategies at the same K'! then precision is proportional
to the number of relevant documents retrieved, and we need not quote both.

VII.4  Recall estimates

For a given request, let us define
(i) Perfect Recall = Number of Relevant Documents in Collection
and, given in addition a Strategy and Cut-off,

Relevant Qutput
Perfect Recall

We have mentioned in Part I the difficulty of estimating perfect recall;
let us write

(ii) Recall Ratio =

(iii)  EKnown Recall = Number of Relevant Documents retrieved by at
least one of the 14 standard strategies

Relevant Output
Known Recall

Largely manual searches of two types were made to test how meaningful
these were.

o

(iv) Known Recall Ratio =

Virtually Exhaustive Search, 3 requests, (Run 27)

The library was scanned as follows:-
1, Retain mechanically all documents having one or more words present in
or associated with the request via the word-word association matrix G3, and

print out those not previously assessed.

20 Mark documents having even the slightest connection with subject matter
of requeste.

3. Send to requestors for thorough assessmente

Step 1 retained 5,000 documents on average, Step 2 about 200,

09



Relevant Documents found

Run 13(KWS)  Other Standard Runs  Run 27 EXHSEA Totals

Request 10 55 20 11 86
38 4 1 N 9

9N 9 (e 9 32

68 35 2l 127

If these figures are at all typical, then our combined runs have retrieved
of the order of 8Q% of the relevant documents in the collection. Clearly
the figures 11, 4, 9 in the fourth column are too small to have been estimated
by a random sample much smaller than the whole library itself.

Subject Index Search, 12 requests, (Run 26)

Appendix B16 shows a page from the annual subject indexes. The headings
vary little from year to year, while the entries are based on the abstract as
a whole but are often rearrangements of words in the title. 12 of the requests
were searched by their requestors under headings chosen by themselves. Since
the entries did not give a very full picture the abstracts were found and
printed out, and some 30% were cthen found to be irrelevant. Of the 102
relevant, 41 ‘vere known through Run 13 at K' = 50, and a further 19 through the
other standard runs. Thus 42 were quite new, against 2386 already known,
suggesting that the standard runs accounted for 80% or more of the totale
The following diagram shows the numbers of relevant documents involved.

Run 13 (KWS)
at K' = 50

Other Standard Runs
at K' = 50

Run 26 (Subject Index)

VII.b Totals and averages

We have explained our reasons for using K or K! as our independent
parameter, and numbers of documents, or precision for given output, as our
chief evaluation measure,

For interest's sake we have added, in the runs tabulated in Appendix B8 ,
three other measures which aie worth considering. Overall Precision and
Overall Known Recall refer to an imaginary request whose numbers of documents
are the numbers for each request in the particular set added together. Thus
Total Relevant and Overall Precision are what we have used already.

If for fixed K request 1 retrieves x. relevant in vy output out
of zy known relevant then *

Ix. ix,
Overall Precision = —= Overall Known Recall Ratio = —=
Eyi Iz
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1 X. 1 X
Average Precision = =— 1 —= Average Known Recall Ratio =— I ——
noys noys

where n 1s the number of requests.

With the idea that a strategy yielding ¥ =y; =0 is not very
selective we have set precision equal to zero in such a case. (It happens
that z; > 0 for all our 93 requests)° The smaller the value of X the
greater the chance that yi{ = O and consequently the average precisions
actually increase for the first few K. The two recalls, and the two
precisions after the initial rise in average precision, are not much different
in size. There does, however, seem to be a systematic difference of a few

per cent so that

Overall Precision < Average Precision in general 000 (VIIOSO1)
5
L=, v.
Now y; I3
Overall Precision = ———— , ooo (VIIo5.2)
Y.
i
X,
that is, it is an average precision in which precision ratio -2 is given
i

weight y;. The outputs y; are approximations to X but have a definite
spreade Whether the output for an individual request is greater or less then
K is likely to be independent of the request's particular output-precision

" curve. Hence we might expect that requests whose output went above K had a

lower average precision than those that went below, Consequently, in
(VIIo5.2) the lower precisions would carry greater weight and this is what
we have found in (VII.5.1). In confirmation, we may verify that the effect is
much lecs marked in Runs 14 or 28 than in Runs 13 or 25, where the output
spread is greater.

The same effect was noticed by Cleverdon Eli] Volume II, pages 53-55
for certain of his measures, which were calculated by keeping key-word stem
coordination constant and then totalling or averaging over a set of requests.
It would not be surprising if, for a fixed coordination, large outputs
correlated with small precision, and this is what Cleverdon's observation
implies,
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VIII Discussion of Performance Figures

VIII.A General Comments

There is naturally no single answer to the question ‘which is the best
strategy?' Performances differ from request to request; it may not be
worth going on to a second strategy, altering the cut-off, or using under-
lining. DBroadly speaking we have in mind the person whose requests are
batch processed along with many others, so that feedback is likely to be
limited compared with an interactive system with an on-line terminal.

We shall use the following terms:-
Basic Strategy -~ Run 13
Standard Strategy - Runs 6, 9, 11, 13 - 23, fourteen in all.

A cut-off value of K' = 50 is implied unless the contrary is stated.
Assessments for runs 24, 25 and 28 are known only where these overlap the
standard runs, and we write *25, etc. where the assessments are incomplete.
However, Run 28 is almost fully assessed at K' = 50 and we shall not go far
wrong if we take the unassessed for this K' as irrelevant. We have
therefore included Run 28 in most of our tables.

We asked for requests to be formulated in ordinary natural language.
One or two contained words such as 'information® used in the non-technical
sense, and which we thought might produce noise in the system. It appeared
however that say 4 other key-words were sufficient to define a subject area
so that the presence of such a key-word seemed to have little effect.

We were not in a position to work on improving or altering the wording
of requests to see how this affected performance, other than by 'underlining!'
(VI.2.6), However, we picked out those requests which we felt were less well
formuluted (Appendix B3 ). It turned out that the precision ratios of these
17 were significantly lower in Run 13 than of the remaining 76, at the 5%
level, but we did not feel justified in cancelling them also.

VIII.2 Relative Performance of Standard Strategies

Appendix B9 shows the numbers of relevant abstracts output by each of
the standard strategies for all 93 requests for a selection of K'. It
appears that of these 13 or 28 is the best run uniformly as K' varies. This
is far from being the whole story, however. Some of the runs which do nearly
as well as Run 13 do so because their output is little different. Since
Run 13 does as well as any, let us assume that a requestor is likely to make
it his first try.

Consider what happens if he goes on to try a second strategy. The
machine is programmed to suppress all documents he has already received and
presumably scamned. Appendix B9a shows the new documents output, that is,
not also output in Run 13, Thus for example at K' = 50, Run 9 produced 966
documents as against 991 documents for Run 13. Only 176 of these were new.
Run 6 produced 753 but 238 of these were new. Again Run 21 produced 902
documents of which 311 were new and so is better than Run 6 on both counts.
Consider the run numbers rank ordered by averaging their rank orders at

K! = 20, 30, 40, 50:-
te
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93 Requests: Run Numbers in Averaged Rank Crder
(highest) (lowest)

Total Relevant Output: 413 *28 9 22 2319 21 20 11

4L 18 1516 417 6
New Relevant Output: 21 18 15 =23 6141 =14 17 = 16

19 20 22 *28 9

- A

There is a weak anticorrelation between these two orders (omitting 13 in
the first set), namely P = ~o37, so that, roughly speaking, the nearer a run
is in performance to Run 13 the fewer new documents it produces,

It is noticeable that some runs achieve a comparatively high total by
doing very well for fewer requests. Thus Run 19 produced 248 new documents,
but only 44 out of 93 requests contributed to this total. This coverage or
number of productive requests is noted in brackets in the appendices where it
is known. The coverages for one relevant document differ little,;” but those
for new relevant documents are perhaps worth putting in average rank order:-

93 Requests: Run Numbers in Rank order
(highest) (lowest)
Coverage for New Documents: 6 23 41 18 15 24 14 16 = 2017 19 9 *28 22

This seems to correlate to a fair extent with the numbers of new documents
retrieved (P = .80).

The numbers of new documents are an important test of an association
strategy's performance. The motive for going on to a second strategy i1s much
stronger when Run 13 produces only a few documents. It does not necessarily
follow that in such a case other runs are likely to produce even fewer. 3i4
requests, 37 per cent of our set, produced only 0 to 4 relevant documents in
Run 13 at K' = 50, (Appendix B10 )o Even if we omit the less well formulated
requests, there are still 13 for which we need output of 250 or more if we
are to get further relevant documents. New documents however are often
retrieved for this set by association or descriptor runs at low K.

If we take the standard runs at K' = 50 and then select the 34 requests,
we get the figures in Appendix Bi1 and the following rank orders:-—

34 Requests: Run Numbers in Rank Order
(most) (fewest)

Total Relevant Output: 1518 141 9 23 *¥28 24 20 14 6 17 416 19 %25 22 13

New Relevant Output: 21 15 18 23 11 9 14 *28 6 20 17 16 19 *25 22

Coverage for New 1814 23 615 24 9 44 17 16 20 *28 19 22
Documents:

i R e T e S

+
Compare, however;-

Numbers of Requests 65 64 64 63 59 58 5

with 5 or more
@ relevant documents 6 ~
ERIC - 3
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5 =18 = 24 = 22 20 14 =19 17 16
8 58 58 585755 5553 %
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When we select requests at random we might expect the KXK' +to remain
roughly the same, and this holds here for the 34 requests for all runs except
13 and 19 (K* = 33 and 35 respectively)o This drop from K! = 50 makecs us
ask, in choosing those requests with low relevant output have we simply chosen
those with lower than average total output? If we raise the X" to counter—
balance Run 13%s low sensitivity, thus,

Request Set Run K R2levant Irrelevant Output K? % Precision

31, 13 87 101 1572 1672 49,18 6 O

eee (VIII.2,1)
we still find Run 13 below the other runs, except Run 22, and so the poorer
performance of the 34 requests in Run 13 must be due in great measure to
semantic considerations. In fact, no single run at K' = 50 is able to cover
more than 65 out of the 93 requests at the level of 5 relevant dvcuments,
while there are 83 requests for which 5 or more are known.

7

We may use g @s our measure of sensitivity (V.7). Runs may be rank

ordered according to the cut-off values K needed to yield a given average out-

put K°' (Appendix B5), a high K giving low sensitivity. We deduce the
following orders:

93 Requests: Run numbers in order of sensitivity

(highest) (lowest)
K?* = 20 6 =11 23 9 =28 =14 21 = 201715 =16 22 =43 19 = 25 18
K?® = 30 6 =11 9 28 23 14 21 221518 = 1319 =17 = 16 20 25
K* = 40 6 =11 9 23 28 14 214 22 18 15 19 20 13 17 25 16
Kt =~ 50 6= 9114 28 23 14 24 = 22 18 19 1315 20 17 16 25
Average rank order 6 =

11 9 28 = 23 14 21 22 1518 1320 19 17 16 25

Note that sensitivity is independent of any relevance judgments,

VIII.3 Run 13 with a Second Strategy compared with Run 13 at Higher Cut-0ff

We have discussed above the numbers of new documents produced by our
standard runs. The best of these was Run 21. Let us unite the document sets
produced in runs 13 and 21, writing U for set union, thus:-

Request Set Run K Relevant Irrelevant Output K! % Precision
93 13 U 24 71,62 1302 6006 7308 78,58 17.82
93 13 113115 1185 5880 7065 75,97 16,77
93 13 116117 1204 6185 7389 79.45 16,29

We have included the results for Run 13 which are nearest in total output.
We do a little better by using 13 U 21 than by increasing the output for
Run 13 alone. Thus the two strategies together are better than either of them
singly. Although we have not distinguished documents so long as they are
relcvant, the requestor may appreciate the increased variety brought in by the
associlation run,

The improvement is even more marked for the 34 set. "3 N 15t indicates
documents in Run 15 but not in Run 13.




- 59 -

Request Set Run K Relevant Irrelevant Output XK' % Precision
Sk 13 T 79 1058 137 33.4d 6,95
3 15 73 154 146 1605  47.20 8,79
3 13015 7,73 77 958 1035  30.45 7 odih
3k 13015 1,73 156 2016 2172 63,88 7.18
3l 13 110 123 1942 2065 6007k 5096
3k 13 111 12) 21,8 2272 66,82 5046

Note that when two runs, at say K' = 50, are united the new average
output per request will be something less than 100, the sum of their K9,
and vary somewhat between diff'erent pairs of runs, according to their overlap.
Thus greater total relevant output may not correspond strictly with greater
precision., We may compare the folilowing figures with 13 U 241 above,

Request Set Run K Re event Irrelevant Output K° % Precision
93 13019 71,66 1209 5219 6428 69412 18.81
93 43 104109 1158 5082 62,0  67.10 18,56
93 13 110 1166 5276 6442 69.27 18,10

VIII. 4  Cenerality of a Request

We define

Number of Relevant Documents in Collection
Total Number of Documents in Collection
ovo (VIII.lot)

Generality of a Request =

It may be thought of as the precision should the whole library be output.
Requests with low generality are in some sense likely to be harder to answer.
Some previous workers who have had the whole of their document collection
assessed have therefore studied generality as an additional variable. If we
use total known relevant in the numerator of (VIII.Le1), the generality of
our requests ranges from .0086% to .7%. We may divide our set of requasts
into four groups of increasing generality.

Known Relevant % Generality Number of Requests
GEN 1 0-8 0000-,069 26
G‘EN 2 9"1 7 o 078"01 5 21
GEN 3 18-29 216 =25 23
GEN 4 348l 026 =073 23

See Appendix B12. for the corresponding performance figures. The figures
for lowest generality are perhaps too small from which to draw any strong
conclusions, but the other three show a rank order very similar to those far
all 93 requests together (VIII.2).

Rank Order of Run Numbers, K' = 50, for Relevant Documents
(most) (fewest)

Request Set GEN 1 14 22 6 18 13 9 =2017 16 231519 21 14

GEN 2 91321 19 2211 1518 = 23 20 6 14 16 17

GEN 32213141 9 =19 219 2315 14 20 6 18 17 16

Q GEN 4 13 919 23 44 21 2018 1617 221511 6

65
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New Relevant Documents, not in Run 13

Request Set GEN 1 41 18 6 21 15 17 16 = 2314 =20 9 22 49
GEN 2 29 15 48 11 23 = 2019 9 14 6 16 = 17 22
GEN 311 =1523 21 6 1418 919 2016 =17 22
GEN 4 18 15 24 1419 16 17 11 23 6 20 9 22

VIIT.5 Underlining (55 requests)

Underlining (VI.2.6) was first tried with descriptor Run 14 to give it
additional precision, making Run 241, Later it was tried with Runs 13 and 14
after the standard runs had been assessed. The strategies were first applied
to all 93 requests at K' = 30, and then the 55 requests selected. The
figures in Appendix B13 include the resultant effective K%, which do not
differ enough from 30 to affect the argument.

(i) One Underlined Strategy

Referring to Appendix B13 , we see that underlining slightly
improves the performance of each of the three runs so that 25
(U13) is the best of all. But U43 has quite a striking decrease
in sensitivity over Run 13, needing, far example, X = 81 to
produce KXK' = 50,

(ii) Two Strategies in Succession, One Underlined
Appendix B13 shows that it is best to combine with Run 25 not

Run 13 or nother underlined strategy (Run 21), but an associetion
or descriptor run, with Run 23 heading the list. Thus:-

Request Set Run K Relevant Irrelevant Output K!' % Precision
55 25 29 356 660 1016 18 35
55 25 0 23 155 629 78) 20
55 25 U 23 5114 1289 1800 28
55 25 58 >511 1853 3k >29

It would seem that Run 23 is the best to combine with Run 25,
but that we could get similar performanc. on average out of Run
25 alone with increased cut-off. What about the requests,
although underlined, for which Run 25 does badly? If a request
does badly in Run 25 = U13, it may still be worth trying Run 13
but an association or descriptor run is more likely to break new
ground,

However, in underlining, we are limiting oursclves to a particular
subset of abstracts and it is for the requestor to decide whether
this is desirable in any particular case,



X Summary and Conclusions

IX.4 Evaluation oriteria

Our aim was to find what improvements, if any, could be made upcn the
performance of retrieval by matching key-word stems by the use of word
associations and clusters. Thus run 13 (KWS) is our standard of comparison.

In assessing different strategies we consider three measures to be particularly
useful:

(1) The total number of relevant documents retrieved for a set of
requests in a given quantity of output.

(ii) The sensitivity of a strategy, that is, iis ability to output a
number o. wcuments uniformly close. to that requested.

(iii) The coverage of a strategy, that is, the number of requests for
which it retrieves some minimum number of relevant documents,

For associative strategies (i) and (iii) are calculated using total numbers
of relevant documents, and also using numbers of new relevant documents with
respect to the output of run 13,

As far as we are aware the concept of the sensitivity of a strategy has
not previously been discussed in the literature. We measure it (V.7) as K'/K,
the output per request averaged over a set of requests divided by the desired
output. In changing the strategy we find that as the relative spread of the
outputs for different requests about their average increases so K'/K decreases.
With very low spread K!'/K approaches unity. Both these effects depend on the
nuuber of strata into which the strategy partitions the output. Low
sensitivity implies that the performance for some requests may suffer by very
little output being produced. As regards (i) we have offset the effect of
differing sensitivity by testing each strategy at the same K! rather than at
the same K. Com -

The recall performance of the various strategies may be assessed in terms
of the total numbers of relevant documents they retrieve in relation to the
total number of known relevant. Results of virtually exhaustive searches on
three requests and of subject index searches on 12 (section VII.L) suggest
that the numbers of known relevant (total and for individual requests)
represent about 80% of all relevant documents in the collection.

IX.2 Performance of key-word stem searches

In relation to results yielded by eur various assocciative strategies it
must be concluded that retrieval by the simple means of comparing key-word
stems (run 13) provides a very good level of performance. The total of 991
relevant documents retrieved for the full set of 33 search requests was
matched only by run 28 which uses a refinement of the word stem search.*
This represents a recall of about 40% of all relevant documents in the
collection. Between them, all the strategies described (including run 13)
produced 2,020 relevant documents.
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*¥This superiority of simple key-word stem searchin_; when judged purely on the
basis of total numbers of relevant documents retrieved closely parallels
some of the findings of Cleverdon et al [15]. Our use of key-word stems is
very simi.ar to their language consisting of single terms with confounding
[]zjkzword forms, which they found to perform better than others they tested.
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The weakness of key-word stem retrieval is its very low sensitivity
(K'/K ~ 0.7). A five word request, for example, splits the collection into
. at most five strata whether it contains 10,000 or 100,000 documents. There is

a large spread in quantity of output with a marked tendency towards lower
output than desired. Thus, in run 13 it was necessary to retrieve as close

as possible to 71 documents for each request (K = 74) in order to produce an
average output of 50 documents per request (K'.z 50). Even at this output
level run 13 produced little or no relevant material for many requests,

In run 28 the key-word stem strategy is refined by ordering the documents
in each of its strata according to their coordination values in run 14. This
subdivision of the strata produces excellent sensitivity (K'/K = 0.97). The
total number of documents retrieved for 93 requests is the same as in run 13.
However, this reflects a balance between 155 new relevant documents for
requests for which run 13 produced low output and 155 fewer for a smaller
number of requests for which run 13 produced high output., Appendix Bi1
summarizes results for a subset of 34 requests for each of which run 13 yielded
fewer than five relevant aiuswers. For these, run 28 produced 130 relevant
documents compared with 79 in run 13.

IXo3 Advantages of associative strategies

Our strategies employ word associations in one of two ways:

(1) Word clusters formed from them are used as descriptors which are
assigned to abstracts and requests. Retrieval is then based upon
comparison of clusters.

(ii) Abstracts alone, or abstracts and requests, are expanded by adding
associated words. Word stems in the expanded texts are then
compared when retrieving.

We have found strategies of both kinds with good levels of performance a-d
having three things to recommend them:

(a) Very good sensitivity (K¥/K > 0.9).

(b) Pairly good recall of new relevant material. Although they retrieve
fewer relevant documents in total than run 13, the best strategies
add to the number of relevant decuments found in that run by about

30%.

(¢) Particularly good recall of new relevant material for requests
for which a word stem search yields little or no relevant output.
For the subset of 34 such requests the best strategies increase the
number of relevant documents found in run 13 by about 75% (see
Appendices B10 and B11). This improvement is accounted for partly
by the better sensitivity of the associative strategies and the
fact that a large proportion of the subset of 34 requests obtained
low total output in run 13. However, in producing the figures in
table VIII.2.1 we have compensated for this by considexring
a cut-off level which raises the average output of these requests
to our standard of approximately $0. The figures show the improved
performance of a word stem search at this output level. The best
associative strategies are still able to improve upon these new
figures by about Aq%o

x Considered individually, none of these improvements is spectacular and
EI{I(j it would not be sensible to recommend the use of one or more associative

&8
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strategies rather than performing a simple word stem search.
combination of these advantages together with slightly improved coverage

However, the

provided by most of the associative strategies does make their use well worth
considering seriously. We think their main value lies in their use to
supplement a key-word stem search when the performance of the latter is found
unacceptable or when better sensitivity is required.

One most interesting observation applies generally to our associative
strategies. We have found a marked negative correlation between the amount of
new relevant output (relative to the results of the word stem search of run 13)
In other words,
associative strategies providing the highest relevant output tend to produce
largely the same relevant documents as run 13, those providing a good selection
of new relevant material produce more meagre total numbers of relevant

from strategies and the total relevant output they produce,.

documentso

IX.4 Best associative strategies

Assuming that they would be used along with a key-word stem search, our
final assessment of the associative strategies is based upon their performance
for the subset of 34 reguests for each of which Pim13 produced fewer than five
relevant docuuents. Our 14 main strategies are ranked below according to the

three criteria listed in section IX.1.

Strategies . 219 415 =18
New Relevant Documents 78 77 77
(34 Requests)

Strategies 18 11 23 =

Coverage (34 Requests) 23 22 21
1 or more new relevant documents)

Strategies in average 6 11 9

order of sensitivity

Compare: Values of K 49 50 49

needed to give K!' = 50 (93 Requests)

23
70

6
2

28
52

11
69

23
53

9
6!

21
19

1y
55

14
59

21

62

28
5

14
16

22

62

6 20
L9 46
17=16
15 15
15 18
73 65

17
40

20
14

13
7

16 19 22
39 33 47
28 419 22
12 9 8

20 19 17 16 25

73 66 76 79 81

Although no single strategy comes out on top on all counts we note that
strategies 11 and 23 show a fairly balanced performance, appearing within the
top six of each rank ordering. We regard these as the best of the associative
strategies we have tried. Strategy 11 uses a set of 1,178 highly overlapping

word groups as descriptors with proportional representation (VI.1.6

In

strategy 23 key-word stems are compared after expanding both requests and
abstracts by adding words which, according to connection matrix G4 (III~10),

are assoclated with the original words,

IX.5 Effects of cluster overlap and representation

One important feature of clusters is their degree of overlap, and it is
closely related to the number of words that do not become isolated in the
clustering process and the number and size of the clusters themselves.

general, we find that new relevant output, coverage and sensitivity,

In

particularly the latter, are all improved by. increasing the overlap of clusters
used as descriptors. By contrast, non-overlapping clusters (e.g. strategy 16)
necessarily lead to lower sensitivity even than key-word stem retrieval. Use

- e em em e e e e e e e e em e e e B e et e e e M MR e e e Mm A G et G8 e = e e A me -

*In comparing these totals with those for the 93 requests, note that 5 or more
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relevant documents are known to exist for only 24 out of the 34 requests.
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of representation with clusters (VI.1.5) further improves these measures
provided there is a sufficient degree of overlap. Proportional representation

(VI.1.6) performs even better.

IX.6 Effect of obligatory request words

The results produced by allowing people to make some of their request
words obligatory (indicated by underlining) in retrieved abstracts suggest
that, used with restraint, this can be a useful precision device. The
sensitivity of a strategy is, however, lowered.

IX.7 Effect of reguest generality

The generality of our requests (i.e. ratio of number of documents in
collection relevant to a request to total number in collection) ranges from
0.0086% to 0.7%%. These figures, however, are based upon numbers of known
relevant documents, estimated to be 80% of the totals. The true generality
range 1s therefore likely to be 0.01% to 0.91%. The 93 requests were
arranged into four subsets of roughly equal size each covering a different
range of generalities. The performance of different strategies was studied
for these subsets of requests (VIII.4 and Appendix B12). There is no
evidence of significant performance differences for the different generality
ranges, nor of significantly different strategy rankings according to their
performance for these classes of request,

IX,8 Choice of strategy

If it is desired to use only one strategy then a simple key-word stem
search is the best when its low sensitivity is acceptable, and is certainly
cheaper to implement than any associative strategy. When better sensitivity
is essential, for better control of quantity of output, then a refined key-
word stem search, such as run 28%, should be employed. This removes the
likelihood of some requests receiving little or no output and, hence, little
or no relevant output.

If better recall and sensitivity are required than it, alone, can provide
a key-word stem search should be followed by an associative strategy. Of the
ones we have tried strategy 23, making direct use of a set of word associations,
is undoubtedly the best choice. Run 28, mentioned above,is too nearly
related to Run 13 to be so useful as a second strategy. Strategy 11, though
yielding a similar level of performance, would be a costlier choice requiring,
as it does, the generation of a set of word clusters. We would say, more
generally, that, of the strategies we have tested, those involving direct use
of' word associations perform comparably with, and are therefore preferable to,
those employing word clusters,

If a kcy-word stem search is found not to be very productive, greater
improvement in recall can be expected by proceeding with an associative
strategy than by changing the cut-off level in the word stem search to yield
the corresponding combined output.

For some of the factors affecting the cost of the various strategies,
see Appendix B6.
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*Any associative strategy can be used to subdivide the coordination strata of
the word stem search. The strategy of run 23 is probably the simplest and

« best choice, . 70
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IX.9 Application to on-line, interactive systems

Some of the technigues we have studied could be employed to improve the
performance of retrieval systems working in an on-line, interactive mode,
Words and word clusters statistically associated with those in a reqguest or
in an already retrieved relevant document could be displayed. The searcher
could then decide which associated words are useful in the context of his own
request, and how to use them to broaden or modify his request, It seems
likely that word associations could lead to greater improvements in retrieval
performance when tailored in this way to a searcher's needs than when
employed in a non-interactive mode.
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APPENDI X A |

WORD-STEM DICTIONARY

W1TH MAXIMUM EXTENSION OF STEM LENGTH (I1-5) AND FREQUENCY {N 12288 ABSTRACTS

N+B+ REPETITIONS WITHIN AN ABSTRACT ARE NOT COUNTED

STEM STEM MAX FREQ STEM STEM MA X FREQ

NO EXTN NO EXTN
653 ABSOR 8 384 832 BASE 5 641
0 ACCELERA 8 55 663 BASIC 5 182
484 ACCESS 8 18 664 BAS IS 5 147
485 ACCURA 8 226 965 BAY 4 33
1 AcousTIC 8 51 B33 BEAM 5 306
486 ACTION 6 95 337 BEAR I NG 8 21
487 ACT I VE 6 95 834 BELT 5 71
2 ACTIVITY 8 219 835 BIAS 7 84
654 ADAPT 8 32 30 B1IDIRECT 8 10
962 ADD 8 171 31 BIFURCAT 8 14
B2b5 ADHE 8 5 665 BINAR 8 95
3 ADIABAT 8 9 32 BISTABLE 8 43
488 ADJUST 8 86 966 BIT 4 29
4 ADMITTAN 8 65 666 BLOCK 5 31
489 ADVANC 8 40 33 BLOCKING 8 33
5 ADVANTAG ] 93 967 80D 6 64
490 AERJAL 8 150 338 BOMBARD 8 25
6 AFTERNOO 8 13 836 BOND 8 13
463 AR 3 147 339 BOUNDAR 8 104
655 ALIGN 8 36 498 BRANCH 8 37
656 ALLOY 8 32 34 BREMSSTR 8 6
7 ALPHANUM 8 3 499 BRIDGE 7 108
8 ALTERNAT 8 131 500 BRIGHT 8 82
826 ALTI 8 127 667 BURST 8 88
329 AMBIENT 8 20 35 CALCULAT 8 899
657 AMMON 8 21 36 CALIBRAT 8 27
491 AMPLIF 8 1292 340 CANONIC 8 10
9 AMPLITUD 8 388 341 CAPACIT 8 468
10 ANALOGUE 8 216 501 CARBON 8 40
330 ANALOGY 7 24 342 CARRIER 8 116
658 ANALY 8 1372 502 CASCAD 8 71
119 ANALYSER 8 67 503 CATHOD 8 250
659 ANGLE 6 163 668 CAVITY 8 239
331 ANGULAR 8 75 837 CELL 8 88
12 ANISOTRO 8 71 37 CENTIMET 8 55
332 ANNULAR 8 13 343 CENTRAL 7 42
827 ANOD 6 128 504 CENTRE 7 147
492 ANUMAL 8 123 38 CERENKOV 8 13
333 ANTENNA 8 23 344 CHANNEL 8 70
13 APPARATU 8 89 39 CHARACTE 8 921
14 APPARENT 8 77 669 CHARG 8 383
15 APPROX I M 8 401 838 CHOP 8 20
964 ARC 6 63 670 CIRCL 8 31
493 ARCTIC 6 17 345 CIRCUIT 8 1863
828 AREA 5 86 40 CIRCULAR 8 129
16 ARGUMENT 8 19 41 CIRCULAT 8 37
660 ARRAY 8 35 671 CLASS 8 123
17 ARTIFICI 8 133 346 CLASSIC 8 61
494 ASPECT 6 13 347 CLASSIF 8 42
18 ASSOCIAT 8 304 505 CLIMAT 8 8
661 ASTRO 8 101 506 CLOSED 8 43
19 ASYMME TR 8 68 672 cLOUD 8 91
20 ASYMPTOT 8 27 839 COAT 7 34
83; ﬁTgospHs 8 564 840 COAX 8 113
TOM 5 57 968 coD 6 33
495 ATomIC 6 63 42 COEFFIC! 8 318
2? ATTACHME 8 36 507 COHERE 6 55
23 ATTENUAT 8 172 841 cotL 7 112
496 AURORA 8 323 43 COINCIDE 8 57
24 AUTOMATI 8 128 842 COLD 4 47
25 AVALANCH 8 21 348 COLLECT 8 114
334 AVERAGE 8 114 44 coLL1IS10 8 151
830 AXES 4 12 508 COLOUR 8 17
662 AXIAL 8 50 509 COLUMN 8 59
26 BACKGROU 8 35 510 COMBIN 8 188
27 BACKWARD 8 12 45 COMMUNIC 8 65
497 BALANC 8 50 46 COMPARIS 8 202
28 BALANCED 8 42 a7 COMPAT!IS 8 7
Q BALLOON 8 26 48 COMPENSA 8 119
[ERJ!:4 BAND 5 548 :Z 49 COMPLEME 8 19
9 BANDWIDT 8 226 :7 50 COMPONEN 8 416
Priverosieoenc U BARRIER 8 27 : 349 COMPLEX 8 151
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STEMN STEM MAX FREQ STEM STEM MA X FREQ

NO EXTN NO EXTN
261 SCINTILL 8 77 283 STANDING 8 22
607 SCREEN 8 116 936 STAR 5 101
608 SEARCH 8 15 802 START 8 4z
609 SEASON 8 138 621 STATIC 8 85
262 SECUNDAR -8 153 463 STATION 8 206
453 SECTION 8 216 284 STATIONA 8 35
454 SEGMENT 8 9 285 STATISTI 8 174
610 SELECT g B2 622 STEADY 6 129
265 SELECTIV 3 61 937 STEP 5 105
781 SELEN 8 21 623 STIMUL 8 25
926 SELF 4 142 286 STOCHAST 8 6
264 SEW | COND 8 152 938 STOR 8 239
265 SEMIDIUR 8 24 803 STORM 6 2453
455 SENS ING 7 13 464 STRAIGH 8 33
260 SENSITIV 8 117 465 STRATIF 8 20
267 SEWUENCE 8 23 624 STREAM 8 80
260 SEWUENTI 8 10 287 STRENGTH 8 169
B SERVES 6 309 625 STRESS 8 28
782 SERVO 8 120 804 STRIP 6 48
991 SET 4 115 626 STROKE 7 21
783 SHAPE 6 159 288 STRUCTUR 8 206
450 SHAPING 7 20 289 SUBMILL! 8 15
784 SHARP 8 a1 290 SUCCESS | 8 56
785 SHEAR 8 12 992 SUM & 160
786 SHEET 6 51 627 SUMMER 6 64
787 SHELL 6 22 993 SUN 4 175
786 SHIFT 8 190 466 SUNRISE 7 39
789 SHUCK 6 31 628 SUNSET 8 22
790 SHORT 8 261 467 SUNSPOT 8 178
927 SHOT 5 17 291 SUPERCON 8 54
612 SHUWE R 7 32 292 SUPERREG 8 7
791 SHUMT 8 57 468 SUPPLIE 8 62
928 S1GN 5 24 469 SURFACE 8 338
615 SIGNAL 8 605 805 SURGE 6 9
792 sSiLic 7 63 629 SURVEY 8 176
614 SILVER 8 18 806 SWEEP 8 49
457 S1WILAR 8 226 630 SWITCH 8 272
458 SIMULAT 8 a8 631 SYMBOL 8 17
269 SIMULTAN 8 167 470 SYMMETR 8 160
793 SINGL 6 328 293 SYNCHRON 8 66
270 SINUSOILD 8 90 294 SYNTHES | 8 169
929 S| LE 4 107 632 SYSTEM 7 953
930 SKIN 4 40 633 TABULA 8 127
931 SLIT 5 28 959 TAIL 8 9
932 SLUW 4 66 940 1APE 5 61
433 SOFT 4 19 634 TARGET 7 22
794 SOLAR 5 680 295 TELESCOP 8 60
7935 soLID 6 168 471 TELEVIS 8 55
271 SOLUTION 8 340 296 TEMPERAT 8 597
790 SOLVE 6 77 297 TEMPORAL 8 10
272 SOUND I NG 8 62 635 TENSOR 7 54
615 SQUKCE 7 444 298 TERMINAL 8 140
797 SQUTH 8 98 299 TERMINAT 8 59
798 SPACE 5 255 300 TERRESTR 8 53
799 SPARK 8 28 807 THEOR 8 878
454 SPATIAL 8 44 472 THERMAL 7 158
2753 SPECIMEN 8 21 301 THERMIST 8 40
610 SPECTR 8 316 302 THERMOCO 8 8
274 SPECTROG 8 27 303 THERMODY 8 24
275 SPECTROM 8 71 304 THERMOE L 8 29
276 SPECTROS 8 44 305 THICKNES 8 77
800 SPEED 6 206 941 THIN 4 144
617 SPHERE 7 76 306 THRESHOL 8 38
277 SPHERICA 8 76 473 THUNDER 8 51
278 SPHERO1D 8 13 307 THYRATRO 8 36
934 SPIN 5 128 994 TID 5 54
801 SPLIT 5 15 942 TIME 4 751
618 SPLITT 8 37 636 TIMING 6 14
279 SPONTANE 8 23 308 TOLERANC 8 25
230 SPURADIC 8 85 943 TONE 5 16
619 SPREAD 6 76 637 TOROID 8 43
281 SPURIOUS 8 10 474 TORSION 8 14
460 SPUTNIK 8 43 808 TRACE 6 27
620 SQUARE 8 161 809 TRACK 8 47
935 STAB 8 162 810 TRAIL 8 81
461 STABILI d 466 811 TRAUN 6 32
462 STAGGER 8 27 309 TRAJECTO 8 39
8 140 8 65
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APPENDIX A2

L-Zone Card Code
The table below shows the code used when punching the texts of abstracts

on cards for input to the computer. Each character, numeric or alphabetic,
is punched in a separate column of a card. Each numeral in the range 0-9
is coded by a single hole punched in the appropriate row. Fach alphabetic
character is coded by one hole in one of the rows Y,X,0 and another in

one »f the remain.ng rows.

1
$\Z\°\l‘i}i NUMERALS ! Y | X 0
- .
0 | o - - -
1 | 1 | A B c
2 ' 2 ' D | E F
3 , 3 G : H I
b | L3 K L
5 5 M N | o0
6 6 P Q R
7 7 s rlou
8 ’ 8 | v . W X
9 ' 9 s Y oz | F.s. |
1 i J
Fig. A.2.1
APPENDIX A3

Letter Frequencies within Abstracts

The program used to read the abstracts from punched cards, perform the
dictionary look-up, etc., also counted the number of o¢ :urrences of each
letter of the alphabet and the number of spaces. All words appearing in the
texts, not only dictionary words, were included in this frequency count,
The cumulative frequencies obtalned from 11,571 abstracts appear below in
descending order. The average word length, as computed from these frequencies,
is 5.5 letters.

79




Symbol

PO —

Frequency

Space

=

H o O B g w2 o » H B3

477 860
324 558
233 300
224 127
214 748
197 661
189 274
182 768
171 761
113 986
101 683

99 513

88 789

77 790

80

Symbol

Frequency

4N RO M E 90 < e "R g

70 815
66 876
62 1,56
47 629
33 Bhk
32 970
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APPENDIX A4 (CONTINUED)
WORD-PAIR FREQUENCY DISTIBUTIONS

1 BATCH = 1536 ABSTRACTS
F = FREQUENCY = NUMBER OF ABSTRACTS
P(F) = NUMBER OF WORD-PAIRS WITH FREQUENCY F
OMITTING REPETITIONS WITHIN AN ABSTRACT)

BATCH 1 BATCHES 1-2 BATCHES 1-0
F P(F) F P(F) F P(F) F
0 443121 0 410066 0 355154 n
1 33778 1 53356 1 70954 72
2 9325 2 16297 2 271 73
3 3061 3 7082 3 13663 7
I 1781 4 3801 I 8130 72
5 gi2 5 2376 5 5291 7
6 609 6 1540 6 3712 77
7 336 7 1057 7 2654 78
£ 271 8 768 8 2066 79
9 206 9 555 9 1581 go
10 138 10 u28 10 1272 1
" 100 1 339 1 1039 g2
12 82 12 256 12 220 €3
13 57 13 216 13 706 gy
14 51 14 164 14 596 65
15 i6 15 157 15 hE2 g6
16 31 16 139 16 430 =7
17 15 17 104 17 321 8e
12 21 18 103 18 307 89
19 16 19 79 19 294 9
20 15 20 65 20 277 92
21 16 21 62 21 213 93
22 8 22 49 22 214 95
23 15 23 38 23 191 96
2l 9 2h 35 2 133 97
5 3 25 36 25 139 96
o2& g 26 27 26 121 95
28 7 27 22 27 106 100
29 3 28 20 28 101
30 3 29 30 29 101 102
31 2 30 16 30 95 103
30 3 31 15 31 73 104
33 2 32 13 32 69 105
35 2 33 19 33 64 106
36 1 34 12 34 46 10;/
35 1 35 12 35 62 10¢
39 3 36 15 36 53 109
it 2 37 3 37 b7 1o
42 1 38 7 35 35 m
43 2 39 13 39 36 112
46 ) 40 9 4o 43 15
47 1 4 3 n 45 116
4€ 1 42 7 42 36 17
119 1 43 7 43 26 118
4 5 43 27 19
45 6 b5 29 122
46 y 46 23 124
‘ 47 7 47 25 126
u8 2 u8 23 129
49 4 g 22 131
50 y 50 17 132
51 2 51 15 133
52 4y 52 20 135
54 3 53 21 138
55 4 54 13 142
* 56 3 55 20 144
58 1 56 1 145
59 2 57 1 149
&0 1 58 13 159
i 61 1 59 10 165
62 3 60 16 166
; 63 3 61 1 168
64 1 62 7 175
65 2 63 14 183
66 1 64 9 190
67 1 65 g 191
68 1 66 7 192
7 3 67 7 201
72 1 68 7 207
74 1 69 8 219
7 1 70 6 381

1 1

82 1

83 1

84 3

85 1

0 1

100 1

108 1

213 1
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BATCHES 1.8

F P(F) F P(F)

0 296779 63 39

1 78712 64 50

2 36475 6% 29

3 207417 66 37

In 13487 67 46

5 9396 68 u

6 6941 69 28

7 5197 70 29

& 3967 71 38

9 3313 72 28
10 2665 3 35
1 2231 74 30
12 1931 75 25
13 1613 76 27
14 1445 77 21
15 1252 78 18
16 1069 79 21
17 923 80 7
18 &114 81 2h
19 Tu2 82 12
20 6682 &3 18
21 625 8l 15
22 554 8y 16
23 532 86 24
2y 440 87 22
25 432 88 15
26 373 89 17
a7 365 90 15
28 292 91 19
29 332 92 18
30 242 93 18
31 272 9l 12
32 245 95 10
33 210 96 15
34 201 97 13
35 180 98 10
36 186 39 3
37 158 100 13
38 147 101 9
39 165 102 11
4o 140 103 14
i 133 101 9
42 121 105 13
43 0 106 14
4y 120 107 1
4y 83 108 19
4% 97 109 10
47 g2 110 10
48 78 11 10
49 &0 112 6
50 75 113 7
b_; g2 114 12
5 77 115 7
53 67 116 5
54 64 17 2
55 71 118 6
56 63 19 3
57 54 120 3
58 4g 121 9
29 4y 122 é
Y 56 123 4
61 ) 12 y
62 ug 125 6

ERIC

: . ]

]
]
~—

\O O OwWn &
o

W O-NoW Fwn—

mxlxl\1\1\1\1\1\1\1ég.gg\gx\&\%\&\gggmm\nmm\ﬁmmm\g::: Py

b b b b b b b b b ) b b b =P b b b b b b b b anh b b b b b b b b b b b ok b

WY D-IoOW SN =
N==NNWNNNW EW=RNW=NNNRN ENEE=NOW NN ENWW EWNWW SN NWWILY = ENWW N =W aEC

n
Al e b b s b e b s D) s s s bt ) — —



ERIC

Aruitoxt provided by Eic:

o

Lo nvN
U= =Uu-=0N
SO RAONOO =

T obhne
OoO~NOS o
~NO =W ox~NU =N

INRNFN
W =

~NUTAB NN -
W= OhN
-0 OW=NoOOOH

~won
~wow
)

935

178
196
362
372
564
678
728

CELERA
Q

UsSTIC
YMPTOT
ELECTROM
PERPEND
CONOUCT
CYLIND
WEDGE
WAVE

AcC
AC
AS

ACTIVITY
CORRELAT
STATISTH
SUNSPOT
CYCLE
YEAR

ADIABATI
APPROX IM
PASSAGE
LEVEL
MASER

ADVANTAG
CONVENT §
OPERATIO
TRIODE
RELAY
STASB

AFTERNOO
MIONIGHT
NONSEASQ
DAYTIME
DIURNAL
MEO AN
CYCLE
LAYER

ALPHANUM
CHARACTE

ALTERNAT
SOLVE

AMPLITUD

ANALOGUE
ANALYSER
MATHEMAT
COMPUT

ANALOGUE
ANALYSER
DIFFEREN

ANISOTROQ
DIELECTR
ELECTROM
HOMOGENE
ISOTROP
PERMEAS
MEDIUM
TENSQR
FI1ELD
MEDIA
AXES

BINARY

WORD CONNECTION MATRIX G3

i3

16

20

21

22

23

24

OO LN —-—
N O =V UNN—
OVNOTOWLWYW—~

[YeJiYe]
oaN aom
~NnN w o

106
159
240
524

23
520
831
867
893
997

24
364
441

PPENDIX AS

ARGUMENT
INTERPLA

ARTIFIC)
ATMOSPHE
SATELLIT
SPUTNIK
EARTH
OR8BIT

ASSOCIAT
OUTBURST
RECORD

HISsS

ASYMMETR
GAUSSIAN
RESPONSE
PASS

ACOUSTIC
ASYMPTOT
INTEGRAL
SOLUTION
CONVEX
FINITE
SCALAR
UNIQUE
EXACT
EXPAN
REVOL

—=—0 OV XAV ===

PEOCOOOIC -2 >
TZ>

ATTACHME
COEFF1IC|
ELECTRON
FORMAT O
I SOTHERM
RECOMB IN
DIFFUS

ATTENUAT
DESIGN
8AND
FiLT
LOSS

D8

AUTOMAT
DECIMAL
READING

24

25
26

27

28

29

30

31

32

33

34

35

36
37

38

632
854

25

26
900

-

=NV O~NVBWwWON
O TGh—=b = WO oS v

WOON~NO D b -
W

~N w0
N B W

OO D LON - —
[ R RV o BT R R
VCoO~NUOB—~0OBWN W =

37
328
482

38

235

SYSTEM
DRUM
AVALANCH

8ACKGROU
NO1tS

B8ACKWARD
WAVE

8ALANCED
CONVERS |
8ALANC
HEATER
PULL

8ANDWIOT
FREQUENC
PRODUCT

8IFURCAT
HEtGHT
LAYER

81STABLE
8LOCKING
MONOSTASB
MULTHIVIS
OPERATIO
TRANSIST
7
ER
H

8ISTABLE
8LOCKING
MONOSTASB
MULTIVES
OSCILLAT
WAVEFORM
TRIGGER
TIMING
RISE

BREMSSTR
PHOTOELE
HIGH

RAY

X

CALCULAT
EVALUAT

CALIBRAT

CENTMET
WAVELENG
VisisLE

CERENKOV
DIELECTR
RADIATIO



E

38
39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

Q "¢

RIC

Aruitoxt provided by Eic:

571

@~
- oW
=T~

606
047
694
931
967

F Y
[

BN
NN

240

[\ V]
oo
oo

Hon

-
WA= W=D W

—00=bNNCH

BB AVN = —

™~
~N NN
[L W

F Y
«

337

F Y
)}

[}
on
-

cow @ W BB W
0 N=O00CU! OBRB C€OOObD
COD®UNO COW —=——=a®

—_

OO UN -
0 N —=hOWOM
W WwWoOwo—-N

- [¢%
e b
Apn -

339

55
377
109
673

56

MOVING

ALPHANUM
CHARACTE
SELEN
WAFER

CIRCULAR
SCALAR
VECTOR
ELLYP
SLIT

800D

CIRCULAT

ATTACHME
COEFFICH
RECOMBIN
STUCHAST
OXYGEN

COINCIDE
MEMOR

coLLiIStO
ELECTRON
HOMOGENE
HYDRODYN
RELATI V!
TRANSPOR
KINETIC
MAGNETO
NEUTRAL
STATIC
IONIC
GYRO

COMMUNIC
B8EARING

COMPARI S

COMPATIB
RESONA

COMPENSA
FEEDBACK
THERMIST
STABYILIY
AMPLIF

COMPLEME
COLLECT
FLIP

COMPONEN
CRYOTRON
TOLERANC
WAFER
ADHE

COMPRESS

CONCENTR
NI TROGEN
RECOMBIN
DENSIT
OXYGEN
tON

CONDENSE
CAPACIT

CONDITIO
NONPERIQ
80UNDAR
CONF IGUR
EMITTER

FUNCTION
CONIC

CONFORMA

56
57

58

59

60

61

62
63

64

65

66

67

68
69

70

71

312
57

58
191
829

59
101
257
370
378
462
546
865
874

28
60

357

285
62

63

73
259
270
278
452
469
703
786
954

64
740

50

65
252
291
365
742
823

[Toles]
[o)} w o
o oo

NN —
)

BN
~N~o o~

N -
A, OO )} O~N~NO [\VRe R RN RV

~N W -
DO®N Gwe ©

TRANSFOR
CONJUNCT

CONSTIHITU
NITROGEN
ATOM

ADVANTAG
CONVENTI
FEEDBACK
RESPONSE
DISTORT

CORRESPO

CORRUGAT
DIMENSIO
ROUGHNES
SINUSOID
SPHEROID
SCATTER
SURFACE
FIELD
SHEET
WAVE

COMPONEN
CRYOTRON
RESISTOR
SUPERCON
DEPOSIT
MEMOR
WOUND
FiLW
STOR

-2 ZIXO
ZA>» X
omro

>V OC Or2>mz-

g

TOWVWO VODVI-MO
o>

O =M —rrmzx<
cuzz PP0O-HO

> CcC-CO - mwoomr
rTowo

X
-
(e
X

E-HET0-MOO>» XTTMO O

ANALYSER
DIFFEREN

72

73

74
75

76

77

78

79

80

81

82
83

84

85

86

an -
- -y
O 0w —=

-
[aRTo R RV N o]

(2P
o0 =

ENENIFN
N0 -

-NicWwWo N O e

O~
© o ~NoOo

r'S

216

DISCONT

DISCRETE
GALACTIC
NEBULA
SOURCE

DiISSIPAT

-0
00w M-~
->P>00W
G=-- -
I-I XX
- >mM > -
rouTo
T IC

ECCENTR }
ORBITAL
ORBIT
REVOL

EFFECTIV

CONVERS
EFFICIEN
QUTPUT
POWER
VOLT

ELECTR!{C
TRANSPOR
MoBIL
NET

ELECTROD
ELECTROUS
AXES

ACOUSTIC
ANISOTRO
DIFFRACT
ELECTROM
SPHERICA
SPHEROID
INFINLT
ISOTROP
MED|IUM
SCREEN
SPHERE
MED I A
WEDGE



O

ERIC

Aruitoxt provided by Eic:

86
87

88

89

90

91

92

93

94

95

96

97

98

99

00

a1

[Te]
o

NN A=W W= = L CE DN
VONOLBLEDMULVON=~NBN o

VWON~NOOOEDWVN—-

693
96
97

66

332

99
391
430
444
452
576
577
694
954

100
243
406
645
808
876

48

59
101
293
461
499
782

NAVE

ATTACHME
coLLisSto
ELECTRON

-P>VEe<40V2Z24A0NZ
TOMMOMMAZ2 03T
mwzmMmC—-I0W=Z20
O—HAVnr>»von

mro >»m

nnZ

O—AI>PPP>~TVMI M=
Z00WrIMOC>» OHA

ENGINEER
MACHINE
PROGRAM
COMPUT

EQUILIBR
EQUIVALE

EVAPORAT
METAL
Fiblu
0X1i0
VACU

EXCHANGE
INTERACT
ENERGY

EXCITAT
EXCITED
VALENC

EXOSPHER
WHISTL
EARTH

EXPONENT
EXTENSIO

CYCLOTRO
EXTERNAL
ANNULAR

EXTINCT
INCIOEN
POLARIZ
REFLECT
SCATTER
oBLIQuU
ORIENT
ELLIP
WAVE

EXTRAORO
REFLEXIO
MAGNETO
VALLEY
TRACE
GYROQ

COMPENSA
CONVENT |
FEEOBACK
SYNCHRQON
STABILI
BRIOGE
SERVO

101

102

103

104

105

106

107

109

114

w
» O wnm
- N NN

N -

OO =t o =

WOONN == \D = N =
wroobsOON N o o Vioowdhoho
WO OoOWwWoON ~N -0 PNENEHRVENR QRN

107

29
108
263
478
488
572
601
806
890
9453
978

0
o ©
o b

WWOLL BN — = -
N=D= =N ~O
O=0OU ==Y

VHENNOON N —
D ANO =y Dy
H e DN —~0

- O =~
- 0 [ QR
w O SENOWV

120
162
463
679
797
822

114

87

DRIV
LoopP

FERROELE
CAPACIHT

SHOT

FRACTION

BANDWIDT
FREQUENC
SELECTHV
TUNABLE
ADJUST
NARROW
RESONA
SWEEP
LOCK
TONE

toL

M1 X

CONFORMA
DER[VATI
FUNCTI1ON
MATHEMAT
NUMER | CA
POLYNOMI
TRANSFER
TRANSIEN
EVALUAT
POLE
REAL

FUNOAMEN
FOURIER
OAMPI

GALACT
RAQIAT
NEBULA
SOURCE
GALAX
RAO|O
FLUX
ARC

OISCRETE
ic
10

APPROX I M
ASYMMETR
GAUSSHTAN
MiX

DISTRIBU
GEOGRAPH

HEM{ SPHE

LATITUDE
STATION
oAl LY
SOUTH
WORLD

GEOMAGNE

116

118
119

120

121

122

123

124

125

126

127

128

1Y X« ENRNIENENN G N T RUR T
ALVOWVO LI= VN~ I~

O~NOUl VBUVNNUWN=VO=0

DO = =
[ WO I )

N U - —
oo -
nNVOo G

U1 W} s =
NN G-
CUwv~

LToR

NN D W e
WORNGO N~
NNV SNO

VI~ =
COOWNONE =
NN - s N

D \N = -
oo n
aonn

N = e gD B
OWN ON NNODODO®ND
o = {n [N [\ %3 IEN N IENETTY N

-
N
o

127

128
138
233
298
487
498
502
556
719

GRAOI1ENT
JSOTHERM
VERTICAL
OYNAMO

HAMILTON
HARMONIC

GEQOGRAPH
HEMISPHE
LATITUOE
VARIATIO
STATION
NORTH
SOUTH

o>

o Z
oCcCmZ>»Z=r —
- -Amor w

TMMAWVWXI
Of =M —A=0O

=< XTI
-—moo
zZx <
O —~m~
-N
omo
»z2
-

COLLISIO
HYDROOYN
GASEOQUS
MAGNETO
PLASMA
IONIC
fON1Z

HYDROGEN
PROBE

HYDROMAG
PULSAT
FLUID

HYPERBOL
HYPOTHES

AOMITTAN
IMPEDANC
INSERTIO
QUADRIPO
TERMINAL
ACTIVE
BRANCH
CASCAQ
LADOER
IMAGE



O

ERIC

Aruitoxt provided by Eic:

R

128

129

150

132

133
134

135

1356

137
138

139

140

142

143

144

738

129
469
bY9

131
246
413

-
W
Ve)

o -

DN~ OON) =
—COW~NBN obn
n DOO O == O o

-
F Y

D s
—Oobh DD
noww

569

MATCH

I MPERFEC
SURFACE
EXACT

IMPURITY
VALENC

CYCLOTRO
INCOHERE
RELATI VI
NEUTRAL
SCATTER
STATIC

INCREMEN
INDEPENO

INDUCTAN
INDUCTOR
CAPACIT
CIRCUIT
INDUCT
WOUNO
colL

INOUCTAN
INDUCTOR
CAPACIT
REACTIV

INFORMAT
REAOING
ACCESS
COMPUT
SYSTEM
oiIGIT
MEMOR
SPEEO
STOR
TAPE

INHOMOGE

IMPEOANC
INSERT1O
GUAORIPO
TERMINAT
8RANCH
LAOOER
IMAGE
BANO
FILT
LOSS
PASS

INSTABIL

INSTRUME
ROCKET

ASYMPTOT
INTEGRAL
SOLUTHON
EQUAT
EXPAN
SOLVE
WEOGE

INTEGRAT

INTENSHT
INTERPLA
TERRESTR
COSMIC

EXCHANGE
INTERACT
MAGNETIS
EXCITON
ENERGY
MOMENT

145"

147

148

149

150

151

152

153

154

155

156

WON U W= =
ONOYOVO—=0NOL D =
~NOO WO OOoOWwWwo

D) e = OO UIN = o s
S oo -V~ m
wono VNN W

[URRER N
NNON
woNNO N

463
481
493
529
609
619
627
652

INTERFER
RAOIATIO
TELESCOP
WAVELENG
AERIAL
OVAMET
SOURCE
ASTRO
RAQ IO
SUN

INTERMED

INTERNAL
EMITTER
FEEO

GEQOPHY
INTERN
YEAR

S
AT

ARGUMENT
INTENSIT
INTERPLA
TERRESTR
CORPUSC
COSMIC
EARTH
SPACE
AREA

RAY

INTERVAL
RECORO
TRAIN
TIME

INVARIAN
INVERS

i
POPULAT
SPLIT

[0}
|

FORMATIO
FONIZATI
IONOGRAM
{ONOSONO
MOVEMENT
SPORAOIC
EQUATOR
OIFFUS

IONIZATI
IONOGRAM
IONOSONO
NONSEASO
SPORAOIC
VERTICAL
VALLEY

IONTZATI
IONOGRAM
IONOSONO
SOUNOING
RECORO
SPREAO

IONOSPHE
MOVEMENT
REFLEXIO
SOUNDING
VERTICAL
OAYTIME
OlURNAL
EQUATOR
STATION
VIRTUAL
ARCTIC
OYNAMO
SEASON
SPREAO
SUMMER
WINTER

156

157

158

159

160

161

162

163

164

165

166

167

168

706

164
474
587

165
378

103
166
167
385
405
451
569
707
708
711
854
877

103
144
166
167
569

934

168

OAILY
NORTH
SOUTH

IRREGULA
REFLEX IO
TURBULEN
ASPECT
FADING
SPREAO
ALIGN
ECHO

IRREVERS
THERMODY
BASE

GEOGRAPH
HEMISPHE
LATITUOE
MORPHOLO
EQUATOR
OAILY
POLAR
QUIET
WORLO
YEAR

ATMOSPHE
OISCHARG
LIGHTNIN
THUNOER
RETURN
STROKE
CLOUO
FLASH

LONGITUD
TORSION
PLASMA

FERROMAG
INTERACT
MAGNETIC
MAGNET IS
MOMENT
SPIN

MAGNETOM



168
169

173
174
175

177

178

180

181

183

184

O

ERIC

Aruitoxt provided by Eic:

174

S~ == N= (== NN UGw——
HE DO~ ~N -~ D =§ = AHEWNNAED
NoOVWNOGEO O~ =0h OUOoUI—0

O LN =
o~
HDWOVWY

BV — - U= == O - =
=l h =D %W wom o~ N oy
o~NudouvuwN NN -0 N o

N = — w
~N oo o v
- &hN [Telé)]

489
803

£94

122

MEASUR

MAGNETOR
SEMICOND
CONDUCT
FIELD

MAGNETOS
TORSION

MAGNITUD

ANALOGUE
FUMCTION
MATHEMAT
PHOTOCEL
REFRESEN
FINITE
STEADY
SYMBOL
VECTOR
EQUAT

MEGCHANIC
MECHANIS

" GEOMAGNE

YICROPUL
PULSAT

MICROWAV
SPECTROS

AFTERNOO
MIDNIGHT
NONSEASO
PERIOD
LOCAL
MAX (M

A

Mo -
0 = -
>rE
- m

-

>R
- -
(2]

TUVOHE ZOUE @
mx -

—— = -
- Mmumr mMmEr

Z >»o0

- -

c c-

=z 3z

E

Y
L
B
LN
v
L
TN
L
S
c
N
M
ERGY

mT =T
Zo0

BISTABLE
BLOCKING
MONOSTAB
MULTIVIB
TRANSIST
CIRCUIT
TRIGGER
SELECT
BiAs
FLip

LATITUDE
MORPHOLO
DISTURB
ADVANC
STORM
TID

HORIZONT

185

186

187
188

189

190

191

192

193

194

195

196

199

200

oaw -
[o LN Vo]
-0

QUNEHL ==
SOV ONO~NWO
dONOSEODODLED

~Noo
N~NO
s+ Yo RVs)

= ——
co o
<z 2z
mo -
TN
mo>»
2T -
- -

MULTILAY
MULTIPLI

MULTIPOL
MATRI

MULTISTA
RESPONSE
OVERSHOQ
STAGGER

BISTABLE
BLOCKING
MONOSTAB
MULTIVIS
CIRCUIT
TRIGGER

B
P

NONL I NEA
ROW

FERROMAG
NONMAGNE
SPIN

VARIAT:
SUNR I S
ANOMAL
DENSIT
HEIGAT
SEASGON
DALY

LAYER

NONUNIFO

MAL1Z
INAT

0
ERM
ABULA
LT

NOR
TER
TAS8
Fiu

FUNCTION
NUMERSICA
A

OBSERVAT
TELESCOP
TERRESTR
DETONAT
JUPITER
BRIGHT
NEBULA
VISUAL
ASTRO
MAJOR
QUIET
SOUTH

201

202

203

204

205

206

207

208

209

210
211
212

217

218

NN OON
CVWOoOVWRNO—
wWaUn~NO®

[\VI\M) n
oo (=]
& o

NN onuwnN
VoV ~NOA_O
~N~NOODWwWOoO—-VW OO

N O OD
© &
w A

6858
210

211

oo R 5200 N0
(U RV DONN =

[TeJENT V] w N LUV N NNON
O &H -\ ~N - (=R ] D =
Ouwoas om N &N

aown
OO =
~o~

649

218
456
675

ADVANTAG
BiSTABLE
DPERATIO
SUPERREG
BASIC
LOGIC
FLIP

ADD

ORTHOGON

BLOCKING
OSCILLAT
EXCITED
NATURAL
RESONA
DAMP |
LOCK
SELF

osclLLOG
EXTREM

1AT
RST

- orICCcw
V>V VLLO
EXM=—A-4CO

S
T
R
U
A
L
o]
R

ARALLEL
AMAGN

A
Q
B
E
F
S
S
P
P
R ONANC

AR
ES

PARTICLE
RELATIVI
TRAJECTO
MOVING
PROTON
CHARG
FORCE
OQUTER
BELT
TRAP

PENE TRAT
DEPTH

PERFORMA
PERMANEN

ACOUSTIC
PERPEND)
VECTOR
PLANE
SHEET

PHENOMEN
Juup

MATHEMAT
PHOTOCEL
THERMOCO

PHOTOCON
ELECTRO

BREMSSTR
PHOTOELE
METAL
PHOT

PHOTOGRA
RECE IV
RECORD
VISUAL

PHOTOSEN
SHAPING
COUNT



218
218

220

221

222

223

224

225

226

227

228
229
230

231

232

233

234

235

EIKTC 236

Aruitoxt provided by Eic:

220

109
221
920

152
222
737
815

223
504

224
411

88
225
336

226
250

76
227
387
424
545
710
765

228
229
230
231
406
741

856
954

OPTIC

PIEZOELE
CRYSTAL

POLARITY

FUNCTION
POLYNOMI
REAL

INVERS IO
POPULATI
MASER
PuMp

POSITION
CENTRE

POSITI
NEGAT

VE
v
ELECTROS

POTENTIA
BARRIER

POTENTIO
RESISTAN

DISCHARG
PRESSURE
GASEOUS
PERIGEE
HELIUM
GASES
PROBE

PRINCIPA
PROBAB L
PROGRESS
PROPAGAT
MAGNETO

MED | A

DUCT
WAVE

PROPORTI

INVERSE

IMPEDANC
INSERTIO
QUADRIPO
TERMINAL
CANON1IC
NETWORK
BRANCH
CASCAD
PASS |V

I MAGE

QGUADRUPOQ
NUCLEAR
MASER

CEREN

NEBULA
GALAX
BELT
FLUX
RED
SUN

ATMOSPHE

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

oaN eNosaN
(LR RV &N OGOAW
ow [ IR )

[
™ W0
O (0 =

239
298
581
695
904

22

42

52
106
240
495
580
863

241

& NN
- Ch
w N

N o s —
&S00
WMo

293
849

245

»
»

~NOoOO U E&ENN =
nbd oogO~NUAOSOW

& WD N N -~ - NN
W a o, on & W hA LN
W= OO Ve) WWOWONOUE b OWes =N = 00 =

N
oo
- n

252
436
501
823
973

REACTANC
REACTIV
ROW

NITROGEN
REACTION
OXYGEN

RECIPROC
TERMINAL
PASS IV
EQUAL
PAIR

ATTACHME
COEFFiICH
CONCENTR
FORMATIO
RECOMBIN
ATOMIC
OXYGEN
FALL

REFERENC

REFLECTO
TELESCOP
PARABOL

EXTRAORD
IONOSPHE
IRREGULA
REFLEXIO

REGENERA
SYNCHROQON
DIvi

RELATIVE

—O XXV -0
ZU--M»ZO
cozrmor
mEM»-{Or
O<r o—
-mmo

Oef=f ={w T =
ST w=OMmM®

MOVING
CHARG
FORCE

RELAXATI
RESONANC

ADMITTAN
DERIVATI
MATHEMAT
REPRESEN
COMPLEX
MATR ¢

RESIDUAL

POTENTIO
RESVSTAN

RESISTIV
RES§STOR
CAPACIHT
REACTIV
CRYOTRON
RESISTV
RESISTOR
PROTECT
CARBON
WOUND
FiIX

253

254

255

256

257

258

259

260

261

262

263

254
286
415
702

255
410
668

108

263
378
462
499
520
572
905

CYCLOTRO
PARAMAGN
RELAXATI
RESONANC
STUCHAST
NUCLEAR
FERR

RESONATO
NATURAL
CAVIT

ASYMMETR
CONVENT I
MULTISTA
RESPONSE
SELECTIV
TRANSIEN
EQUALIZ
OVERSHO
SEGMENT
STAGGER
TELEVIS
SERVO
JUMP
PLOT
STEP

RESTRICT
OVERSHO

CORRUGAT
ROUGHNES
REFLECT
SURFACE
MEASUR

SCINTILL
STAR

ELECTRON
SECONDAR
80M8ARD
PRIMARY
EMISSI
ENERGY
TARGET
METAL
0XiD

FREQUENC
RESPONSE
SELECTIV
EQUALIZ
STAGGER
8RIDGE
DESIGN
NARROW
PASS



264

265

266

267
268

269

270

271

272

273

274
275

276

277

278

279

O

[ERJ!:BO

Aruitoxt provided by Eic:

» OO
LI - Te)

N Lowwnmwin Wi —-
[} wwomnNn O
[} duoCeart

F V) N N o
o o o 0
[+ e] w ~ o

w
[+

W N
NN w
OCOoO~NWw

NN C OCUMUVVNN—
OWYWUBOOVWLUYY~NBNN
CVRLVNODDWNVD = =NO

-~
[T
n o

156
272
325
481
858

N
~N~ o~
[

NN NN
awm AN

CGUEN VNN ~N;wn NN =
VOSSN QOONSNDO M=NO ~N~~N~ ~N
=Y OO @=O0W VOhO~NGDO oMb~

- -

oo
PRV

MAGNETOR
SEMICOND
CARRIER

SEMIDIUR
VARIATIO
DYNAMO
PHAS

LUN

TiD

SENSITIV
ASPECT

SEQUENCE

SEQUENTI

SIMULTAN

ASYMPTOT
DIFFRACT
INTEGRAL
SOLUTION
SPHEROID
80UNDAR
INFINIT
FINITE
SCALAR
SCREEN
UNIQUE
EQUAT
EXACT
EXPAN
SOLVE

IONOSOND
IlONOSPHE
SOUNDING
VERTICAL
VIRTUAL
ECHO

SPECIMEN

SPECTROG
SPECTROS

SPECTROM
SPECTROS

MICROWAV
SPECTROG
SPECTROM
SPECTROS

ELECTROM
SPHER)CA
CoNpucT
CYLIND
PLANE

CORRUGAT
ELECTROM
SOLUTION
SPHEROQID
SCALAR
EXPAN
80OD

SPONTANE
CDHERE
EMISSI

IONI1ZATI
1ONOGRAM

280

28

282
283

284

285

286

287

288

289

290

291

292

293

294

295

91

280
325
544
597
858

281
520
610
898

282

283
381
587
954

284
538
542
696

61
285
467
582
803

42
254
286
595
616
807
934

287
703

288
868

179
289
388
833
954

290
626

65
291
365

201
292
419
491
689
900

101
244
293
370
403
724
943

294
340
376
412

145
200
242
295
490
523
568

SPURIOUS
DESIGN
SELECT
MODE

STANDARD

STANDING
EXCITED
PLASMA

COEFFICI
RESONANC
STOCHAST
RANDOM
SPECTR
THEOR
SPIN

CRYOTRON
SUPERCON
DEPOSIT

OPERATIO
SUPERREG
PARAMET
AMPLIF
DIODE
NOIS

FEEDBACK
REGENERA
SYNCHRON
DISTORT
LEADING
INPUT
TONE

SYNTHESI
CANONIC
ELEMENT
NETWDRK

INTERFER
OBSERVAT
REFLECTO
TELESCOP
AERIAL
DIAMET
MIRROR

295

296

297

298

299

300

301

302

303

304

308

306

307

308

309

310

O~ On
[Tel 4] N~ O
[ )

N =
[+ }Ve]

158
303

296
304

305
785

306

307
345
446
450
468
579
951

50
308
520
950

208
309
669

-\ = \D

D b Y-
-t - O

RECE IV
ASTRO
RADIO
SCAN

I SOTHERM
TEMPERAT
THERMOEL
AMBIENT
ROOM

TEMPORAL
DIURNAL
SEASON

ADMITTAN
IMPEDANC
QUADRIPO
RECIPROC
TERMINAL
NETWORK
PASS IV

INSERT I
NORMAL I
TERMINA
REACTIV
8RANCH
LADDER
MATCH
PASS

o]
Z
T

INTENSIT
INTERPLA
OBSERVAT
TERRESTR
cCosmiIC
EARTH
STORM
hAY

SUN

COMPENSA
THERMIST
AMBIENT
STABIL I

PHOTOCEL
THERMOCO

E

IRREVE
THERMO

< W

R
D
TEMPERAT
THERMOEL

THICKNES
SHEAR

THRESHOL

THYRATRO
CIRCUIT
REGULAT
SATURASB
SUPPLIE
QuUTPUT
VOoLT

COMPONEN
TOLERANC
DESIGN
VIEW

PARTICLE
TRAJECTO
CHARG

TRANSDUC

FUNCTION
TRANSFER
NETWORK
POLE



312

313

314

315
3186

317

318

319

320
321
322
323

324

325

QO

ERIC

A v Provided by R

o h =U
-0 OoONO®O

L NU D VN=—-
N U= =00
ENIF Ve RN EHE NN o]

[o N N TR TR VI (VR
NONNBD—-®OW
— U NNOOBWO N

@
(U]
@ w;m

869
935

W
-
(5]

NBABNONO=COH
OO V== ~db N

(oL CNNNOT AW

(ot ] -
- 0= U - ON -
P-Ne o) AU N

W~y =
oo~NCe~

woooww
NN
N = O

CONFORMA
TRANSFOR
CANQONIC
FOURIER
SPLIT

FUNCTION
RESPONSE
TRANSIEN
OVERSHO
LINEAR
INPUT
STEP

BISTABLE
JUNCTION
MONQSTAB
TRANSIST
CIRCUIT
COLLECT
EMITTER
TRIGGER
BASIC
CLASS
BIAS
CHOP
FLiIp
STAB

TRANSITI

coLLtsio
ELECTRIC
ELECTRON
TRANSPOR
KINETIC
T Ic

cZmx

T
L
!
t

rNO

o]
o]
AS

T -0

(77

TRANSVER
STATIC
FIELD

TRAVELLI
WAVE

'RREGULA
TURBULEN
METEOR
SCALE
TRAIL

UNIDIREC
UNIVERSA
UNSTABLE

VARIABLE
Fix

HEM}SPHE
NONSEASOQ
SEMIDIUR
VARIATHIOQ
DIURNAL
SEASON
SUMMER
WINTER
DAILY
HQUR
YEAR

TID

GRADIENT
HoOR1ZONT
IONOGRAM
IONOSPHE
SOUNDING
SPURADIC

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

$e)
oo

325
544
728
780
983

~N 0w
O = W
[N e R

327

37
145
235
328
363
744

296
301
329
403
844

330

331
771

98
332
530

333
490
596

334

335
515
826
987

225
336
469

45
337
384

262
338
531

54

271
339
538
643
673
759

233
294
312
340
412
581
739

53
102
134
135
251
341
484
791
973

VERTICAL
HEIGHT
LAYER
SCALE
LUN

BLOCKING
WAVEFORM
SELECT
PULSFK

WAVEGUID

CENTIMET
INTERFER
RADIATIHIO
WAVELENG
DECIMET
METRE

TEMPERAT
THERMIST
AMBIENT
LEADING
cooL

ANALOGY

ANGULAR
RADI1O

m»m

mmz OZx
>z

o>

OO0 - rzZ-
-Ccm
o
r

o> >
mem
-»Z
<rz

>

AVERAGE

BALLOON
COSMIC
ALTI
RAY

POTENTIA
BARRIER
SURFACE

COMMUNIC
BEARING
FARADAY

SECONDAR
BOMBARD
EMISSI

CONDITIO
OIFFRACT
SOLUTION
BOUNDAR
FINVTE
UNIQUE
CONIC
PLANE

QUADRIPO
SYNTHES|
TRANSFOR
CANONIC
NETWORK
PASS1tYV
MATRI

CONDENSE
FERROELE
INDUCTAN
INDUCTOR
RESIST}V
CAPACIT
ACCESS
SHUNT
F1X

342

343

344

345

346

347

348

349

350

351

352
353

354
355
356

357

358

342

343
421
467

(5]
w
N

W
F Y
F Y

B == OWO - W
uoar~NOVOBN

348
377

248

W
F Y
CONCHBNNOAVWE D= Ve)

VNN WN =
VO OV BR=0O==UiyO

oW
WO
DS -

352

353
761

354
355

30
356
455
588
589
750

60
357
403
642
724

149
358
705

SEMICOND
CARRIER

CENTRAL
PASSAGE
SUNSPOT
PER 10D

CHANNEL

BISTABLE
INDUCTAN
MICROMIN
MONQOSTAB
MULTIVIB
THYRATRO
TRANSIST
CIRCUIT
REACTOR
SHAP NG
TRIGGER
BALANC
DRIV

CLASSIC
TENSOR
FIELD
SOLVE
THEOR
AXES

CLASSIF

COMPLEME
TRANSIST
COLLECT
EMITTER

REPRESEN
COMPLEX

ACQUSTIC
MAGNETOR
SPHERICA
CONDUCT
CONVEX
CYLIND
SCREEN
SPHERE
VALENC
EXACT
FLUID
SHEET
SKIN

CONSERV
ENERGY

CONSTAN

NTACT

c
POINT

o]
o]
CONT iNU

CONTOUR

CONVERS |
CONVERT
LEAD NG
TUNNEL
INPUT

INTERPLA
CORPUSC
FLARE



358
359

360

361

362

363

364

365

366

367
368
369
370

3711

372

ERIC

Aruitoxt provided by Eic:

MAJDR
CORRECT

PIEZOELE
CRYSTAL
EXCITDN
VIBRAT
SHEAR

FILAMENT
CURRENT
INDUCTI
RETURN
INDUC
EDD

AFTERNOO
IONOSPHE
DAYTIME
OIURNAL
STATION
SEASON
SUMMER
WINTER
NIGHT

AUTOMATIH
DECIMAL
READING

RADIATIO
WAVELENG
DECIMET

CRYOTRON
SUPERCON
DEPOSIT
FILM

OBSERVAT
SATELLIT
DETONAT
EXPLOS)
NUCLEAR
LOCAT
TRAP

DEVELDP
OILSPERS
DISPLAC

CONVENTI
DEMODULA
SINUSOID
SYNCHRON
DISTORT
CLASS

GEOMAGNE
MORPHOLO
DISTURSB
GHANT
LOCAL
POLAR

AFTERNOOQ
lONOSPHE
TEMPORAL
VARIATIOQ
DAYTIME
DIURNAL
SEASON
DAIlLY
LOCAL
QUIET
SOUTH
HOUR

373

374

375

376

377

378

379

380

381

382

383

384

388

386

387

a3

373
384
460
788

374

DOPPLER
FARADAY
SPUTNIK
SHIFT

DYNAMIC

LUMINESC
PHOTOCON
ELECTRO

NONRECIP
SYNTHES |
ELEMENT

CONFIGUR
INTER
TRANSI
COLLE

CLASS

GEAOMAGNE
IONIZAT!
IONOSPHE
LATITUDE
EQUATOR
LAYER
QUIET

CAILCULAT
FUNCTION
EVALUAT

EACITATI
O0SCILLAT
STANDING
EXCITED
PLASMA
CAVIT

INTERACT
CRYSTAL
EXCITON
LATTICE
VIBRAT
THEOR

DETONAT
EXPLOSI
NUCLEAR
FSLAND

SATELLIT
BEARI NG
DOPPLER
FARADAY
REFLECT
DENSIT
FADING
ROTAT

MAGNET ¢t C
FERRITE

MAGNET)

CORE

FUNDAMEN
TRANSFOR
FOURIER
STEADY
UNIQUE

DISCHARG

387

388

389

390

391

392
393

394

395

396

397

398

399

400

401

402

403

404

123
227
387
54%
587
765

179
180
289
388
849
922

389

159
390

99
391
444
576
931

392

134
361
393

394
621

72

86
271
395
513
606
607
699
759
786
967

396

397
743

232
398

12
70
86
399
635

200
235
400
586
771

44
121
246
316
401
5§32
708
807

382
402

293
329
357
403

HYDRODYN
PRESSURE
GASEOQCUS
HELTUM
PLASMA
PROBE

TOOLE X
- C - —
nw<zZzCorr
m—mzrr
.,
»rzz
-r—m
-0 -

GEOMETR

| SOTHERM
HEATING

EXTINCT}
INCIDEN
REFLECT
osLtQu
SLIT

INDICAT

INDUCTAN
CURRENT
INDUCTI

INERTIA
STAT{C

DIFFRACT
ELECTRUM
SOLUTION
INFINIT
CONVEX
SCALAR
SCREEN
EXACT
PLANE
SHEET
BOD

ENCTIAL

OBSERVAT
RADIATIO
JUPI TER
PLANET
RADIO

coLL} 3
HOMOGLENE
RELATIV{
TRANSPOR
KINETIC
ENERGY
FORCE
THEOR

EXCITON
LATTICE

SYNCHRON
AMBIENT
CONVERT
LEADING

ENGINEER
MACHINE



404

405

406

407
408

409
410

411

412

414

415

416

QO

RIC

Aruitoxt provided by Eic:

435
484
511
632
6eB7
8b4
958

103
166
585
405

I
-
—_

o SRR TN N S N
—=Lceuw
TN O=C bHWH

[SzNs sy
oW,
- 0w

€L - .

739

N ce~NoUOnhs WO
W OWNOW ==
~NbhbUL=0OUIn_ WO

F Y

N
(5]
F Y

W
[o)}
[o)}

383
415
553

b bN
CRN=00N
VB BO - —

PROGRAM
ACCESS
COMPUT
SYSTEM
DIGIT
DRUM
STOR

DEMDDULA
MODULAT

MOLECUL
AMMON

MULTIPL

DSCHILLAT
RESONATOQ
NATURAL

POSITIVE
NEGAT IV

8RANCH
ITERAT
LADDER
PASStYV
MATR |

coLLisio
ELECTRON
INCOHERE
NEUTRAL
DIFFUS
PLASMA
STATIC
FONYZ
GAS

1ON

NEUTRON
cCosMiC
PROTON
OECAY

I NNER
BELT
RAY

WUAQORUPQ
RESONANC
DETONAT
EXPLOS!
NUCLEAR
1SLAND

ATMOSPHE
ECCENTRI
SATELLIT
ORBITAL
PERIGEE
EARTH

416

420

421

422

423

424

425

426

427

428
429

430

431

432

433

434

w
S

@~
N—=O0O= =00 [ 4]
owm

WNBEDBVOND—
[ASIe B VIENIRN e RN Vo]

w
W
-

\le}
»
N

N
&
N

418

292
4189
704
719
915
978

420
530
726

343
421
698

422

423
461
491
639
814
827
875

227
260
416
424
540
544
755
850

12
70
425

426

427
570

428

429
625
764
825
836
8950

o9
430
694
431
262
432
532

29
433

87

ORBYT
DRAG

MULTESTA
RESPONSE
RESTRICT
TRANSIEN
OVERSHO
STAGGER
IDEAL
RISE
STEP
TIME

REFLECTO
PARABOL

SUPERREG
PARAMET
F1GUR

I MAGE
PUMP

ioL

-mT
w >

A
[
o]

Zr =
——
NT=-

ADIABAT]
CENTRAL
PASSAGE
ERUPT

PATTERN

PENTODE
STABILI
AMPLIF
TR10DE
VALVE
ANDD
GRI1D

PRESSURE
SATELLIT
ORBITAL
PERIGEE
GRAVIT
HEIGHT
ORBIT
DRAG

ANISOTRO
DIELECTR
PERMEAS

PERS}IST

PERTURS
MOTION

PICTURE

PLASTIC
STRESS
PRINT
ADHE
80ND
VIEW

EXTINCTI
POLARIZ
ELLIP
PREDICT
SECONDAR
PRIMARY
ENERGY

SANDWIDT
PRODUCT

ELECTRON

434

I35

436

437

438

439

440

441

442

aas

444

445

446

447

448

434
481
519
544

89
404
435
511

252
436
792

437
914

438
567
612
810

138
237
251
299
439
498
990

345
440
450
451

579
589
845
951

24
136
364
441
589
665
854
919
940
959
968

442

443
942

99
259
3g4
391
444
4g1
576

236
445
505
721

307
446
468
579
763
B52
951
595
998

447
605
672

448

PROFSLE
VIRTUAL
DENSIT
HELGHT

ENGINEER
MACHtNE
PROGRAM
COMPUT

(73 -F
-—xm
rcow

c—

|
T
|

omw

QUALITY
PULL

RADIANT
METEOR
SHOWER
TRAIL

INDUCTOR
REACTANC
RESISTIV
TERMINAT
REACTIV
8RANCH

AUTOMAT
INFORMAT
DECIMAL
READING
PRESET

8 FNAR
DRUYN
READ
TAPE
WRIT

coDb

RECOGN I

RECOVER
TIME

EXTIMNCT
ROUGHNES
FARADAY
INCIDEN
REFLECT
VIRTUAL
o8LiIQU

RADIOSON
REFRACT
CLIMAT
INOEX

THYRATRO
REGULAT
SUPPL.E
QUTPUT
POWER
DRtV
voLT

TUN

bcC

RELEASE
ROCKET
cLouD

REVERSA



448

449

450

451

452

453

454

455

456

457

458
459

460

461

462

463

ERIC

Aruitoxt provided by Eic:

DRIFT

REVERSE
RECTIF
SELEN
SitLic

THYRATROQ
REACTOR
SATURAB
SATURAT
INVERT
CORE

MAGNETIC
REACTOR
SATURAS
SATURAT

CORRUGAT
EXTINCT!I
INCOHERE
SCATTER
ASPECT
R1GID

SECTION
CROSS

APPROX I M
RESPONSE
SEGMENT
LINEAR
8ASE

CONTROL
SENSING

PhOTOSEN
CIRCUIT
SHAPING
PULSE

SIMILAR

>

TPVOPI V-
—grZMME QUCVOD-- D> T
———DM= -~ C
-2

-z O-Mr - B~
XD=0O ro =

- - c

- X>

DWW VHTO oOTMUwow> wo v
M=oY

XC=-mImo
mor—o&om - Z2Zrr

- OV &E-—-4TVOD

M-

GEOGRAPH
HEMISPHE
FONOSPHE
DAYT I ME
STATION
NORTH
SOUTH
WORLD

463

464

465

466

467

468

469

470

471

472

473

474

475

476

478

479

960

464
888

465

196
466
628
728
751

285
343
467
575
678
794
960

307
446
461
468
579
763
951
995
998

63
129
259
336
469
513
923

470
257

378
471

~N B - [YeReoRP-Y [o R 2]
O~NO W~ ~ WO
[ R CRYY) N -0

- FNEE
S~ N~ O
N NBODB

0

0

YEAR

STRAIGH
LINE

STRATIF

NONSEASO
SUNRISE
SUNSET
LAYER
NIGHT

ACTIVITY
STATISTI
CENTRAL
SUNSPOT
NUMBER
CYCLE
SOLAR
YEAR

CORRUGAT
IMPERFEC
ROUGHNES
8ARRIER
SURFACE
CONVEX
ROCK

SYMMETR

RESPONSE
EQUALIZ
TELEVIS
COLOUR
8AND

THERMAL
HEAT
LAW

LIGHTNIN
THUNDER
FLASH

LONGITUD
MAGNETOS
TORSION
FiueT

TRANSIT
TIME

TRANSMI
81STABLE

8LOCKING
MONO

-
X
>
OZ-
OCU-—Ww
- om

FREQUENC
TUNABLE
8AND
RANG

UNIFORM
STATIC

480

481

482

483

484

485

486

487

488

489

490

491

492

493

oo b S
QuUu~N®O
ON=-=00

OIS VNN =
N OO QCUNVVY AN
Yo =0 O0OO0OWOWUOWUO WM

F Y
@

292
377
423
462
491
497
704
838
874
915
978

196
492
930

156
493

MAGNETO
VELOCIT
MOVING
DRIFT
SURGE

APPARENT
fONOSPHE
SOUNDING
PROF)LE
REFLECT
VIRTUAL
HEIGHT
VALLEY
FALL

INFORMAT
CAPACIT
MACHINE
ACCESS
RANDOM
LOGIC
MEMOR
DRUM
STOR
81T

ACCURA

ACTLION
MASER
SOLID

| MPEDANC
ACTIVE

FREQUENC
ADJUST
8ALANC
HEATER
VALVE

MORPHOLO

AQVANC
DYNAMO

S8ANDWIDT
COMPENSA
SUPERREG
EMJTTER
PENTODE
STAGGER
AMPLIF
8ALANC
FIGUR
CHOP
GAIN
PUMP

iDL

NONSEASO
ANOMAL
SKIN

IONOSPHE
ARCTIC



494

495

496

497

498

499

500

501
502
503

504
505

506
QO

ERIC

Aruitoxt provided by Eic:

445
505

279
506

IRREGULA
SENSITIV
SCATTER
ASPECT
ALIGN
ECHO

NITROGEN
RECOMBIN
ATOMIC
OXYGEN
ATOM

SIMULTAN
AURORA

I SLAND
BAY

ZON

8ALANCED
CIRCUIT
ADJUST
AMPLIF
BALANC
HEATER
INVERT
OUTPUT
VALVE
VOLT
DC

IMPEDANC
INSERTIO
QUADRIPO
TERMINAT
NETWORK
REACT IV
BRANCH
LADDER
IMAGE
FILT
PASS

FEEDBACK
SELECTIV
STABILI
BRIDGE
OUAL

DISTRIBU
OBSERVAT
RADIATIOQ
BRIGHT
CORONA
NEBULA
RAD|O
AREA

ARC

SUN

RESISTOR
CARBON
EXTREM
FILM

I MPEDANC
QUADRIPO
CASCAD
PASS

CATHOD
ANOD
coLoD

POSITION
CENTRE

REFRACT
CLIMAT

SPONTANE
COHERE

507

508

509

514

5196

517
518
519

520

507
632
782
892

471
508

509

516
759
967

235
500
514
698
794
9983

143
149
300
335
414
515
578
590
705
834
871
987

350
513
516
617
662
6753
786
830

517
518

52
196
384
434
519
524
645
780
813
863

23
175

9t

CLOSED
SYSTEM
SERVO
LooP

TELEVIS
COLOUR

COLUMN

COMBIN
LINEAR

COMPOS

ANALOGUE
ENGJ NEER
INFORMAT
MACHINE
PROGRAM
COMPUT
DIGHT
DRUM
READ
TAPE

ASYMPTOT
DIFFRACT
CONDUCT
INFINIT
SURFACE
CONVEX
CYLIND
PLANE
80D

RADIATIO
BRIGHT
CORONA
ERUPT
S0LAR
SUN

INTENSIT
INTERPLA
TERRESTR
BALLOON
NEUTRON
cosSMliIC
ORIGIN
PROTON
FLARE
BELT
FLUX

RAY

ACOUSTIC
SPHERICA
CONDUCT
CONVEX
CYLIND
SPHERE
AXTAL
CONIC
SHEET
AXES

DEFORM
DEGREE

CONCENTR
NONSEASQ
FARADAY
PROFILE
DENSIHT
DIFFUS
VALLEY
SCALE
UPPER
FALL

ATTENUAT
MICROMIN

520

521
522

523

524

525
526
527
528

529

530

531

532

533
534

535

263
281
308
378
520
663
691
738

521
522
145

332
420
530
794

262
279
338
531
623
634

2
[+)]
[=]

O DUVN= -
wWwoUOhomrw
NN == NN DWW

(5]
W
W

534

204
501
535
604
935
982

SELECT IV
SPUR|IOUS
TOLERANC
EQUAL I Z
DESIGN
BASIC
pousL
MATCH

DETECT
DEVIAT

INTERFER
TELESCOP
AERIAL
DIAMET
MIRROR
ASTRO
METRE

ATTACHME
ELECTRON
IONJZAT

DIRECT
DISTAN
DIVERG
DOMIN

GEOMAGNE
GRAD IENT
IONOSPHE
SEMIDIUR
ADVANC
DYNAMO
FLUID
QUIET
THEOR
MAIN
TAIL

TID

ANNULAR
PARTIAL
ECLIPS
SOLAR

SECONDAR
SPONTANE
8O0MBARD
EMISSI
STIMUL
TARGET
EMIT

MoXOWZT—m
ZX=—=0MO2ZX
Mee ZZ2Z0Z 40
TEZTMLoOmmI
OPr-AMZ230 >
AL =022
<OCPCOM
EZ-m

EXAMIN
EXTEND

0SClILLOG
CARBON
EXTREM
RIPPLE
STAB

LOW



O

ERiC

PRI 1 7ex Provided by ERIC

536
537

538

559

540

541
542

543

545

546

547
548
549

550

551

552

W oMb W= U
CRBLLERNNN G=LVoOTe W

ANV OOUDB=NO OVWNC BN [y}

NGBV NN —-

oo u
o U W
W~y O

CENOTUDDDULVN—-
- R BECTWNNIWCW
W= Oh=dDDbNOO0—

NGV N -
T mbh TN
G~ -

U -
s OWG
aow

43
IS
~

548
549

550
755

246
551
450
497
552
579
852
908

FACTOR

IRREGULA
FARADAY
SPUTNIK
FADING
SIGNAL
WIND

ASYMPTOT

r<CTTOnX
omZ=—0—-H0 >
ro-—-2Z2cr>»r-H
<—HEe —-Z24CT
mMoC—AHO=-m
xMMmMm>»O—~—~=
JTZ0 >

»ZH

FLIGHT
LAUNCH
MEASUR
ROCKET

PERIGEE
GRAVIT
EARTH

GROUND

RELATIVI
STATIDNA
GROWTH

BALANCED
STA8ILI
ADJUST
BALANC
HEATER
VALVE
VOLT

BIFURCAT
NONSEASQ
SPDRADIC
VERTICAL
PERIGEE
PROFILE
VIRTUAL
HEIGHT
SUNSET
NiGHT
UPPER

NITROGEN
PRESSURE
GASEDUS
HELIUM
PLASMA
PRUBE

CONVENT
JUNCTION
HYBRr{D

IDENT I
IMPACT
IMPULS

INCLIN
ORBIT

RELATIVI
INJECT

SATURAB
BALANC
INVERT
OUTPUT
DRIV
PHAS

553

554

5565

556

557

558

559

560
561
562

563

565

567

568

569

w0
-1

(L3 (5] (520 S SN
OO =N L =DODLN Ne= NO =0
O~NowoaCNWODE [0\ Py Vi N

WO NN AN ——

o n
W o
O O

—-—»Zm
w nwccocx
X -

—n 4 O>r>w
X

-z

=M
»—HXWVTO m+4 O CIXOD
E=EExmm = C roOoOrCC
O=-30 >0 » Z2XXMO

Pe_=rTPOAMMZI

wr

DTHNET~-roz—A——
v

SATELLIT
FLIGHT
LAUNCH
ROCKET

LENGTH

»e=OMT
—“HZEZO >
ImoEZ
- Mo
nZZ—

ZromH

LiQulio
MAGNET
MATTER

MAGNETOM
RADIOSON
ROUGHNES
FLIGHT
MEASUR
ROUCKET
PROBE

AFTERNOQO
MEDI1 AN
CYCLE
DAILY
MDNTH
YEAR

ANISOTRO
OIELECTR
ELECTROM
MEDIUM
MED 1A
WAVE

DISCHARG
MERCUR

TURBULEN
RADIANT
METEOR
SHOWER
TRALL
ECHO

INTERACT
MAGNETI{C
MAGNET!S
MOMENT
FIELD
INDUC
SPIN

570

571

573

574
575

576

577

578

580

581

(6,00
(=]

[521F \VI\V)
VNN ON ~NoobhOW ~ N
=00 ccc

OB N—
-0 NNWDOY

or » ON~NO OO NN —-
~No o~ CONOO =y OWO ==~
U~ & b= C—=01VOUO—®

oo o,

CUNNOOVOSMOD ~N -
NRPONNDODAOAONW o w

WO N &b bW

NN DBNN = -
Q=—=pOVUbVOOOLN
VOOCOXT=CNN =

NOBVNNN -
LUK e T TURCIRY, )
V= NCOLW L

VN -
B~
[CNT W)

582

WUTMD BELITVO T
“mx®» ommem om
PrmZ <CCIX —AX
OMPY —=0P»—AM =—o
OOoC=E ZO-A—Z OC
MedM= GeeOX ZXT
T—-ZC —“~<ro -]
<O- — M«

NARROW

NORMAL

SUNMSPOT
NUMBER



597 940 TAPE 610 6853 DELAY
583 583 PHOTON 766 PULSE
598 589 PRESET 793 SINGL
584 584 PHYSIC 598 RECTAN 864 FAST
585 L85 PLANAR 599 116 GERMANIU 611 611 SERIES
449 REVERSE
586 400 JUPITER 599 RECTIF 612 438 RADIANT
586 PLANET 763 POWER 567 METEOR
781 SELEN 612 SHOWER
587 66 CYCLOTRO 792 stLic 649 VISUAL
123 HYDRODYN 844 cooL 810 TRAIL
164 LONGITUD
283 STANDING 600 253 RESOLUTI 613 537 FADING
381 EXCITED 490 AERIAL 589 PRESET
387 GASEQOUS 600 RESOLYV 613 SIGNAL
406 MAGNETO 763 POWER 978 ioL
413 NEUTRAL 984 M X
545 HELIUM 601 47 COMPATIS8
587 PLASMA 108 FREQUENC 614 614 SILVER
707 FLUID 203 0SCILLAT 836 BOND
768 PROBE 601 RESONA
615 78 DISCRETE
588 356 CONTROL 602 602 RETARD 111 GALACTIC
588 PRECIS 145 INTERFER
890 LOCK 603 163 LIGHTNIN 573 NEBULA
361 CURRENT 615 SOURCE
589 356 CONTROL 603 RETURN 629 SURVEY
440 REACTOR 626 STROKE
441 READING 616 286 STOCHAST
589 PRESET 604 535 EXTREM 616 SPECTR
598 RECTAN 604 RIPPLE
613 SIGNAL 617 86 ELECTROM
800 SPEED 605 140 INSTRUME 350 CONDUCT
864 FAST 447 RELEASE 516 CYLIND
890 LOCK 539 FLIGHT 617 SPHERE
966 81T 557 LAUNCH 807 THEOR
977 GAT 563 MEASUR 830 AXES
605 ROCKET
590 208 PARTICLE : 618 618 SPLITT
414 NEUTRON 606 20 ASYMPTOT
518 cosMiIcC 40 CIRCULAR 619 155 IONOSOND
590 PROTON 72 DIFFRACT 156 i ONOSPHE
723 INNER 271 SOLUTION 157 IRREGULA
757 OUTER 278 SPHEROID 619 SPREAD
834 BELT 395 INFINIT 655 ALIGN
944 TRAP 606 SCALAR 858 ECHO
987 RAY 643 UNIQUE
647 VECTOR 620 620 SQUARE
591 114 GEOMAGNE 776 RIGID
125 HYDROMAG 621 a4 coLLisio
176 MICROPUL 607 72 DIFFRACT 66 CYCLOTRO
591 PULSAT 86 ELECTROM 121 HOMOGENE
712 GiANT 271 SOLUTION 131 INCOHE RE
803 STURM 350 CONDUCT 316 TRANSPOR
965 BAY 395 INFINIT 317 TRANSVER
607 SCREEN 394 INERTIA
592 592 RADIAL 759 PLANE 413 NEUTRAL
RADI I 931 SLIT 479 UNIFORM
954 WAVE 621 STATIC
593 593 RADI AT 976 GAS
] B 608 13 APPARATU
594 594 KRADIUS 608 SEARCH 622 172 MATHEMAT
967 BOD 386 FOURJER
o 609 156 IONOSPHE 622 STEADY
595 286 STOCHAST 196 NONSEASO
ggg aﬁgggz 297 TEMPORAL 623 5§31 EMISSI
;2; ;234A7‘0 623 STIMUL
596 :;; PHOTOGRA 372 DIURLXE 27 MASER
TELESCOP 60
333  ANTENNA 627 Sounon 624 624  STREAM
ggg Sggé?b 652 WINTER 625 429 PLASTIC
g;g g:?ts 625 STRESS
5387 18 ASSOCIAT 728 LAYER 8§Z ADEE
150 INTERVAL 749 MONTH 8 8OND
;fg ;gzosono 960 YEAR 626 163 LIGHTNIN
TOGRA 290 SUCCESS |
280 SPO 5 :
, 4 RADIC 610 183 MONO3TAS 603 RETURN
597 RECORD 281 SPURIOUS 626 STROKE
645 VALLEY 326 WAVEFDRM 706 FLASH
o 712 G| ANT 610 SELECT
877 HEAD 636 1ONOSPHE

EMC TIMING 627 156

Aruitoxt provided by Eic:



627

628

629

630

631

632

633

634

635

636

637

658

639

640

QO

ERIC

Aruitoxt provided by Eic:

b34

121
346
399
b3b
703
741

33
610
636
8b4

845

b38

423
639
642
814
827
875
935

640
691

641
728

< C=<=ZZP<T
AN AT G—-—
ITTI<MMO=—>
ToZZ -

m—

o

cCo »CMC »O0PP—CMl>>
TC -Z2=-2
<X PUOT
mo mIT—
<m --
m

GAIFrOUET LU CUIN ODVFOEVLVO<
PrMO=—%—=—
-H=r @ Z= T
V=2 = —
<OTOP»T
TEm
ro
m -

MATHEMAT
SYMgoL
SYSTEM

AUTOMATI
INFORMAT
MACHINE
CLOSED
SYMBOL
SYSTEM
SERVO

ELECTRON
SECONDAR
EMISSI
TARGET

ANISOTRO
DIELECTR
HOMOGENE
CLASSIC
ISUTROP
TENSOR
FLELD
MED{ A

BLUCKING
SELECT
TIMING
FAST

TOROI1D
CORE

642

643

644

645

647

648

649

650

651

652

653
654

655

650

95
651
856

156
324
362
609
627
652
678
679
728
969

653
654

157
494
619
658
856

99

CONVERT
TRIODE
TUNNEL
DIODE
GAIN
STAB
iDL

Y
L

CuTMTown>
ZO—-000W
Or—JZCxX
Cr=-{~=0=-T0
MMM e——-
DXVOO

Z -

V)
V)
N
A
I

ELECTRON
EXCITATI
IMPURITY
CONDUCT
VALENC
ATOM
8AND

EXTRAORD
IONOGRAM
VIRTUAL
DENSIT
RECORD
VALLEY
CURY
PEAK

VAPOUR
WATER

CIRCULAR
MATHEMAT
PERPENDI
FINITE
SCALAR
VECTOR
F1ELD

CRYSTAL
EXCITON
VIBRAT
SHE AR
MODE

OBSERVAT
PHOTOGRA
SHOWER
VISUAL
ECHO

VOLUME

EXOSPHER
WHISTL
DUCT

IONOSPHE
VARIATIO
DAYTIME
SEASON
SUMMER
WINTER
CYCLE
DAILY
LAYER
DAY

A8SOR
ADAPT

IRREGULA
ASPECT
SPREAD
ALIGN
bucry

656

657

658

€59

660

661

662

663

664
665

666

667

668

669

670
671

672

O -
(5K
.0

408
657
737
888

75
658
883

659
818

490
660

145
200
295
490
523
573
661
771
9953

516
662

201
314
520
663
665
687
735

664

258

364

441
630
663
665
687
735
962
977

666

205
667
698
705
868

255
381
668

208
246
309
669
798
896

670

314
370
377
671
914

21
163
447
672

JUNCTION
ALLOY

MOLECUL
AMMON
MASER
LINE

DIRECTIYV
ANALY
JUMP

ANGLE
WEDGE

AERI AL
ARRAY

INTERFER
O0BSERVAT
TELESCOP
AERI AL
DIAMET
NEBULA
ASTRO
RADIO
SUN

Froooo-io »0
O——>»MITV X<
cOZTOLEM —r
——p ez e
o-HIOOU =z
e ©

[ 4,0

-0

8ASIS

REVERS I8
DECIMAL
READ | NG
SWITCH
BASI{C
BINAR
DIGIT
LoGlC
ADD

GAT

8LOCK

OUTBURST
8URST
ERUPT
FLARE
FINE

RESONATO
EXCITED
CAVIT

PARTICLE
RELATIVI
TRAJECTO
CHARG
SPACE
MASS

CIRCL

TRANSIST
DISTORT
EMITTER
CLASS
PULL

ATMOSPHE
LIGHTNIN
RELEASE
CLOUD



O

ERIC

Aruitoxt provided by Eic:

673

674

675

677

678

679

680

681

682
683

684

685

686

687

688

55
339
516
673
696

CONF I GUR
BOUNDAR
CYLIND
CONIC
EQUAT
RATIO
coAX

CONNE

PHOTOSEN
REVERS | B
COUNT
PULSE
ADD

NARROW
COoUPL
pouBL

SECTION
CROSS

ACTIVITY
AFTERNOO
SUNSPOT
MEDI1 AN
SEASON
WINTER
CYCLE
MONTH
YEAR

DAY

GEOGRAPH
IONOSPHE
LATITUDE
NONSEASOQ
VARIATIOQ
DIURNAL
MEDIAN
SEASON
SUMMER
WINTER
DALY
LAYER

FUNOAM
0sciLL
DAMP I

EN
AT

NEUTRON
DECAY

DEFIN

SELECT
DELAY

DENSE

PENETRAT

689

690

691

692

693

694

695

697

698

699

700

701

702

703

100

%2
292
642
689

690
722

462
520
640
676

691

(020 ¥ N
OO
nNO @

O NBWN—
OhH=00DWO=—
woooown~

755
757
770
834
894

40
99
430
694
759

239

[o)}
Yo
(5]

NNOONN = =
VOoOVNDN L
COOWE =N =

[o)}
Yo
-

[NV
NNBAN -
D= =NOW

® N
- O0\uwv
® S o0

254
702
934

12
63

BISTABLE
SUPERREG
TUNNEL
DIODE

‘DIPOL

INDUC

STAGGER
DES\|GN
TRIPLE

"COouPL

boustL

REVERSA
VELOCIT
DRIFT

ARTIFIC!
EXOSPHER
INTERPLA
SATELLIT
TERRESTR
ORB 1 TAL
GRAVLIT
EARTH
ORBIT
OQUTER
RADI

> m
-r

T
N

TMmITMO O
FrOX=—
>4
Ze>=0
moIZC
-or
N>
-

INTEGRAL
MATHEMAT
SOLUTION
STATIONA
CON|C
EQUAT
EXPAN
SO0LVE

ERROR

OUTBURST
PASSAGE
CORONA
BURST
ERUPT
FLARE

ASYMPTOT
IMPERFEC
SOLUTION
CONDUCT
INFINIT
EXACT

APPROX I M
ASYMPTOT
DIFFRACT
INTEGRAL
SOLUTION
SPHEROID
EQUAT
EXPAN
WEDGE

FAULT
RESONANC
FERR}
SPIN

ANISOTRO
CORRUGAT

703

704

705

706

707

708

709

711

NNNNOO N WU N - -
-~ O0O0OBVOA D= ODNN
- TN NN TR N0 N O

NN O = s
oo NN
NS OVO O (N -

NN~ B NN =
N—-=0O0OOBpOO
C~N W =0omon

NN =
~ D -
W U -

709

-~
-~
-

WONNOI N
NN~ N D
WO OO =

NN -
-0
ON e = -\ O\

ONO W -
N DO N -

HOMOGENE
MAGNETOR
STRENGTH
TRANSPOR
TRANSVER
CLASSIC
MOMENT
TENSOR
VECTOR
FILELD
FLUID
FORCE
GAUSS

8ANDWIDT
PARAMET
AMPLIF
F1GUR
GAIN
NOIS
PUMP

I1DL

LOW

OUTBURST
CORPUSC
cosMiC
BURST
ERUPT
FLARE
MAJOR
SOLAR
STORM
RAY

LIGHTNIN
THUNDER
STROKE
FLASH

HOMOGENE
HYDROMAG
MAGNETIC
CONDUCT
DYNAMO

MIMMXIOT=X
FMO—~=—M>»>»
orxmMmZrCImM
E~OrrmMmer-2

GALACT
RADIAT
NEBULA
GALAX
RAD1O0

Ic
i0

ELECTRON
NITROGEN
PRESSURE
OXYGEN
GASES
IONIZ
GAS

ION

MAGNETIC
FIELD
GAUSS

GEOMAGNE
DISTURB
PULSAT
RECORD
GIANT
GAS



O

ERIC

Aruitoxt provided by Eic:

714
IAR-]
716

720

721

722

723

724

725

726

727

728

NNA @~ o~
——e— -0 -
VWE~N OO O

WENNNOCUH AN -
OOV == LU =VULN
CGNOOVODVWODOVUWDE

N~
N L
~N W o

Woo~woiWwWuNn
AT VNN ONI=-Y

N -
COUIOLOUVOOU OCOUNGCUVWE GUBNGOHWY-VY

NNN=NN=O =N NNON A

WNNNU L ALV

GLASS
HI1GH

GRAPH
GROUP
HEAVY

FORCE
HELIC
LINE

OVERSHO
IDEAL
IMAGE

IMPEDANC
INSERTHO
WUADRIPO
PARAMET
BRANCH

RAUD | OSON
REFRACT
INDEX

CURRENT
MOMENT
DipoL
INDUC

NEUTRON
PROTON
FENNER
OUTER

SYNCHRON
TRANSIEN
CONVERT
ouUTPUT
INPUT
CHOF
DRtV
FEED

con

coLLtiSlo
HYDRODYN
MAGNETO
loNiIC
IONI1Z

HYDRODYN
TRANSPOR
MAGNETO
NEUTRAL
PARTIAL
DIFFUS
GASES
foNicC
loNtZ
GAS

JOINT

AFTERNOO
BIFURCAT
NONSEASQ
VERTICAL
EQUATOR
SUNRISE
SEASON

729

730

731

732

735

736

737

7328

739

740

741

VWONNOOIN—
O V=01 VN
W= ONO®®D®s-H M~NOoWOW OO Vo [ RN )

~NOOEUVN-—-
AU R ¢ B - Ny o]

101

SUMMER
TROUGH
WINTER
DAILY
LAYER
HOUR

LEADS

ADIABATI
LEVEL
MASER

LIGHT
LIMIT

GEOMAGNE
MIDNIGHT
DISTURB
DIURNAL
LOCAL

o
Z
>
-

oDroownwrox 0
—O0=PE0OTV— O-—M
nwLrI3 v -OZu—0OMO O
—Pe=-MOT P>
oOxoOWwWro —HO
s —HAZ o
oz

XM
mCc X
w <
o>

-

mzT IO O
»>rom
o

- O

IMPEDANC
TERMINAT
DESIGN
LADDER
IMAGE
MATCH
FILT
PASS

b e e Ut~ =]
—HNZAHZVrE
-——p OZ Mo
<V V=V
XOmMOo >
zrz

I>»

ETO TUVrZOIZ>
> =
X O -
“-Z-H DULMEO V-
o0
-

T - —

ANISDTRO
DIELECTR
ELECTROM
PROPAGAT
MED I UM
TENSDR
MEDIA
WAVE

742

744

745
746

747

748

749

750

751

752

753

754

755

756

757

VO~ =
AV AHRDUWOR S
SN0 0w

LHLUVON= AN YO =Y
M=OVWOROWVWONNON

~N g WOUOUOVDL NNV N

1 NO W ~
Wb H 0 —-m » s NN
[ Mo Wl -N (433 E R ]

e~

208
590
693

COINCIDE
CRYOTRON
INFORMAT
ACCESS
MEMOR
STOR

BYT

EVAPORAT
PHOTOELE
SECONDAR
INSULAT
IMPUR
METAL
WAFER
ADHE
0X1D
SKIN
THIN
VACU

WAVELENG
DIAMET
METRE

MINIM

ELECTRIC
TRANSPOR
DERIV
MOoBIL

>» 0

MODEL
TAIL
MICROMIN
MODUL
MEDI AN
SEASON
CYCLE
MONTH
MEAN

CONTROL
MOTOR
DRIV

DAYTIME
SUNRJSE
HEIGHT
NIGHT
SCALE
FALL

HEMISPHE
IONOSPHE
STATION
NORTH
POLAR
SOUTH
BAY

PHOTOSEN
oOPTIC

BANDWIODT
OPTIM

ARTIF |
ECCEN t
SATEL T
OR8IT
PERIG
SPUTN
INCLIN
EARTH
ORBIT

I1C
TR
L
AL
EE
K

ORDER

PARTICLE
PROTON
EARTH



757

758

759

760

761

762

763

764

765

766

767

768

ERIC

Aruitoxt provided by Eic:

723
757
834

758

72

73
212
277
339
395
513
607
694
759
818
931

990
998

429
764
825
836

76

87
124
227
387
545
563
587
765
976
979

180
326
456
477
610
675
766
811

922

767
807

162
200
372
379
529
768
794
969

769

I NNER
OUTER
8ELT

PAPER

DIFFRACT
DIMENSIO
PERPEND1
SPHERICA
80UNDAR
INFINIT
CONVEX
SCREEN
ELLIP
PLANE
WEDGE
SLIT

PLATE
SHEAR

CONTACT
POINT
VIEY

GEOMAGNE
LATITUDE
DISTURB
NDRTH
POLAR
STORM
ZON

EFFICIE
REGULAT
SUPPLIE
RECTIF
REsoOLV
POWER
SiLic
ROW

DC

N

PLASTIC
PRINT
ADHE
BOND

DISCHARG
ELECTRON
HYDROGEN
PRESSURE
GASEOQUS
HEL UM
MEASUR
PLASMA
PRDBE
GAS

ION

MiLLIMIC
WAVEFORM
SHAPING
TRIGGER
SELECT
COUNT
PULSE
TRAIN
R1SE

QUANT
THEOR

LATITUDE
OBSERVAT
DIURNAL
EQUATOR
DYNAMO
QUIET
SOLAR
DAY

RADAR

771

775

776

777

778
779
780

781

782

783
784
785

786

787

ECHO

RADIAL
EARTH
RAD I
RING

GALACT
INTERF
TELESC
ANGULA
JUPITER
BRIGHT
NEBULA
ASTRO
GALAX
RADID
STAF

Ic
ER
opP
R

CONIC
RATIO

REDUC

ADVANTAG
SWITCH
RELAY
DUAL

ROUND
SAMPL

I SOTHERM
TURBULEN
VERTICAL
DENSIT
NIGHT
SCALE

CHARACTE
REVERSE
RECTIF
SELEN
VOLT

FEEDBACK
RESPONSE
CLOSED
SYSTEM
SERVO
LOOP

SHAPE
SHARP

THICKNES
CRY3TAL
VIBRAT
PLATE
SHEAR
MODE

CORRUGAT
PERPEND
CONDUCT
INFINIT
CYLIND
SHEET

SHELL

788

789
790

791

792

793

794

796

797

798

799

800

801

802

803

573
788
908
789
790

341
377

DOPPLER
SHIFT
PHAS

SHOCK
SHORT

CAPACIT
EMITTER
SHUNT
LOAD

GERMANIU
JUNCTION
PROTECT
REVERSE
RECTIF
POWER
SiLic
SELECT
SINGL
QUTBURST
SUNSPOT
CORONA
ECLIPS
FLARE
QUIET
SOLAR
YFAR

SUN

GEOGRAPH
GEOMAGNE
HEMISPHE
IONOSPHE
OBSERVAT
DIURNAL
STATION
SUMMER
NDRTH
SOUTH

INFORMAT
PRESET
SPEED
HIGH
READ
STOR
TAPE

ADD

INVERS IO
TRANSFOR
SPLIT
START

GEOMAGNE
MORPHOLO



O

803

807

808

809

811

814

815

816

817

ERIC

Aruitoxt provided by Eic:

205
285
300
591
705
762
803
894
965

804
931

480
805

108
806

88
103
286
546
382
401
529
617
767
807

100

e ouinWw o @
(=] [=]
(Yo} w

U= = O =
o NN

50

@ e 0~ -
L 0 - -0
N -

(5]
-N
O —

544
813

423
48¢%
497
543
639
814
827
875
995
998

260
798
815

39
50
743
816

646
817

OUTBURST
STATISTI
TERRESTR
PULSAY
FLARE
POLAR
STORM
MAIN

BAY

STRIP
SLIT

VELOC!IT
SURGE

FREWUENC
SWEEP

ELECTROS
FERROMAL
STOCHAST
CLASSIC
EXCI{TON
KINETIC
DYNAMO
SPHERE
GUANT
THEOR

EXTRAQRD
TRACE

TRACK

TURBULEN
RAD I ANT
METE OR
SHOWER
TRAIL
ECHO

INTERVAL
PULSE
TRAIN

TWIST
L INE
MODE

ATMOSPHE
DENSIT
HEIGHT
UPPER

PENTODE
ADJUST
BALANC
HEATER
TRIODZ
VALVE
ANOD

GR D
TUN

DC

SATELLITY
SPACE
VEHIC

CHARACTE
COMPONEN
METAL
WAFER

VAPOUR
WATEK

ACOusTiC
DIFFRACT
ELECTROM
INTEGRAL
ANGLE
EXPAN

818

819

820

821

822

823

824

825

826

828

829

830

831

832

103

759
818
859

820
900

821

113
162
463
822

65
134
252
823
841
957

423

639
814
827
865
875

149
500
828
857
993

58
87
495
644
829

[eols Mo W4 RV
DN AN ot = BN (DD =
orn~NOG OO N

PLANE
WEDGE
EDGE

WEIGH

WHITE
NOLtS

WIDTH

GEOGRAPH
LAT I TUDE
STATION
WORLD

CRYOTRON
UCTAN

EO ED -
-0 0Nz
V=Ccwn O

COMPONEN
PLASTIC
STRESS
METAL
PRINT
ADHE
BOND
VIEW

FORMATIO
BALLOON
ALTI

X

PEN~ ODE
CA~ HOD
TRIODE
VALVE
ANOD
FEED
GRID

INTERPLA
8RIGHT
AREA
EAST
SUN

TELEV (S
TUNABLE
NARROW
VALENC
BAND
FILT
PASS

IRREVERS
SEGMENT
BASE

833

834

835

836

837

838

839

840

841

842

843

844

845

847

848

850

838
874
998

839
903

673
840
888

134
823
841

503
842

236
628
848

244
388
849
890

21
260
416

SugMILL ¢
BEAM

PARTICLE
RADIATIO
NEUTRON
cosSMiIC
PROTON
EARTH
OQUTER
BELT
TRAP

RAY

oD m—Ax
=WV O
-_> = Z
OCw-2Z20
——wnw
M=
Dwnr>r
—

PLASTIC
SILVER
STRESS
PRINT
ADHE
BOND
VIEW

CELL

TRANSIST
AMPLIF
INPUT
CHOP
GAIN

DC

CONE

AMBIENT
RECTIF
cooL

FERRITE
REACTOR
SATURAB
WINDING
TOROID
CORE

VALLEY

RADIOSON
SUNSET
DATA

REGENERA
GENERAT
Divi
LOCK

ATMOSPHE
SATELLIT
ORBITAL



850

851

852

853

854

855

856
857

858

8b9
860

861
862

863

864

865

ERIC

Aruitoxt provided by Eic:

oo

F Y
[, Vs COWHBN—=D=bObn

VWO obdbb -
Ui~ o A = (N0 =

®eoON [e JENIE -

~Noowm O N—= =

W@ ~ -
Ui =

N b='CO~NOWN
[Teli oo} OWVWOVWUOUN_RONWOUN

@ co o WE N OTUNBNN N -
O -

. oW e

[+ 8
N

®~NBsN @

OO =—=@n
W=0WwW=0

54
o«
Ve)

610
636
864
59
147
724
827
852

PERIGEE
DRAG
AR

DRAVW

FEEDBACK
CIRCUIT
REGULAT
INVERT
QUTPUT
INPUT
MOTOR
DRIV
FEED
VOLT

ODROP

AUTOMATI
MAGNETIC
MACH INE
READING
ACCESS
COMPUT
DIGIT
DRUM
READ
STOR
TAPE

8RIDGE
RELAY

QUAL

PROPAGAT
WHISTL
ALIGN
DuUucCT

GEQOPHYSI
MAJOR
AREA
EAST

~—m
rI>»>2»00>»01rmM
-2Z P

oOnZr

- T<uwzrnnun=-
VP—-TVMWVWDO~—
>PO0VI-{TVOCETXD
—PrCMMmMmT2Z
rox-{0—=-C

m
(2]
I
o

WEDGE
EGGE

EMISS!
EMIT

FACE
FALL

RECOMBIIN
VIRTUAL
DENSIT
OXYGEN
NIGHT
FALL

PRESET
SELECT
TIMING
FAST

CONVENTI
ENTERNAL
INPUT
ANOD
BRIV

865

866

867

868

869

870

871

872
873

874

875

877

878

104

VWEOE~N~NUND D=
OOV LI =D N0
My=D®OO®DHO

491
642
704
838
874
914
915
935
997

423
461
639
814
827
835
865
875
914

44
100
406
876

166
597
877
919
940
959

472
878

FEED
GRID

CRYOTRON
EVAPORAT
DEPOSIT
CARBON
FILM
THIN

ATTENUAT
INSERTIO
NORMAL I Z
TORSION
8RANCH
LADDER

I MAGE
MATCH
8AND
FILT
PASS

Mmow
—-—C -
F ]
mwuc

BISTABLE
COMPLEME
MONOSTASB
MuULTIVIS
OPERATILO
TRANSIST
TRIGGER
SWITCH
FLIP

FORCE
FLOW

GALACTI
RADIATI
COSMIC
FLUX

c
0

FORM
FREE

PENTODE
STABIL!
TRIODE
VALVE
ANOD
81AS
FEED
GRID
PuLL

coLLiSIO
EXTRAORD
MAGNETOQ
GYRO

MAGNETIC
RECORD
HEAD
READ
TAPE
WRIT

THERMAL
HEAT

879

880

881

882

883

884
885
886
887

888

889

890

891

892

893

894

895

896

897

898

34
253
713
800
879
986

18
846
880

881

324
372
728
882
969

213
257
658
883

884
885
886
887

468
657
77
812
840
888

791
889

108
203
588
589

0
ouwv
o

0
W
G -

101
507
782
892

23
138
893
971

114
§29
693
803
894
939
996

895

669
896

749
897

281
648
785
812

8REMSSTR
RESOLUT I
GLASS
SPEED
HIGH

oltL

ASSOCIAT
CURYV
HISS

HOLE

VARIATIO
DIURNAL
LAYER
HOUR

DAY

PHENOMEN
RESPONSE
ANALY
JUMP

LAND
LEAD
LEAK
LIFE

STRAIGH
AMMON
HELIC
TWIST
COAX
L INE

SHUNT
LOAD

FREQUENC
O0SCILLAT
PRECI S
PRESET
Divi
LOCK
PHAS

LONG
TALL

FEEDBACK
CLOSED
SERVO
LOOP
ATTENU
INSERT
LOSS
EDD

AT
10

GEOMAGNE
DYNAWKO

CHARG
MASS

MONTH
MEAN

SPURIOUS
VIBRAT
SHEAR
TWNIST



898

899

900

901

gu2

903

904

905

906

907

908

909

910

911

912
913

QO

ERIC

Aruitoxt provided by Eic:

898

899
ge3
983

26
292
704
820
900
915
927

158
901

902

92
262
685
743
839
903

904

19
138
263
299
462
498
502
556
719
738
831
867

MODE

MOON
ROCa
LUN

BACKGROU
SLPERREG
FIGUR
WHITE
NO IS
PUMP
SHOT

IRREVERS
NOTE

SEMIDIUR
INVERT
SHIFT
LOCK
PHAS

PHUTOELE
ATOM
PHOT

RESPONSE
PLOT

FUNCTION
TRANSFER
POLE

PORT

PROD
RED

BALANCED
QUALITY
CLASS
GAIN
GRID
PuLL

BANDWIDT
POPULAT)
PARAMET
AMPLIF
FIGUR
MASER

915

916

917

920

923

924

925

926

927

928

929

930

931

932

933

10

874
900
915

v 3]
-
oo

[N
-
~®

918

441

511

800
854
877
919
938
940
959
966

109
221
920

391
607
759
804
931
954
972

932

106
933
987
999

TUNABLE
RANG

RATE

READ{ NG
. IMPUT
SPEED
DRUM
HEAD
READ
STOR
TAPE
WRIT
BIT

FUNCTION
POLYNOM!
REAL

=X
Lt
Z0
Q) -

oo

-V Vvomn=x=l
bt ~R A DI
ZzZwurmzZzr o
mmwomro
MwI =X
I> X~

O~ =2

SURFACE
MOON
ROCK

TEMPERAT
ROOM

APPARATU
RESOLUT)
TELESCOP
SCAN

OSCILLAT
SELF

FLUCTUAT
NO S
SHOT

SIGN
SI1ZE

CONDUCT
ANOMAL
DEPTH
METAL
SKIN

CIRCULAR
DIFFRACT
INCIDEN
SCREEN
PLANE
STRIP
SLIT
WAVE

FAR

SLOW

FORMAT)) O
SOFT

RAY

X

935

936

937

938

939

940

941

942

943

944

945

208

590
834
944
987

945

FERROMAG
MAGNETIS
NONMAGNE
STOCHAST
MOMENT
FERRI
SOoLID
SPIN

ADVANTAG
TRANSIST
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RADIO
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" RESPONSE

TRANSIEN
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APPENDIX AG

SELECTION FROM CLUSTER SET C3, USED TN RUN 14(MCSO1)

6 APTERNOO 24 AUTOMATI 44 COLLISIO
196 NONSEASO 136 INFORMAT 100 EXTRAORD
466 SUNRISE 363 DECIMAL 406 MAGNETO
6 AFTERNOO 6U9 SEASON byy READING 876 GYRO
156 IONOSPHE 679 DAILY 687 DIGIT
136 HONSEASO 728 LAYER . 854 DRUM 4y COLLISIO
324 VARIATIO 919 READ 121 HC.10GENE
362 DAYTIME 6 AFTERNOO 940 TAPE 2u6 RELATIVI
372 DIURNAL 564 MEDIAN 966 BIT 316 TRANSPOR
809  SEASON 609  SEASON bo1 KINETIC
627 SUMMER 652 WINTER 24 AUTOMATI 621 STATIC
652 WINTER 678 CYCLE 136 INFORMAT
€78 CYCIE 679 DAILY 11911 MACHINE 44 COLLISIO
679 DATLY 749 MONTH 632 SYSTEM 121 HOMQGENE
728 LAYER 960  YEAR &7  DIGIT 246 RELATIVI
&5l DRUM 316 TRANSPOR
6 AFTERNCO v 966 BIT 401 KINETIC
156 IONOSPHE e o . 708 FORCE
196 NONSEASO AUTOMATI
324 VARIATIO 17 ARTIFICI 136 INFORMAT 44 COLLISIO
362 DAYTIME 21 ATMOSPHE 4ou MACHINE 121 HOMOGENE
372 DIURNAL 260 SATELLIT 687  DIGIT 246 RELATIVI
609 SEASON meé ORBITAL 854 DRUM 316 TRANSPOR
627 SUMMER 424 PERLGEE 919 READ 413 NEUTRAL
652 WINTER 653 EARTH 940 TAPE 621 STATIC
678 CYCLE 755 ORBIT 966 BIT
679 DAILY 850 DRAG uy COLLISIO
960 YEAR ‘ ces 121 HOMOGENE
21 ATMOSPHE . 316 TRANSPOR
6 AFTERNOO 159 ISOTHERM 401 KINETIC
178 MIDNIGHT 4y COLLISIO 621 STATIC
196 NONSEASO 21 ATMOSPHE 87 ELECTRON 703 rIELD
372 DIURNAL 163 LIGHTNIN 316 TRANSPOR -
728 LAYER 672 CLOUD 401 KINETIC 44 COLLISIO
621 STATIC 121 HOMOGENE
6 AFTERNOO 21 ATMOSPHE 316 TRANSPOR
178 MIDNIGHT 236 RADIOSON 44 COLLISIO 401 KINETIC
372 DIURNAL : 87 ELECTRON 703 FIELD
733 LOCAL 21 ATMOSPHE 316 TRANSPOR 708 FORCE
ne ORBITAL 413 NEUTRAL
6 AFTERNOO 850 DRAG . 5eh DIFFUS 4y COLLISIO
196 NONSEASO 963 AIR- 726 IONIZ 123 HYDRODYN
324 VARIATIO 976 GAS 316 TRANSPOR
372 DIURNAL 21 ATMUSPHE o6 MAGNETO
564 MEDIAN 580 OXYGEN 44 COLLISIO 43 NEUTRAL
609 SEASON : 87 ELECTRON 725 I0NIC
652 WINTER 21 °  ATMOSPHE 316 TRANSPOR 726 IONIZ
678 CYCLE : 813 UPPER 413 NEUTRAL
679 DAILY 621 STATIC 44 COLLISIO
728 LAYER 21 ATMOSPHE 726 IONIZ 123 HYDRODYN
956 WIND 976 GAS 406 MAGNETO
6 AFTERNDO 13 NEUTRAL
196 HONSEASO ces 4y COLLISIO 587 PLASMA
324 VARIATIO s 87 ELECTRON 725 IONIC
372 DIURNAL n3 NEUTRAL 726 IONIZ
564 MEDIAN 24 AUTOMATI 524 DIFFUS
609 SEASOM 136 INFORMAT 726 IONIZ u4 COLLISIO
652 WINTER 363 DECIMAL 976 GAS 123 HYDRODYN
678 CYCLE 441 READING 979 ION boe MAGNETO
679 DAILY 632 SYSTEM 725 IONIC
Y60 YEAR 687 DIGIT . 44 COLLISIO 876 GYRO
esd DRUM 87 ELECTRON
6 APTERNQO 966 BIT 413 NEUTRAL 44 COLLISIO
196 NONSEASO 587 PLASMA 131 INCOHERE
324 VARIATIO 24 AUTOMATI 621 STATIC 246 RELATIVI
372 DIURNAL 136 INFORMAT 726 IONIZ 413 NEUTRAL
S4P] SEASON 363 DECIMAL 976 GAS 621 STATIC
627 SUMMER 441 READING
652 WINTER 665 BINAR 4y COLLISIO 4y COLLISIO
679 DAILY 687 DIGIT 87 ELECTRON 131 INCOHERE
728 LAYER 854 DRUM 43 NEUTRAL 413 NEUTRAL
882 HOUR 940 TAPE 587 PLASMA 587 PLASMA
966 BIT 726 IONIZ 621 STATIC
968 caD 976 GAS 976 GAS
979 I0N
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APPENDI X B |

COMPLETE L1 6T OF TREQUESTS

showing the name of the requestor, the number of key=-word stems, the stems
themselves with their underlinings, if any, (section VI.2.6), and their
dictionary code numbers (Appendix Al

Request O (P.ite Hammond) (6)
HIGH i SNCY O5CILLATOHS USING TRAISISTORS THEORETICAL TREATMENT AND PRACYICAL CIRCUIT DETAILS
(IGH UsliC  OGCILLAT TRAISIST THEOR CIRCUIT
879 108 203 i 807 345

Requeat 1 (Cancelled) (10)
aUPLE EG SLJCIVE WECEIVERS TN TIE HIGH FREQUENCY REGICN WITH DETAILS OF NOISE FIGURRE SELECTIVITY AND RADIATHD

REGENERA RECHIV HIGI FRXQUENC 1015 FIGUE SELKCTIV w D‘T
24, 596 879 108 900 704 263 593

SIGHAL LEVEL
GIGHAL LaVEL

613 730
ltenucst 2 (Dyile llunomond) (5)
;P OF DIELECTRIC COMUYMNT OF LINUIDS BY THE USE OF MICROVE.WVE TuCIDNILUES
DIZLSCTR  COUSTAR LIQUID YICROVIAV
70 352 560 177
(., iHanmond) (6)
SodLYSIS WD DRSIGN DETAILS OF WAVEGUIDE FED MICRCUWAVE RADIATIONS
RS A4 DR IGH VAVEGUID LICROVAV  RADIAT
658 52Q 327 177 593
emest L (AN mmond) (9)
i 0F DIGITAL comm 3 It 1%L DESIGN OF BAND PASS FILIWRS HAVING GTVEN DPILSZ (1D ATTEMUTATION Ci.lLiCT2218TICS
DIGIT  COLUT DISIGN BAliD PASS FILT PilAS ATTENIAT CilLACTE
687 512 520 831 905 867 908 23
Aequest 5 (F.M, Blake) (5)
STSTEMS OF DATa CODILG FOR 1NIOMMATION TRANSFER
3YUTE D.7A COD TIFORMAT TRANSFER
848 968 136 M
Request 6 (Cancelled) (3)
USs OF PROGIANS T ENGINZIERIG TESTING OF COMPUTERS
PROGitG ZER COMPUT
435 512
Request 7 Blake)
SINUL.T10H OF LaTITSMATLICAL FUNCTIONS USING MAGHETIC CIRCUITS
SIMULY FUNCTION MAGNETIC CIRCUIT
458 109 166 345
Requast 8 (Cancelled) (%)
WULTIPLE DIGIT THCHNI UES IW FONT DECIMAL ADDRES
LULTIPL  DIGIT DECIiiAL ADD
499 687 363 962
Iteyuest 9 (F,l, Blake) ()
HZUBER REP. HSELTATION 1 BIOIARY ML.CHINES -
Ul R REPREGEN BIN.R MACHINE
575 218 665 404
Request 10 (eLs Price) (7)
""CO\DI \RY EMISOION OF ELECTRONS BY POSITIVE ION BOMBARDMENT OF THE CATHODE
SECONDAR _EMISHI RLECTRON POSITIVE ION DBOMBARD CATIOD
262 531 87 221, 979 ~ 338 503
Request 11 .(JeL, Price) (7
MBASURIEIT OF PLASIUL. TEMPERATURES I ARC DISCHARGE USING SHOCK VWAVE TECHNINUES
HEASUR PLASHMA TEMPERAT ARC DISCHARG SHOCK VAVE
563 587 296 961, 76 789 951
Request 12 (i, L, Price) (N
WHACTERISTICS OF TE SINGL ELRCTRODE DISCHARGE IN THE RARE GASES AT LOW PRESSURES
ACTE SINGL ELECTROD DISCHARG GASES L0V PRESSURE
39 793 85 76 el 982 227
Request 13 (WL, Price) (5)
WMETHODS OF CALCULATING INSTANTANEOUS POVAR DISSIPATION IN REACTIVE CIRCUITS
CALCULAT POVER DISSIPA™ REACTIV CIRCUIT

35 763 79 439 345

chucst 14 (W,L., Price)
EFFECT OF OXIDATION ON CIRCUIT BREAKER CONTILCTS

OXID CIRCUIT CONTACT
903 345 353
Request 15 (W, Fincham) (7
TELPERATURE Ii;DEIK:IDENT METHODS FOR TUNING HIGHLY STABLE HIGH FREQUENCY OSCILLATORS .
TEMPZRAT T.DEPEND TUN gHIGH) STAB  HIGH FREQUENC OSCILIAT 1 09
&) 296 133 995  (879) 935 6879 10 203
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kequest 16 (e tincham (8)
' -.L.f' oo, 000 V20D GRS FOR CPIE DUSTGH OF TanliS15W0RISAD TUTIED Pally BAND L NTLIFTERS
Gl DESTGN THAHGIOT TUN T‘u','l BN b LTR

"y 520 514 995 05 83 4N

(. Finchan) (6)
101 PILC.D FUWINLG JUIGH JTEUATION CHALGCTERIDTIGCS UOING A BLOCK DLaGIUS! LAPPROACEH

rILY I CETRENUAT CIAd CTR BI.OCK
857 T, 23 39 666
Rejaet b 18 (We I'inch .m) (7N
VUL".u., CURR.NT Bl TLOLSHTES AN LT .0RKS OF HONLITHAL BIEMENTS CONNECTED IN PARLLLLEL
VOLT CURENT NaTVORK HONLINIAR BLoGHHT  COHNE P Ll

Ybhi, 30 312 192 376 674 205

Hequert 19 “iie incham) (7N

APPROXIN l"R..~UENC PHAS RESISTIV INDUCTI (RESINTIV) CAPACIT
15 10 9508 251 393 251 34
CIRCUITS
cineuIw
5L5
Re riest 20 (1 eCe Bain) (9)

OB ERYAT FLUCTUAL HARTH MAGNWLIC PIELD FROPAGAT
200 105 693 166 703 231

HEDROWAGHLINTIC widis 1L JH

TNORGLG AV
125 L
Request 21 (iieCe Hain) (6)
DIVHNLL UnBRTATIONS OF FLUCTL WILCHS IH Tl ZARTHD LAGIWTIC FILLD
QUL L VLRTANIO FLLITOAT WRTH  MAGHETIC PIslD

372 52, 105 693 166 703

fequest 22 (e Dunforad) (6)
Sl i aaORT0 AL LYSIS OF THE GEUNIS GiGHTWLC M
HoewONIC wdtillY BATH  MuGl 10 i ILD

199 655 693 166 703

e Daaford) (6)
LWPOLLATTS OF Thn WLRCTURICIL COLDSCITIVITY 110 1.0 UPPRR ATLOSPHER:

ELECTRIC CONDLCY UPPER ATOCSUHE
81, 350 813 21
Regiest 224 (e Z(ibhueth) (7N

5 Ol THE ARLOTIVH OF C(mmIC H0DI0 RDTLH I DY ISKOOTIDRE
:-9.,01\ Si.]C RADIO WOLS IONOSI-HE
653 515 /71 900 156

(6)
w5 T TIE UPPDR ATHOSHIE B DUGING &

OWS O SOL At ¥ L 30

TIC STORRD

UrPsEn ATUOLPHE MAGHHETIC STORM
813 21 166 803
Hemest 26 (DeLe Croom) (8)
CaLl ."" CHS O il S DURTG WCLIPSHES GIVING T DISTRIBUTIGN OF SOURCHS OF 9Ll DT3C I THE MICRO. VM
OBGLRY LU Lul.IPS DILTRIBU S0RCH DIS - WICROL
200 993 530 80 615 970 177
Request 27 (DeL, Croom) (%)
GISERVATTIUND OF TIL! SUN USING DI0 DNTHRFEROMWTERS
CHIERVLY SUL DI INTERMAR
200 993 7T 15
itequest 28 (DsL. Croom) (7N
E UATIONS GUVHTMG Tiil PROPLGAT . N OF TROLAGHETIC AlD HYDROEAGNECIC mVad IN Tih SOLLR CORONA

i‘.".;'“l'LT PRODPAGAT BLLCTRO ITYDROMAG HAVE O0LAR CORON:
596 23 86 125 954 791 514

Request 29 {DoL. Croom) (¢
SOVTIATEG OF 1M DUbOSITY OF INNYZATION 0D TEHPER.TURE IN THi, SOLAR COROLA

DA LIt JONIZATI TEIAPER/T SOLAR CORONA
v19 153 29 794 514

Request 30 (D.L, Croom) (4)

PL&GE GEHD ABSTRICTS O THI SOURCE SPECTRA OF LIGHTNING DISCHARGES
SOURCE SPHCTR LIGHTKI DISCHARG

616 616 163 76

110

5 0F aPFPROKLIATING THY PRY U SICY PR RETATIONSHIPS FOR RESTOTIVE INDUCTIVE LD RESISTIVE CiDAC

SV

TV

VOTUR OF RaPID FLOCTUL.INGS IN THE wRTHS WAGHETIC FIALD AHD THHIR RELATLNT TO THM PROPAGATION OF

2LNGHE

xb.d(:
917



Request 3% (Cancelled) (5)
PLEASE SEND 3STRACTS COMNNECTED WITH THE OCCURRENCE OF A SECONDARY OZONE LAYER AT NIGHT TIME

CONNE SECONDAR LAYER NIGHT TIME
674 262 728 751 942
Request 32 (DoMs Yates) (&)
Tl EFFECT OF SMALL DISTORTIONS IN THE SURFACE OF A CAVITY RESONATOR
DISTORT SURFACE CAVIT RESONATO
370 469 668 255

Request 33 (¥.Co Bain) (3)
THE DETERMINATION OF THE ORBITS OF INDIVILUAL METEORS BY RADIO METHODS

ORBIT METEQR RADIO
755 567 m
Request 34 (WeC. Bain) (5)
THE DETERMINATION OF ION MASGES IN THE IONOSPHERE BY THE STUDY OF BACK SCATTERED RADIO WAVES
ION IONOSPHE SCATTER  RADIO WAVE
979 156 452 771 954
Request 35 (¥.C. Bain) (9)
THEORETICAL STUDING OF THE SOU.CH OF HIGH FREQUEMNCY RADIO VAVES EMITTED FROM THE PLANET JUPITER
THiOR SOURCE HIGH FREQUENC RADIO VAVE RMIT PLANET JUPITER
807 615 879 108 771 954 860 586 400
Request 36 (7.C. Bain) (5)
SINMULTANEOUS OBSERVATIONS OF YHISTLERS AND LIGHTNING DISCHARGES
SIMULTAN OBSERVAT . YHISTL LIGHTNIN DISCHARG
269 200 651 163 76
Request 37 (i/eCe Bain) (10)
VARIATIONS IN THE HEIGHT OF RZIFLECTION OF LOVW OR VERY LOW FREQUENCY RADIO WAVES IN THE PERIOD BEFORE GROUND
VARIATI HEIGHT REFLECT LoW ( LOW) FREQUENC RADIO WAVE PERIOD GROUND
324 Sk INNR 982 (982) 108 770 954 582 541
SUNRISE
SUNRISE
466
Request 38 (1. Rishbeth) (7)
THE USE OF IONCSPIERIC CROSS MODULATION IN THE DETHRMINATION OF IONOSPHERIC ELECTRON DENSITIES AND COLL1SION
CROSS MODUTIAT IONOSPHE ELECTRON DENSIT COLLISIO
677 407 156 87 519 Ly
FREQUENC1ES
FRE(UENC
108
Request 39 (H, Rishbeth) (%)
MEASUREMENTS OF IONOSPHERIC DRIFTS NEAR THE EQUATOR
WEASUR IONUSPHE DRIFT EQUATOR
563 156 692 379
Request 40 (He Rishbeth) (5)
THE USE OF ANALOGUE COMPUTERS IN UPPER ATMOSPHERE THEORY
ANALOGUE COMPUT UPPER ATMOSPHE  THEOR
10 512 813 21 807
Requsst M (H, Rishbeth) (5)
THE USE ©f LUNAR RADIO REFLECTIONS IN INVESTIGATIONS OF THE NATURE OF THE MOONS SURPACE
N  RADIO REFLECT MOON SURFACE
983 mn Ll 899 469
Request /2 {b.£. Bryant) (9)
WHAT REFERENCHS ON COMPARISON BETWEEN GROUND LEVEL AND HIGH ALTITUDE BALLOON COSMIC RAY RESULTS
REFERENC COMPARIS GROUND LEVEL HIGH ALTI BALLOON COSMIC RAY
21 46 51 730 879 826 335 515 987
Request 43 (D.A. Bryant) ()
WHAT REFERUNCES ON MODEL EXPERIMENTS ON AURORA
REFERENC MODEL AURORA
241 747 196
Request 44 (D.A, Bryant) (6)
VIIAT REFERENCES ON INTEGRAL SPECTRUM OF PRIMARY COSMIC RAYS
REFERENC TNTEGRAL SPECTR PRIMARY COSMIC RAY
241 144 616 432 515 987
Request 45 (Cancelled) (5)
REFERENCSS ON SOLAR AND GEOMAGNETIC EFFECTS OF COSMIC RAYS
REFERENC SOLAR GEOMAGNE COSMIC RAY

Q' 7954 1M 515 987
ERIC - 111
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Requast 46 (Cancelled) (2)
CODING DISCS MOR AMNATOGUE DIGTTAL CONVERTERS

YSTAILS OF AVaTLABLe LOW VOLTWGE CaPACITORS
LOJ VOLT  CulnCIT
98z 951 50

Request 58 (A efae 11111) (7
PLAAGE BUPPTT INFORLION ON TIR PARFCRMAICE OF TYPICAL MAGNETIC FIIM MEMORY SYSTHMS WITH CIRCUIT DI.Gials
11 F0LAT PRPORK MAGNETIC FIIM LEMOR SYSTEM CINCuIT
136 210 166 ~B66 742 632 3L5
Request 59 (inehve 11i11) (6)
I 0Ly LIK: DETALLG OF Ti3 ORK “HICK HAS BRiN DONE TO ¥XTEND THE FREMUENCY RANGE OF MAGNETIC AMELIFTRRG
WORK EXTEND FRENUENC  RaNG MAGNETIC ANPLIF
6 534 108 917 166  TL91
Revunst 60 (iveive Hill) (6)
T 0LLY LIKE THAOLLTION OF THY RaNGE OF STATIC RRELAYS SUITABLE FOR USE AT HIGH SWITCHING RATES
IHFORILLY RANG STAPIC RELAY HIGH SWITCH
136 917 621 778 879 630
Request 61 (fieite Hil1) (5)
I . JITHRASTAD IN CIRCUITRY CAIABLE OF GENGRATING LXTREMELY NARROY PULGES
CiRCUIT GENERAT EXTREM  NARROW PULSE
545 368 535 572 766 112
S

insent 57 (Cei, Davis) (9)
< OF DIRHCT COUPLeD FLIF FLOPS 10 FURCTION WITH TIHE MAXINUM ViRIATIONS IN Ti0 V.
2iusCT CoUPlL FLIE FUNCTION WA Tl VARIATIO
525 676 869 109 740 2L

PranLIEL ADD
206 962

coD AGALOCUL DIGTT COLVART
968 10 57 357
Renuost L7 (J. MeDaniol) (3)
PEBROMACNETIC THCHNT . MA5 FCR COMPUTHR STORES
I*WRRONAG COMPUT STOR
103 512 938
Request 48 (J, #icbaniel) (1)
SULa s, 0 O DIFFERSHT [AL BJIATIONS BY CONIUTER
GUIALT 1Ol UL EREN BauAT COirFyT
27 7 696 512
Requost LY (Je kcDaniel) (6)
BRARICT HCY OF 2IGTVTAL COLTURY VERIUS ANALOGUE cCOLI il IN THE SOLUTION OF BOUNDARY VALUE PROBLEMS
APFICEN DIGTIT AIALOGUE COLFPUT SOLUTION BOULDAR
331 667 10 512 271 339
Request 50 (J« McDaniel) (3)
LATHODS OF mitiOR CLICEINC IN DICIT.L CONPUTLRS
LIRROK DIGIT COMPUT
%97 687 512
Request 51 (%o Longden) (7
INNCDS OF PRODUCING WINWIMAL WETO GIVIEL ;0 LOGICAL FUNCTION IN CANONICAL FORM
PLOD HUINREN LWET LOGIC FUNCTION CANONIC TORM
913 Th5 985 735 109 340 872
Request 52 (Mo Longden) (6)
SRITHMETIC UNMITS AS RuGUIRGD IN o DIGITAL CORIPUTER INCLUDING SHIFT REGISTERS ShiiaL AID PrRALIEL HDDER
URIT DIGIT CCLIUT OHIFT
947 687 512 788
Request 5% (C.H. Davis) (€)
. WATION O TS DLOIGN OF LOV DRIFT THRANSISTOR ILiPLIFISRS
AENLLT DB IGH LCY DRIPT TRAIISIST ALTLIF
136 520 982 692 MLy L91
Request 54 (C.li, Davis) (5)
AT U GIGH CURIINT Tiv . SISTOR SWITCHES
lAl.'Ol(.\u\- HIGH CULANT TrANSTIST SUiTCH
136 ¢79 361 311 630
Request 55 (C.He Davis) (6)
.llul\« ON D.JIGN OF TDxED.r TSION SULDYIPLEXING CIRCUITS
D3 iGN 7T DIVI LULTIPL CiRCUIT
520 912 819 09 345
itequest 56 {CoHe Davis) (3)

LUES OF TIE CIRCUIT

CIRCUIT
345



Request 62 (ieho HiL) (n
PLEASE SUPPLY INFORNMATIw; OX THE THWCRY AND USE OF PARAMEIRIC AMPLIFIERS

THFORMAT TIINOR PARAMET AMPLIF
136 8oy K“my N
Request 63 (P, Briges) (6)
T SYN .l'"In OF NETWORKS ViITH GIVEN SAMPLED DATA TIRANSFER FUNCTIONS
SYNTHES NZ'TVIORK SANPL DATA TIWISFER FUNCTION
294 112 779 848 31 109
Request 64 (Pohe Brigpes) (6)
T THERNORY 0it STABILITY IN RELATION T0 CONTROL JYSTENS VITH RELAY ELEMENTS
THAOR u'l‘nBZ_I:;[ COLTROL SYS TLM RELAY ELEMENT
807 Jre 356 632 774 376
Request 65 (P, Driggs) N
THE (0K OF DIGTTAL COMPUTERS TO OBTAIN POVER SI°%MCTRAL ANALYSIS OF NUMERICAIL DATA
DIGIT coMrPuT POVER SPECTR AVALY NUMBRICA DATA
587 512 763 616 658 199 8.8
Request 66 (Canocelled) (8) )

CIRCULT EL.IMNTS WITH ZERO MSORY NON LIIEAR CHARACTERISTICS /ND VARIABLE PARAMETERS
CIRCUIT ELEHM=NT ZERO MEMOR LINEAR CilARACTE VARIABLE P/RANET
345 376 961 742 559 39 323 119

Request 67 (PeA. Briges) (8)
PRILNTED CIRCUIT D¥BIGH FOR A RANDOM PULSE GUNERATOR OF LOYW FRE )JUENCY
PRINT CIRCUIT DESTIGN RIDOK PULSE GHNERAT LOV FRE.JUENC
70L 108 520 595 768 388 982 108
Request 68 (D4ive Bryant) (5)
RLF RENC.S ON ELICTRIC FIELD THEORI®S OF THE AUROBA
1"RENC ELECTRIC F1LD THEOR AURORA
2l+1 3 703 807 49
Request 69 (C.1,Davis) (3

\ST TRANSISTOR COUNTHERS
FiST TRANSIST  COUMNT
86L 314 675

Request 70 (Beive Hewnan) ()
IOV PAGS LATPICE FILTFRS
1OW PAS  LATYICK FILT
982 905 102 867

Request 74 (Doi. Yates) N
SIMILAKIPING BETVAEEN 9L DIXVR.ACT10l! THZORY OF ILECTROMAGNETIC VAVES AMD TIAT OF ELECTRON STREAMS
STUILLR DIFFRACT  TIEMR ELECTROM WAVE ELECTRON STREAM
157 72 807 86 951 87 62)
Renuest 72 (DM, Yates) (5)
TiE USE OF COMPLEX WiIn:LiS IN TIE THEORY OF COMMUNICATION NETWO-KS
COMPLEX VARLABLE TIHOR COMMUHIC NETVORK
349 323 807 15 112
Request 73 (Dolly Yatecs) 5)
0if BRILWIOUR OF 4 Bl OF CHANGED PARTICLES IN THE PRESENCE OF PIANE CONDUCTORS
RAli  CiHARG  PARTICLE PLANE CONDUCT
823 669 208 759 350
Request 74 (Dot Yates) (n
FREDICTING TIf PATHS OF ELICTRONS MOVING IN i VARYING MAGNETIC FIELD
PREDICT PATH ELRCTRON JOVING VARY  MAGNETIC FIELD
L3 906 87 571 949 166 703
Request 75 (J.R+ Parks) (6)
ACTIVE CONST:NT VOLTAGE TRANSFORMER FOR $IGNAL DISTRIBUTION
ACTIVE CORSTAN VOLT  TRANSFOR SIGNAL DISTRIBU
1B7" 352 959 312 613 80
Request 76 (J.R. Purks) (%)
ACTIVE AUDIO FREOUENCY PILTER “ITH VARIABLE CUT OFF SLOFE
ACTIVE FRBOUENC  FILT VARIABLE
187 108 867 325
Request 77 (J.Re Parks) ()
VARIABIE ULTiu: HIGH FRuOVENCY ATIENUATORS
VARIABLE HIGH FREQUENC ATTENUAT
323 879 108 23
Request 78 (J.R, Parks) (5)

uuUIll'Y OPERATION OF FHEDRACK TIME BASES
ILT OPERATIO FBEDBACK TIME BASE
[MCn 201 101 942 852
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Roquest 79 ("ede Pobgee) (3)
VARTABIE CAPACTDNALCE ANPLIFIRRD
VARIABLE CADACIY LMPLIT

323 314 h91

Request 80 (PeJ+ Pobgoee) (3
TRANSISTOR S3WREP GHLLRATORS
TRALISIST SVEEP GuliERAT
3, 806  3U8

chuest 81 (Ped . Pobpoe) (3
ADVAIVDAGES OF PadlaiiiTRIC LMPLIPTHRS
.sl)thiTl\Cv PRI alPLLEY

5 119 W

Request 82 (FoJs Pobpes) (3)
O 1. 13ING LINtaR NETVORKS
OPTIN LIEBAR W JORK
754 559 12

Request 83 (PoJ. i'obgee) ()
TRANSISTOR PHan® SPLITIINC CIRCUTTS
THAL 518! PilaS  SPLITT CIRCUIT

314, 908 618 345
Request 8 (Sadre Nm.man) (5)
PLEADS SUPGLY ILPORMAVYTON PERTT: T TC T USHE OF SURINGCY PRETREATMENT TO PREVENT JECONDARY EN
THFOoLT HBURPACE SECONDAR EMINSI
136 469 262 531
IN Valves
VaLvs
814
Request 85 ilownan) (N
T 7ISH TO (U DaTa 30070 T DEOICE 0 LHCHATICAL BAND PAULS PILT RS OR GOOD PASS CIVRACTERISTICH
DATA DHBIGN LICHNIC BAND TILT PASS CISRACTE
818 520 173 831 867 905 39
Request 86 (:.A. liewnan) (6)

ISKS WHEMEBY i SWILLTCN LT DIGH FREGURNCLLS IS5 AFFSCTHD BY WEATHER AID TIME OF DAY
3 THALSLT HIGE FRmUElc TIME DAY
476 879 108 942 969

Request 87 (Be-ve Newman) (2)
CONLD T0U PLLLL GIVA

RECTIF MRTAL
599 743
Request 83 (Ye--e iicwman) (@)
I LISH TO CalCULATL THE TDUCTWLG., oKD LOSS IN COILS LADL USING PRINTED CIRCUIT OR OTIL'R MINIATURIZATICSN
CaLCUTAT IDUCTIN LOss COIL PRI CIRCUIT MINL.TUR
35 134 895 & 764 345 181

TDHal,e A OSULTYBIE (RTICIZY PLIASE

Request 89 (ReSs iiatson) - (5)
AALCSIS OF LOMLI AR BYSTuhis USD G PHASH PLANE TCHIII UES
AUALY WOLLLIER  UYSTER PilAS  PLANE
658 192 632 908 759
Reguest 90 (R.S. VWatson) (7
MIIIATURE LOW HOISEH HIGH GAIN HIGH IMPEDANC: AMPLIFINRS
WERITATUR 10w NCISE GATIN HIGH IMPEDANC ALPLIF
181 982 900 874 879 128 491
Request 91 (ReSe Watson)
CONTROL CHARWMCTERISYICS OF SAMPLING SERVO SYSTEMS
CONTROL CHARACTE SANPL SERVO SYSTEM
356 39 779 782 632
Request 92 (ReS. Vatson)
POVER OPHCTRAL DMISITY DISTRIBUTTION OTSPAINED USING ANALOGUE TECHNIOUES
POVWER UPICTR DENGIT DISTRIBU ANALOGUE
763 616 519 80 10
Request 93 (Re3. Watson) (7N
HIGH STABILITY HIGH TIPUT IMPUDANCE TRANSISTORISED /NALOGUE AMPLIFIER
STABILI HIGH INFUT ILPEDANC TRANSIST ANALOGUE AMPLIF
W61 879 724 128 34 10 491
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Request 94 (P.R, Stuart) (6)
NILCTIGLIC BINCIFIC (faaT OF . SUITRCOMDUCTOR SHOWING A DISCONTILUTEY AT THI SUPARCOUDUCTING CRITICAL

RLECTRON HLW SUTTBRCON DISCONTI ( SUL-EREON) CRITICAL
a7 575 29 77 (291) 61,
P PYRATURL
T hJERAT
296
Request 95 (PR, Stuart) (8)
Joo aBOTRACT 0N TR PLLD DISTRIBUTION SURNOUELING A CILQGED THIN CIRCULAR DISC RESTING ON +AM INFINITE
ITALD DTSRI CHARG  TIIIN CIRCULAR DI THPINIT
703 80 669 941 L0 970 395
DILLECTHIC STAD
DIRLECTR
70
Heguest 96 (P Jt, Btuart) ()
TUNNDL DIOVZE CONSTRUSWYTIN AND ITS ELACTRICAL CHARACTERISTICS EXPLAINED
"UNTEL DIODE BLECTRIC CHARNCTE
3142 689 8l 39
Reauest 97 {P.R. Stuars) (5)
BIBCYROLIC DJAISTITY OF SBAVIAS 0 DG SURFACE OF A SEMICONDUCTOR COMPAND WITH THAT AT DEPTH
MLMCTION DiENsIT SURINCE SEMICOND DEPTH
87 519 EE) 208 685
Renucst 93 B2, Stuart) (6)

SIS VITY 0F LSTALLIC THIN FILMS R4LATED PO SURFLCE ROUGHNESS
REBISTIV MERAL  THIN FILM SURFACH RO'GHNES
251 743 91 866 469 259
Request 99 (DLl Yatos) 9)
il PITIOLENON OF RADLNION CAUUED BY CHARGHD PARTICLES LOVING IN VARYING RLECTRIS AMD MAGNETIC FIELDS
PIED OBEN R/ADILTIO CHARG PARTICIE WOVING  VARY  BIECTRIC MAGNETIC FIHLD
213 235 669 208 5M 949 8L 166 703

O
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APPENDIX B2

Numbers and distribution of key-word in requests 0-99

( ) = cancelled request
Request Numbe: 0 1 2 3 4 5 6 7 8 9
ol (to)lsl6io9 5 (3) 5 | @) | &
10 | 7 7 715 3 7 8 6 7 7
20 | 9 6 6|161| 7 6 8 4 7 5
30 (& (B |&(3]5]| 9 5 {10 7 | &
40 |5 5 (936G @] 3| 4 |6
50 | 3 7 6| 6 6 3 9 7 6
60 | 6 5 {466 7 | (8) 8 5 |3
70 | 4 7 5157 6 4 4 5 3
80 |3 3 314l 5 7 6 2 7 5
90 | 7 5 51716 8 4 5 6 9
Distribution Number of Keywords
1.2 5 b 5 6 7 8 9 10
871 (6) (8) 2 of1o1 16 | &t (1)
14 9 5 31111 26 20| 37
33 27 7 |17112|(66) |35
43 30 13 21{15| 67 lu2
47 32 29 22|18f 95 |57
50 39 (31) ]23149 99
Requests 56 (46) 3l 2512y 93 requests,
69 48 36 4128 Mean 5,75 key-words
79 62 L0 49)38 Mode 5.5 key-words
80 70 I 52151
81 76 (45) 53|58 Standard Deviation
82 77 54 155]65 1.6 k d
83 61 59 71 ° .ey—WOr S
96 68 60|74
72 65185
73 61,188
78 75190
8y, 86193
89 9L
il 98
92
97 .
Number of | O} 1111(+1)M2(+2)}20(+2) {2018 6(+1)] 611 (41) 1= 93 .
requests )
Q
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APPENDIX B3

Subsets of Requests

(i) Cancelled Requests

7 of the original 100 requests were cancelled at various stages of the
work,
Request 1. 'Super~regenerative® is a single word in the dictionary and the
abstracts, but hyphens were coded as spaces throughout our work.
Request 6, "Testing" is not in the dictionary.
Request 8. Request garbled in typing.
Request 3. 'Ozone! is not in the dictionary.
Request 45. Requestor not available for assessments,
Request 46, Dictionary mistakenly does not accept plural of tdisc’,
Request 66, !Non-linear®, as with Request 1.
(ii) The '55! set (report VI.2,6)
The following 55 requests had one or more words underlined:-—
0, 2, 4y 7, 1012, 1419, 22-2)4, 26-30, 32, 33, 35, 36, L2-Lk, 47-50, 58, 59,
61, 62, 64, 65, 67, 68, T, 7479, 81, 89, 94=99,
(iii) The '34' set (report, VIII.2)
The following 34 requests retrieved only O-4 relevant documents in Run 13
at K!' =~ 50:-
35 5, 7, 111k, 35, 38, 4O, 43, 49-51, 54-56, 60, 6L, 65, 67, TA=Th4, 77, 78,
81, 87, 88, 92, 94, 96, 99,
(iv) The *17' set (report, VIII.q)
The following 17 requests were reckoned less well formulated:-
5, 12, 13, 34, 43, 52-55, 60, 62, 76, 84-86, 94, 96.
(v) Four Request Sets of Increasing Generality (report VIIL )
Gen 1  (0-8 known relevant documents) (26 requests)
5, 75 11, 12, 14, 32, 34, 37, 38, 40, 43, 49, 50, 51, 54, 55, 56
65, 67, 72, 73, 77, 83, 88, 92, 94
Gen 2 (9-17 known relevant documents) (21 requests)
3, 9, 10, 24, 22, 33, 35, 36, 42, 57, 59, 60, 61, 63, 64, 76, 87,
91, 95, 96, 99
Gen 3  (18-29 known relevant documents) (23 requests)
2, 18, 19, 20, 23, 26, 30, 41, 4k, 58, 69, 70, 71, 74, 78, 80, 8k,
85, 86, 89, 90, 93, 97
Gen 4  (30-84 known relevant documents) (23 requests)
0, 4, 10, 15, 16, 17, 24, 25, 27, 28, 29, 39, 47, 48, 52, 53, 62, 68
75, 79, 81, 82, 98,
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(vi) The 'Subject Index® set (report, VII.4 )

Subject Index searches were carried out for requests

0, 18, 22, 38, W, 57, 58, 70, Tk, 75, 83, 9o
(vii) The '"Virtually Exhaustive Search' set (report, VII., )

This invclved requests
10, 38, A,
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APPENDIX B4

Summary Description of Strategies (report, .VIo1 )o

Mnemonic Run Formula for Coordination Value

Basic Key Word Stem Strategy

KWS 13 Number of Key-word Stems common to abstract and request
KWS with Automatic Weighting
AWKWS 22 Weight = 2 if word not present in 80% of output for
Run O {i.e. Run 13 at K = 50, K! = 35)
Descripter Strategies

Number of Descriptors in common, using:-

ARM 16 A R Meetham's non-overlapping clusters from G3, (C2)
MCS04 - 4k P Vaswani's 1178 overlapping clusters, (C3),
MCS114 20 P Vaswani's 725 overlapping clusters, (C5),
RJR 19 R J Reason'’s 702 slightly overlapping clusters from G3, (cy)
Descriptors with Representation
ARMSR 17 2%, Run 16 Representation + Run 16 Coordination
SRiL . 6 2T, Run 14 Representation + Run 14 Coordination

PDR1 4. 11 2?7, Run 14 Proportional Representation + Run 14
' Coordination, where a request word is represented
if a third of its descriptors are assigned to the
abstract

Association Stfategies

EAG3 15 Number of Request Words associated with some abstract
' word via G3
RAGL. .18 As 15 but with G4 _
EARGY. 23 Number of Associations via G4 _
Combinations of Two Strategies ‘
13M™M 4 9 Run 13 Coordination times Run 14 Coordination
13W1 4. 28 2%, Run 13 Coordination + Run 14 Coordination,

effectively subdividing the strata of Run 13
Strategies with Underlining

U1 21 Run 14 with underlining
U114 2l Run 11 with underlining
U13 25 Run 13 with underlining
Searches Largely Manual .
SI 26 Subject Indexes - No Coordination
EXHSEA 27 Virtually Exhaustive Search — No Coordination
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Discarded

ARM- 1 As Run 16 but ignoring isolated words as descriptors.

Note 1o HRuns 02 34 56 7 81012 were

Runs 13 15 16 17 1419 20 21 22 respectively at X = 50, rather
than Kt' = 50,

Note 2. Run 24 is fully asse' ed up to and including X = 18, K? = 15
25 K=27, XY 217
28 K=42, K' =40

but careful use may be made of these runs beyond this point. For example,
Run 28 and Run 13 yield identical total numbers, or neavrly, of relevant

documents at K°® = 50 as well as at K! = 20, 30, 40.
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APPENDIX B6

Computer Implementation of Indexing and Retrieval Operations

Matrix manipulation of data

A matrix is a rectangular or square array of numbers or data elements.
We have dealt with them throughout this report, but we have not mentioned
operations upon matrices. One used extensively in the organization of
computer programs for indexing and retrieval is that of multiplying two
matrices. The prcduct, A.B, of two matrices is defined only when the number
of columns of matrix A and the number of rows of matrix B are equal. The
product is then another matrix having as many rows as A and &s many columns as
B. The element irn row-l1 and column~j of the product is obtained as the sum
of products of correspcnding elcments in row-i of A and column-j of B, This

is illustrated in fige B6o1a

A-QB
A 12 eon i
1 1 o
2 B 2 o
o 1 2 000 J ° o
o 2 L] L]
o 1 . .
i 3 Q 7 1 5 9 2 Lloeseoeoo 33
X 3 =
2
0

3%24+0x1+7X2 41 x3+5x1 0+9x0=33
Fig. B6.1 Illustration of matrix multiplication

Consider this process in the case where A is a t aary abstract/word
matrix (i.e. rows corresponding to abstracts, columns to words) and B is a
binary word/request matrix. Row-i of A is then a string of 0's and 1°%s,
the 1's representing the particular words in abstract-i, ard column-j of
B is o similar string of O0's and 1's in which the 1's represent the
particular words occurring in request-j. The value of the element in row-i
and column-j of the product will then be the number of words in common, i.e.
the key word coordination level, for the austract and request in question.
The product matrix contains the key word coordination levels for all
abstracts with respect to all requests. The rows of this matrix correspond
to abstracts and the columns to requests. The organization of our programs

in the computer is such that the matrix of coordinatior levels produced in
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each run is required to have rows corresponding to requests. Having
produced the matrix for run 13 as above it is therefore necessary to
transpose it so that its columns become rows and vice~versa. Eefore trans-
ferring the lists of retrieved abstracts to the harvest file (Section V,8)
it is also necessary to apply the necessary coordination cut-off level for
each request (Section VI.1), rejecting abstracts at lower levels.

Three matrix products are formed in the case of a simple descriptor
run such as run 14. In the first the abstract/word matrix is multiplied by
a word descriptor one to obtain an abstract/descriptor matrix., In accordance
with the indexing strategy this is converted to binary form by setting a
threshold value of one. We now have a matrix indicating the descriptors by
which each abstract is indexed. The descriptor/word matrix (the transpose
of the word/descriptor cne) is then multiplied by the word/request matrix,
again thresholding at one, to give a descriptor/request matrix. Finally the
product of the abstract/descriptor and descriptor/request matrices yields an
abstract/request one which, as before, requires transposing and application
of the cut-~off process.

run 14, an associative run using word connection matrix G35 directly,
involves only two products. First the abstract/word matrix is multiplied by
G3. This yields a new abstract/word matrix which is converted to binary by
thresholding its values at one (for strategy see Section VInﬂ)n This is then
multiplied by the word/request matrix to obtain the abstract/request mati.X.

The main operations used are thus multiplication, transposition and

thresholding.

Data formats

Two formats were adopted for matrices. With the first, used for
storage on magnetic tape or for holding individual matrix rows in the core
store, each row is stored as a block of successive machine words, the first
of which specifies the number of words to follow. The remaining words in
a block specify the non-zero elements in the matrix row, each word containing
the element value and column number of one element,

Binary matrices with not more than 1,000 rows or columms could be held
entirely in the core store by adopting a more economical format. Column
nugbers of all the non-zero elements of a matrix are held, three per word,
in a block of words and are accompanied by a key indicating the starting

point within the block of each row.



Matrix multiplication

With one or two exceptions all the wmultiplication involves binary
matrices. For simplicity and processing speed the programs took advantage
of this fuct. Referring to fig. B6.1 we see that the non-zero elements of
row-i of matrix A indicate those rows of matrix B that must be accessed to
obtain element-i;j of the product. Furthermore computation of every element
of row-i of the Froduct requires access to these same rows of matrix B It is
therefore economical to compute all the elemer..s in a row of the product
together. For binary matrices it is necessary simply to add together
corresponding elements of all the selected rows of matrix B in order to obtain
a row of the product matrix,

Two multiplication routines are used working on this principle. One is
used when both matrices in a product are small and are held entirely in the
core store. The other requires the post—multiplier (the R.Ho matrix) to be
in the core store and reads successive rows of the pre-multiplier from
magnetic tape. Both write successiwve rows of the rroduct, which is generally

non-binary, to magnetic tape.

Matrix thresholding

One prcgram reads a complete non-binary matrix from magnetic tape and

stores it in compact binary rorm in the core store after setting a threshold
value one (the commonest value).
Another program accepts any stated value in threshcldirg a single row of

a non-binary matrix held in the core store and leaves the result in the core,

Coordination value cut-off

The abstract/&equest matrices have 11,571 rows and 100 columns.
Transpcsing a matrix of this size on a computer is a difficult and a sluw
job, the time increesing with the rnumber of non-zero matrix elements. For

_this reason the coordination cut-off level for each request is computed and
applied before transposing the matrix,

Two programs are used here. We wish to obtain an average output as
close a8 possible to 50 abstracts per request by retrieving as near as
possible to some fixed number, X, of abstracts for each (see Section VI°1)o
The first program forms 100 distributions, one for ec:h request, of the
coordination values (i.e. the element values of the abstract /request matrix)
and from them computes the value X. The second program makes two passes of
the tape containing the abstract/request matrix. During the first the

distributions are re-formed ang the coordination cut-off level giving an

124



output closest to K is recorded for each request. On the second tape pass
the matrix is thresholded using these separate cut-off values for the different

columns and the resulting matrix 1s written on to magnetic tapeo

Matrix transpose

Diffioculty only arises in the case of very large matrices such as the
abstract/request and abstract/word ones. We will therefore only describe
the method used for these. The number of passés of the tape containing the
matrix to be transposed depends upon the number of non-zero elements, The
first pass i1s used to find the number of elements in each column. Knowing
this and the amount of core store made available for holding the transpose,
the program decides how many rows of the transpose to form on the next and
subsequent pa: s of the tape. The requisite number of passes of the input
tape is then made, each time forming a subset of the rows of the transpose

in the available core store and then writing t-em on another magnhetic tape.

Retrieval print-out

The texts of all 41,571 abstracts are read from magnetic tape and

druped on to a magnetic disc store giving reasonable random access. Having

ied the contents of the request/abstract matrix for the rw in hand on to
the harvesyv file, the latter is now accessed to obtain the 1list of abstract
numbers retrieved for each request. The text of each request, held in the
core store, is assembled with those of the retrieved abstracts as they are
called down from the disc. The complete output for each request is sent in
the required format to a magnetic tape. When the en*ire output for .. run is
written on tape another program is run which reads it from &' sape .nd sends it
to the line-printer, The programs are organized in this way so that the main
program, the run time of which is drawn out by the vast number of disc
accesses, does not monopolize the line-printer, inhibiting its use by other

programs that may be running in the machine in parallel,

Computer time required for indexing and retrieval

It is assumed that the abstract/word matrix the Word/}equest matrix
and any required descriptor/word matrix are available in machine readabie
form.

When a program teing run in time sharing mode on XKDF9 terminates, three
times are printed out:

1o the time for whioch tlie program actually occupied the central

processor unit,




2, the total elapsed time during which the program was running in

parallel with others, and

3, the notional elapsed time, which is an estimate of the time for

which the program would run on a machine without time sharing.
In calculating the following times (3) was used.

We consider run 13, the basic key-word strategy, and runs 11 and 23,
the best single runs with which to supplement it. Run 11 uses a cluster
strategy with proportional representation and run 23 involves expanding
requests and abstracts with G4, but does not use clusters (see Section VI.1).

Below we give the total times to run all necessary programs to produce,
from the basic matrices mentioned above, a request/abstract matrix (for 93

requests):

Run Number of total notional
matrix operations elapsed time

13 3 _ 16 mins

11 10 164 "

23 5 , 69 "

Although the machine times required, having produced a request/abstruct
matrix, to obtuin the final printed output of retrieved material are
substantial, they would not be very meaningful figures to quote. This is
because the economics of this 1d of the process depend upon factors such
as whether or not the computer is time~shared, what sort of backing store the
document texts are held on and whether retrieved texts are printed on-line
to the computer or off-line, These times are alsc independent of retrieval
strategy.

In our case the texts of the abstracts are held on magnetic tape and
are only dumped on to a magretic 4isc when the appropriate program is
running. It takes approximately 17 minutes to transfer them to the disc, but
as our machine is time-shared that is quite reasonable. In an operational
environment the texts might reside permarertly on a disc file. The line.
printer on our KDF9 can only be used in an on-line mode. Again, having time~
sharing, it is not too unreasonable to print extensive quantities of output
in this way, although it does monopolize the printer. In an operational
system one would try tc arrange that large amcunts of printing are produced

in an off=line modeo
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APPENDIX B6 (Continued)

Evaluation Files and Programs

The Harvest File is the central information bank and is arranged thus on

magnetic tape:-

There is one block of information on the tape per request.

The block's machine words are each arranged thus,

Flag/Strategy Number/Relevance/Coordination/Abstract,
ordered by strategy and then abstract.

The blocks are overwritable for later insertion of relevances, or
other corrections. To lengthen the blocks with the results of a new strategy
the file is copied from one of two tapes to the other in turn,

The flag marks abstracts retrieved by no previous strategy.

Flagged abstracts only are sent to request orto avoid duplicate assessment
and reduce unnecessary output. The flags are also of use in counting, for
example, the numbers of distinct relevant abstracts, or all distinct abstracts.

The harvest file can be reduced to study subsets of requests or smaller

cut-offs,

Programs to Run and Fvaluate a Typical Strategy

Each step after the first represents a single program, They rely on
L-25K store and on a single pass of each with each input or output tape, and
take 3-15 minutes on KDF9,

16 Form coordination for each abstract-request, for example by matrix
multiplication or merging two tapes, in order of abstracts.
2, Print out numbers of abstracts in each stratum.
3. List K' for K =1, 2, 3 ceeeco
Lo Cut off 1) at largest K or K' 1likely to be needed and transpose, i.e.
rewrite 1) in order of requests.
5 Suppress permanently cancelled requests as necessary.,
6o Add new strategy to Harvest file, mark abstracts not previously retrieved
with flag.
7. Print out new abstracts and send to requestors for asscssment.
8. Insert assessments of flagged abstracts via paper tape.
9 On Harvest Tape, copy assessments of all unflagged items where known
from an earlier run.
10, Replace existing coordinations by 100 = K, where K = minimum K-value
needed to rétrieve stratum in which abstract occurs. This preserves the strata

while enabling any smaller cut-off to be applied by a simple program step.
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11 Form one new Harvest File for each desired K%, usineg appropriate K
fromn step 3.
12. Reset Harvest File Flags if earlier runs have had items removed in
step 11.
13, TForm other Harvest Files with selected requests only.
1o Several Print-Outs, each displayings
For Fixed Cut Off, Each Rur, Each Request

The numbers of relevant, irrelevant, the % precision and recall, also
totals and average numbers of relevant per request; +the same after
suppressing abstracts also found in a stated run (e,gc Run 13) or runse

15. Several Print-Outs, each displayingt
For K =1, 25 3 ceeoo and One Run, One Request Set

4
K, K?, % » totals relevant, irrelevant, unassessed, output, Overall
Precision and Recall (report VII.H, Average Precision and Recall with
Standard Deviations,

Prcograms to_display behaviou=» of strategy for large cut-offs

16, Collect abstracts known to be relevant from all available sources.

17. Insert coordinations for given strategy from 1),

18, For each stratum display numbers of relevant from 16), and of the
remainder, assumed irrelevant, using 2), precision and recall.

19. As 15) as far as Overall Precision and Recall, for K = 1 to 500 (say).

Other Programs

20, For a given Run display request words represented by each abstract.

21, Display words associated with request words via some descriptor.
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LPPENDIX B7Y

Performance of Successive Strata in Run 13(KWS).

Table RCCOO.

Unassessed documents, that 1s, those not retrieved by standard
?trategiesu?r by the two manual searches, have been set “irrelevant
c.fs VIIL YH),

Trrel- %Prec~

Coord-~ Cumul- Rele-
itnation atilve vant
Output
5 14 7
4 101 30
3 564 8
2 1952 1
1 5591 0
0 11571 0
TOTAL 46
0 11571 8]
TOTAL 0
4 2 1
3 28 8
2 231 9
1 2034 1
0 11571 0
TOTAL 19
3 14 4
2 242 7
1 2668 4
0 11571 0
TOTAL 15
7 1 1
6 9 2
5 32 10
4 105 5
3 300 10
2 873 4
1 3092 1
0 11571 0
TOTAL 33
3 7 2
2 125 2
1 1568 1
0 11571 0
TOTAL 5
0 11571 0
TOTAL 0
QO

ERIC

Aruitoxt provided by Eic:

evant ision
REQUEST 0
7 504,00

57 34,48
455 1¢73
1387 «07
3639 ¢ 00
5980 «00
11525 e 40
REQUEST 1
11571 «00
11571 «00
REQUEST 2

1 50400

18 30677
194 4443
1802 «06
9537 «00
11552 o166
REQUEST 3
10 2Be57
221 3407
2422 o l6b
8903 «00
11556 » 13
REQUEST 4

0 100400

6 2500

13 43448

68 6485
185 513
569 ¢70
2218 ¢ 05
8479 « 00
11538 29
REQUEST 5

5 28457

116 leb69
1442 «07
10003 «00
11566 e 04
REQUEST 6
11571 ¢ 00
11571 «00

O =N WHLHWO O =N WL (: D= N W WM O - N W O =N W

O—N W2

12
375
37301
1571
TOTAL

11571
TOTAL

53

739

11571
TOTAL

29
114
399
2196
11571
TOTAL

70
546
3073
11571
TOTAL

22
79
341
2416
11571
TOTAL

19
360
2922
11571
TOTAL

REQUEST 7

0 12 ¢ 00

3 360 ¢83

1 3325 ¢03

0 7870 « 00

4 11567 «03

REQUEST 8

0 11571 000

0 11571 « 00

REQUEST 9

3 1 75400

3 46 6bel2

4 682 ¢58

0 10832 + Q0

i0 11561 s 09
REQUEST 10

2 3 40,00

9 15 37450

44 41 51076
17 268 596
3 1794 017

0 9375 « 00

75 11496 65
REQUEST i1

0 1 « 00

1 7 12450

0 61 200

0 476 «00

0 2527 «00

0 8498 «00

1 11570 o011

REQUEST 12

1 2 33633

0 19 ¢ 00

1 56 l1e7%

0 262 o 0O

0 2075 «00

0 9155 «00

2 11569 e02

REGQUEST 13

0 2 «00
4 13 23453
7 334 2405
0 2562 200
0 8649 «00
11 ll5§0 o10



ERIC

Aruitoxt provided by Eic:

O N WwWa-nr Qe=NWwarwvy Q=N Whs O— N WwWaWwvm O—NW-A U o Nw

O—NWa>2Wwvmo N

1 0

51 0
1884 4
11571 0
TOTAL 4

4 2

24 11
232 26
1761 1
3823 0
11571 0
TOTAL 40
.13 7
. 43 19
224 23
857 8
3003 2
11571 0
TOTAL 59

3 1

52 29
324 19
2452 6
11571 1
TOTAL 56

2 0

13 7
107 10
611 9
2637 6
11571 0
TOTAL 32

19 16
167 10
964 2
4059 0
11571 0
TOTAL 28

1 0

9 2

27 5
118 7
395 7
1414 2
4097 0
11571 0
TOTAL 23

REQUEST 14

1 « 00

50 s 00
1829 022
9687 « 00
11567 o 03

REQUEST 15

2 50400

9 55,00

182 12.50
828 12
2762 200
7748 s 00
11531 ¢35

REQUEST 16

6 53¢85

11 63433
158 12471

625 1e26
2144 « 09
8568 « 00

11512 051

REQUEST 17

2 33033
20 59,18

253 6099
2122 28
9118 o 01

11515 v 48

REQUEST 18

2 s 00

4 63e64

84 10464
495 179
2020 ¢ 30
8934 «00
11539 228
REQUEST 19

3 84421

138 be76
795 25
3095 e 00
7512 « 00
11543 024

REQUEST 20

1 « 00

6 25400

13 27478
84 7069
270 253
1017 ¢ 20
2683 ¢ 00
7474 « 00

11548 20

130

43
275
1163
3296
11571
TOTAL

O — N Wa v

18
243
1127
3655
11571
TOTAL

O =N W SN

30
366
1991
11571
TOTAL

Q=N W

15

70

237

792

2759

11571
TOTAL

O—NWwadaWuoe

N
w

18

91

661

3354

11571
TOTAL

O — N W &

O— N2>
hN]
PN

374

1621

11571
TOTAL

O =N Wwbh

WwoonNnNWVOO

1

P N I V]

65

OO0~ ~NUNa&a2N0—

n

15
14

39

REQUEST 21

5

32
227
886
2123
6275
11558

«00
1579
216
023
«00
e 00
o1l

RFAUEST 22

0

9

216
880
2527
7915
11547

1006400

4375
4,00
e 45
004

o 01
021

REQUEST 23

0

19
324
1625
9580
11548

100,00
2963
3257
+00
000
020

REQUEST 24

0

5

34
151
552
1967
8812
11521

10000

61e54
38418
Pe58
e54
«00

¢ 00
43

REQUEST 25

1

5

42
551
2690
8217
11506

b66beb67
66667
4247
3633
ol

s 00
56

REQUEST 26

0

1

2

14

56
348
2270
8860
11551

100,00

«00
5000
22622

8e20
1e97

004

e 0C

ol

REQUEST 27

0

37
305
1240
9950
11532

100460¢(
28.48¢
4436
«5¢

2 C(

e J¢




O—NWL-_2WUMO O— N Was WU OoO—NWw O— N W O N W O=— N Wb oO— N Wwaha

D= N W H

QO

ERIC

Aruitoxt provided by Eic:

17
122
599
2491
11571
TOTAL

34
291
1867
il571
TOTAL

70

1014

11571
TOTAL

11571
TOTAL

73

765

11571
TOTAL

a3

1138

11571
TOTAL

13
102
522
2950
11571
TOTAL

12
55

73

DO N —

NO— 0w

NOOMN W= —

REQUEST 28

13

93
422
1890
9080
11498

2353
11643
11653
ol
« 00
063

REQUEST 29

0

24
214
1576
9704
11518

100600
25400
1673

000
«00
edb

REQUEST 30

2

51
933
10557
11543

71643
1905
lel?7
«00
024

REQUEST 31

11571
11571

¢ 00
200

REQUEST 32

3

64
690
10806
11563

25000
7025
«29
e 00
007

REQUEST 33

0

72
1054
10433
11559

100600
10,00
209
«00
e10

REQUEST 34

1

10

86
418
2428
8621
11564

50000
909
337

48
«00
«00
006

REQUEST 35

0

2

42
291
1296
3835
6094
11560

100600
50600
«00
l1e02
«31
003
«00
o10

REQUEST 36

0

8 .

84
1216
10250
11558

100600
33.33
6e67
000
000
o1l

131

O— N WGHWWVO

O—MNWabdsbWVMON O = MNWwW WU O =N w O N W h O—MNwWws IO

—

O N WH

33
104
391

1640
5046
11571

TOTAL

@ OO0 O WNN —

12

70

264

1008

4384

11571
TOTAL

N O W——~MNNO

2 2
44 14

339 14 .

2218 0
11571 0
TOTAL 30

24 1
371 6
2817 1
11571 0
TOTAL 8

32

850

11571
TOTAL

nmowm

12

33
197 12
1047
11571 0
TOTAL 29

~N o

N

REQUEST 37

4 20400

26 7014

69 2082
284 1005
1249 «00
3406 «00
6525 200
11563 . e 07

REQUEST 38

1 «00

9 18018

56 3e45
193 e52
743 ¢13
3373 «09
7187 200
11562 «08

REQUEST 39

0 100600

28 3333
281 4475
1879 e 00
9353 «00
11541 26

REQUEST 40

23 4017
341 1¢73
2445 ¢ 04
8754 «00
11563 «07

REQUEST 41

0 100400

2 75200

12 33633
133 567
1332 «30
10067 « 00
11546 022

REQUEST 42

0 100,00

1 « 00

3 40400

6 25407

35 14060
325 «31
1947 «00
9242 +00
11559 e10

REQUEST 43

30 be25
815 ¢ 37
10721 s00
11566 004

REQUEST 44

4 6beb67

14 33433
152 7632
848 024
10524 000
11542 25
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O N W

4
3
G°

ERIC

Aruitoxt provided by Eic:

11571
TOTAL

11571
TOTAL

86

796

11571
TOTAL

10

65

282

1751

11571
TOTAL

34
317
1134
11571
TOTAL

165

772

11571
TOTAL

163
1683
11571

37
240
1441
11571
TOTAL

20
158
750
3160
11571
TOTAL

38
375
2578
11571
TOTAL

TOTAL

41
32
10
84

10

W
oo N WWw NOO W-—w o0 W~

MO MNN-—

N
@O ~N~NONOoO

WO OO N —

REQUEST 45

11571
11571

¢ 00
« 00

REQUEST 46

11571
11571

«00
« 00

REQUEST 47

1

43
678
10765
11487

5000
48481
4651
e 09
«73

REQUEST 48

0

39
210
1466
9820
11535

100.00
29409
3023

e 20
200
231

REQUEST 49

0

30
280
817
10437
11564

100,00
3623
le06

« 00
« 00
006

REQUEST 50

1

158
605
10799
11563

75400
l1e86
¢33
2«00
«07

REQUEST 51

8

152
1518
9888
11566

Ilell
130
o13
« 00
e 04

REQUEST 52

1

2

20
176
1194
10130
11523

e 00
7143
3103
13.30

«58

«00

041

REGUEST 53

12
117
589

2410
8411
11539

40400
15622
e51
«00
«00
«28

REQUEST 54

2.

33
337
2203
8993
11568

33433
5¢71
.00
«00
«00
«03

Q=N W O—MNWaWM O =N Wws M O = MNWwWawWm O — N W O =N W s

O —N W s

o - N W

39
583
3137
11571
TOTAL

214

1848

11571
TOTAL

35
195
1135
4374
11571
TOTAL

13

73

572

4038

11571
TOTAL

117
1091}
4565

11571
TOTAL

210

2118

11571
TOTAL

53
389
2456
11571
TOTAL

34
399
3151
11571
TOTAL

132

NO N — —

— 00 —0

22
12

39

REQUEST 55

2 60600

33 2094
543 e18
2552 « 08
8434 «00
11564 006
REQUEST 56

7 «00

206 048
1634 «00
9723 « Q0
11570 001
REQUEST 57

2 50600

28 9468
153 4,438
936 e43
3239 «00
7197 «00
11555 014

REQUEST 58

1

8

50
493
3461
7533
11546

« 00
33433
16667

]e20
old

« 00

022

REQUEST 59

1

4

98
971
3474
7006
11554

o 00
20600
11471

«31

«00

+ 00

o15

REQUEST 60

7

194
1907
9453
11561

12450
3e96
¢ 05
«00
009

REQUEST 61

1

42
334
2066
9115
11558

+ 00
19623
e 60
e 05
e 00
ol

REQUEST 62

12
353
2747
8420
11532

64071
3629
e18
« 00
¢34
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18

68

272

1814

11571
TOTAL

74
539
3388
11571
TOTAL

50
502
3009
11571
TOTAL

11571
TOTAL

14

80

415

1633

4696

11571
TOTAL

11
123
811
3614
11571
TOTAL

39

845

11571
TOTAL

2

75

210

1375

11571
TOTAL

25
209
1022
4036

o 11571

l(r TOTAL

Aruitoxt provided by Eic:
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WGoOoomn—-— 00

26
13

44

REQUEST 63

18

44
200
1542
9757
11561

« 00
12,00
le96
000
«00
009

REQUEST 64

3

68
458
2849
8183
11561

25400
2486
le51

«00
« 00
«09

REQUEST 65

6
44
451
2507
8562
11570

« 00
«00
022
«00
«00
«01

REQUEST 66

11571
11571

¢ 00
«00

REQUEST 67

3

11

65
333
1218
3053
6875
11568

« 00
«00
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060
«00
«00
«00
¢ 03

REQUEST 68

6

86
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2803
7957
11527

45445
2321
1689
« 00
« 00
«38

REQUEST 69

1

20
803
10726
11550

75400
42486
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«00
o18

REQUEST 70
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129 4444
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11541 026
REQGUEST 71
25 « 00
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7535 ¢ 00
11549 019

133

O — N W O —nNw O =N W O =N Wb O— N WL O— N WA O— N Wa O — N was

—

18
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2601
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TOTAL

19
260
1496
11571
TOTAL
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1115
3663
11571
TOTAL

23
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2493
11571
TOTAL

18
282
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11571
TOTAL
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11571
TOTAL
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11571
TOTAL

18
165
1773
11571
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45

1064
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17
15
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REQUEST 72
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REQUEST 73
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2548
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5431
1627
«00
«00
023

REQUEST 75

0

17
259
2184
9078
11538

100,00
22473
5647
e55
«00
029

REGUEST 76

0

10
259
2249
9039
11557

100400
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REQUEST 78

5

177
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024
« 00
e18
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1
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94444
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« 00
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049
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24 4
115 18
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3 0
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e 28

REQUEST 82

0

31
957
10517
11505

100,00
66e67
» 31
» 00
+57

REWUEST 83

13
463
1932
9154
11562

31.58
243
+ 05
» 00
+ 08

REQUEST 84

20

73
1010
10444
11547

1667
1978
020
+ 00
221

REQUEST 85

3

14

50
132
383
2084
gaso
11546

s 00
2632
15425

571
+78

» 00

200

022

134

— O —- N Was

O — N W O =N W

O —MN WS WM

103
8os
374)
11571
TOTAL
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TOTAL
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2812
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TOTAL
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TOTAL
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11542 25
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REQUEST 87
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REQUEST 88
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8785 s 00
11567 003

REQUEST 8¢
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217 13
856 2
3362 0
11571 0
TOTAL 20
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212
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11571
TOTAL

~NO W—Ww
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11571
TJOTAL I

00 — WN W ~—
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4
24
236
1791
9493
11548

« 00
2727
Jeb7
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« 00
20

REQUEST 92

10
215
1843
9495
11563

16667
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ol
« 00
«07

REQUEST 93

1

9

32
157
637
2506
8209
11551

50400
18418
588
7465
Rch!
« 00
« 00
17

REQUEST 94

10
198
1991
9365
11564
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«15
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REQUEST 95

0

4
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11561

100400
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149 12
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11571 0
TOTAL 12

1 0

17 5
453 18
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1571 2
TOTAL 29

6 2

29 6
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11571 0
TOTAL 35

5 1

33 3
117 5
408 5
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11571 0
TOTAL 14
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13
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1
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418
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11542
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4 3
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11536
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25 1
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APPENDIX B8

Performance of Typical Strategies for Varying Cut-off K

See VIII.2,3,4,5 for explanation of the tables.
S.D. = Standard Deviation of the percentages averaged
in the immediately preceding columns.

93 REQUESTS, RUN 13(KWS). TABLE RPK/93,13).

Cut-off Average K'/K Rele~ Irrel- Not  Output
X Ou;gut vant evant Assessed

0 »00 +000 0 0 0 0
1 022 .220 9 11 0 20
2 e94 «470 49 38 0 87
3 1460 «533 71 78 0 149
4 2405 «513 83 108 0 191
5 2474 0548 102 153 0 255
6 3.43 o572 132 187 0 319
7 4435 0621 154 251 0 405
8 5014 0643 179 299 0 478
9 5458 0620 191 - 328 0 519
10 6286 2686 246 392 0 638
11 7496 0724 280 460 0 740
12 8e04 0670 282 466 0 748
13 9447 $728 2n7 584 0 831
14 9473 «695 301 604 0 905
15 995 0663 312 613 0 925
16 10642 0651 324 645 0 969
17 1105 0650 334 694 0 1028
18 11092 0662 371 738 0 1109
19 13027 0698 392 842 0 1234
20 14020 c710 400 921 0 1321
21 15018 0723 421 991 0 1412
22 15497 0726 439 1046 0 1485
23 1735 0754 469 1145 0 1614
24 1781 0742 483 1173 0 1656
25 18422 0729 489 1205 0 1694
26 18422 «701 489 1205 0 1694
27 19+20 o711 489 1297 0 1786
28 2G.29 e725 528 1359 0 1887
29 2161 0745 550 1460 0 2010
30 22s17 $739 565 1497 0 2062
31 23012 « 746 576 1574 0 2150
32 23.12 .723 576 1574 0 2150
33 23012 0701 576 1574 0 2150
34 2312 2680 576 1574 G 2150
35  23.12 0661 576 1574 0 2150
36 24+ 4 0671 594 1651 b 2245
37 24e14 0652 594 1651 0 2245
38 24473 0651 610 1690 0 2300
39 2758 «707 646 1919 0 2565
40 28499 0725 648 2048 0 2696
41  2Be99 2707 .. 648 2048 0 2696
42 2961 «705 ° 650 2104 0 2754
43  30.20 .702 671 2138 0 2809
0 2999

Q
. 44 32425 «733 695 2304
ERIC36 ,




Cut-off Average Overall Overall Average Average S.D. S.D.
K Output %Prec- %Ynown %Prec~ %Known %Prec~ Y%Known
K ision Recall isten Recall ision Recall

0 «00 «00 « 00 « 00 «00 « 00N « 00
1 022 45000 e43 9468 55 29457 1690
2 94 56432 2434 25481 393 375 8490
3 1460 47 ¢ 65 3440 31434 5¢94 39671 10663
4 2405 43446 397 ~¢e53 688 38487 11438
5 274 40,00 4,88 33451 BelS 3771 1198
6 3443 4] .38 6632 34,87 10440 36663 15647
7 4435 38402 737 3677 1179 36400 15480
8 Seld 3745 Ba56 3788 12491 35430 15478
9 5458 3080 914 3776 13414 34¢64 15673
10 686 3856 1177 3916 16410 33437 18437

—
—

796 3784 13440 3909 18404 3?2.25 18489

12 8«04 3770 13649 38499 18022 3225 1903
13 De47 33471 14421 38435 18491 31440 18468
14 9473 33.26 144,40 38e452 19.07 31423 18458
15 Q¢35 33.73 14,93 38457 19437 31e25 1Be5¢C
16 10642 33644 15650 38415 20604 31423 18480
17 11405 32449 15498 37454 20484 30.48 18498
18 1192 33645 1775 38415 21676 30637 19405
19 13627 31677 18676 36,20 22484 28672 19425
20 14420 30.28 19414 35461 23e54 28492 1920
21 15418 29482 20014 35468 25400 28.85 20662
22 15697 29455 21400 34094 26441 28666 22022
23 17435 29406 22444 34422 27.81 28411 22677
24 1781 2917 23411 3354 28431 2726 22081
25 18022 28487 23440 33669 28480 27012 22469
26 18022 28487 23640 3369 28460 27412 22469
27 1920 2738 23440 33611 28480 27612 22469
28 20629 27498 25426 33.58 30.19 2706 22497
29 21s61 2736 26632 32.96 3086 26487 23414
30 22417 27440 2703 32.24 31,27 25495 23406
31 23012 2679 27056 31+94 31.82 26407 22489
32 23612 2679 27456 31694 31e82 26407 22489
33 23612 26079 2756 31.94 31.82 26407 22489
34 23412 26079 27456 3194 31.82 26407 22489
35 23.12 26079 274556 31694 31482 26407 22489
36 24.14 26446 28442 31.88 32485 26404 23656
K 24414 25046 28642 31488 32.85 26604 23656
38 24473 26452 29419 3123 3333 25007 23490
39 2758 25419 30691 29.30 35429 2376 24442
40 2B8+99 24.04 31.00 28497 35450 24,00 24428
4] 28499 24404 31400 2897 3550 2400 24028
42 2961 23e60 3l.10 28.85 35474 24,08 24426
43 30620 2389 32.11 28e61 3619 2382 24435
44 3225 23.17‘ 33025 27 65 3798 22e59 24477
o 7
ERIC 13

Aruitoxt provided by Eic:



Cut-off Average K//K Rele- Irrel- Not  Output

K Output vant evant Assessed
KI
45 33415 737 736 2347 0 3083
46 33.15 721 736 2347 0 3083
47 33.15 «705 736 2347 0 3083
48 34486 726 799 2443 0 3242
49 34486 711 799 2443 0 3242
50 3486 0697 799 2443 0 3242
51 35447 695 800 2499 0 3299
52 36411 694 809 2549 0 3358
53 36611 0681 809 2549 0 3358
54 36611 0669 809 2549 0 3358
55 37455 683 845 2647 0 3492
56 38457 0689 864 2723 0 3587
57 3857 677 864 2723 0 3587
58 40446 698 897 2866 0 3763
59 40446 686 897 2866 0 3763
60 40446 674 897 2866 0 3763
61 42444 0696 913 3034 0 3947
62 43463 704 926 3132 0 4058
63 43463 693 926 3132 0 4058
64 43463 682 926 3132 0 4058
65 43463 671 926 3132 0 4058
66 43463 661 926 3132 0 4058
67 44490 «670 928 3248 0 4176
68 46011 0678 954 3334 0 4238
69 47066 0691 961 3471 0 4432
70 49476 711 991 3637 0 4628
71 49476 e701 991 3637 0 4628
72 50468 0704 1035 3678 0 4713
138

ERIC

Aruitoxt provided by Eic:




Cut~off Average Overall Overall Average onerage o S.D. . s.D.
K Output %Prec- %Known %Prec-- %Known %Prec- 7 Known
K’ ision Recall ision Recall ision Recall

45 33.15 2387 35.22 27«64 38651 2258 24450
46 33.15 2387 35622 2764 38e51 22458 24.50
47 33.15 2387 3522 27«64 38451 22458 24.50
48 34486 24465 36423 2730 39.88 21466 2455
49 34486 24¢65 =~ 38423 27«30 3988 2leb6 2455
50 34.86 24065 38423 2730 39.88 2)leb6 2455
51 3547 24.25 38428 2728 40441 21e66 25431
52 36ell 24.09 3871 2722 40.80 21e71 25027
53 36011 2409 38.71 27e22 40.80 21e71 2527
54 3611 24.09 38671 2722 4080 21471 2527
55 3755 24.20 40443 2685 41.58 2le46 25435
56 3857 24.09 4134 2692 424,29 2le42 25020
57 38657 24,009 414.34 26092 42.29 2)e42 25.20
58 40446 2384 4292 26666 4345 21440 25446
59 40646 2384 42492 26eb6 43445 21440 25446
&0 40646 2384 42492 26666 43445 2140 2546
61 42044 23.13 43.68 2589 44.28 2le18 26002
62 4363 22482 44,31 25.84 45.10 21le20 2600
63 4363 2282 44431 25e54 45,10 21420 2600
64 43663 2282 44.31 25484 45,10 21420 26400
65 4363 2282 44431 25484 45.10 21420 2600
66 4363 22482 444,31 25684 45.10 2120 2600
67 44490 22022 44040 25456 45,53 2133 26424
68 46¢11 22425 454,65 2535 46017 2123 26612
69 4766 21468 45.98 2505 46460 2le22 26el6
70 49476 2le41 47 e 42 24.96 4759 2le25 26el5
71 4976 21e41 47442 24496 47 059 2125 26015
72 50068 21 e96 49452 2507 48422 2le34 2606

Q . 139




93 REQUESTS, RUN 28(13W14). TABLE RPK(93,28).

Cut-off Average K’/ /K Rele- Irrel- Not Output
K Outgut vant evant Assessed
K X
0 «00 «000 0 0 0 0
1 54 540 18 32 0 50
2 le4l «705 60 71 0 131
3 2440 «800 94 129 0 223
4 3el2 «780 114 176 0 290
5 4413 826 136 248 0 384
6 5406 843 164 307 0 471
7 6ell 873 185 383 0 568
8 686 «858 206 432 0 638
9 8¢28 920 234 536 0 770
10 9468 968 278 622 0 900
11 10480 982 298 706 0 1004
12 11e54 962 306 767 0 1073
13 12455 965 333 834 0 1167
14 13413 938 344 877 0 1221
15 13483 . 922 366 920 0 1286
16 14452 908 377 973 0 1350
17 15439 905 394 1037 1] 1431
18 16431 906 432 1085 0 1517
19 1749 921 472 1158 0 1627
20 18463 932 498 1235 0 1733
21 18491 «900 499 1260 0 1759
22 20e24 920 526 1356 0 1882
23 2154 937 541 1462 0 2003
24 22468 945 549 1560 0 2109
25 2381 +952 562 1652 n 2214
26 24496 960 586 1735 0 2321
27 25444 942 597 1769 0 2366
28 27401 965 608 1904 0 2512
29 27458 «951 618 1947 0 2565
30 28453 951 625 2028 0 2653
31 29411 939 629 2078 0 2707
32 3029 947 657 2160 0 2817
33 3Ge74 932 666 2193 0 2859
34 31449 926 677 2252 0 2929
35 3213 918 687 2301 0 2988
36 32480 911 692 2358 0 3050
37 34420 924 714 2467 0 3181
38 35405 922 741 2519 0 3260
39 35496 922 747 2597 0 3344
40 37447 937 816 2669 0 3485
41 38442 937 6542 2731 0 3573
42 39495 951 860 2855 0 3715
43 41442 963 874 2971 7 3852
44 42446 «965 877 3065 7 3949
45 43434 963 896 3128 7 4031
16 44419 961 908 3195 7 4110
47 45435 ¢965 917 3271 30 4218
48 45499 «958 920 3327 30 4277
49 46494 «958 930 3405 30 4365
50 4837 967 939 3529 30 4498
51 49431 967 949 3601 36 4586
52 50632 968 991 3653 36 4680
53 5112 0965 996 3706 52 4754
54 52412 0965 1001 3794 52 4847
55 53622 968 1019 3878 52 4949
56 53477 +960 10285 3924 52 5001
57 54478 961 1027 4012 56 5095
58 55456 958 1036 4073 58 5167
=9 56445 957 1040 4150 60 5250
60 5Be76 979 1057 4348 60 5465
61 59458 977 1061 4420 60 5541
62 60429 0972 1075 4471 61 5607
63 62440 «990 1102 4638 63 5803
64 63445 991 1110 4717 74 5901
65 64467 995 1112 4816 86 6014
66 65410 986 1114 4854 86 6054
67 6610 987 1128 4933 86 6147
68 66ed2 977 1131 4957 89 6177
69 67465 +98%0 1137 5025 129 6291
70 68473 982 1146 5107 139 6392
. 71 70408 987 1163 5187 167 6517
9 : 72 70471 «982 = 1168 5236 172 6576

FRIC - 140

A Fuirext provided by enic:
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ERIC

Aruitoxt provided by Eic:

Cut-off Average Overall Querall Average A

K

L O~NONAEWN—O

Ouuput %LPrec-
. x! ision
«00 000
oiﬁ 366400
le4dl 45480
2440 42415
3el12 39631
4013 35642
5406 34482
6ell 3257
6e86 32429
8e28 3039
968 3089
10480 2968
11e54 28452
12455 28453
13413 28617
13.83 28446
14452 2793
15439 2753
16631 28448
17.49 29401
18463 28474
18491 28437
20624 2795
21e54 27001
22468 26403
23481 25438
24496 25425
25444 2523
27401 24420
2758 24409
28653 23656
29411 23424
30629 23632
3074 23629
31649 23611
32413 22499
32480 22469
34620 22445
356405 22473
35696 22434
37647 23641
38642 2357
39695 23415
41642 22473
42046 22425
43034 2227
44019 22413
45435 "21e90
45099 2leb6
46094 2le4s
48437 21402
49431 20e86
50632 21634
51el2 2ls18
52412 20,88
53622 20,81
5377 20671
5478 204,38
5556 20e28
56¢45 20404
5876 1956
5958 19636
60629 1938
62440 19620
63645 19405
64667 18e76
65410 1867
66010 18661}
66e42 18458
67665 18445
68473 18433
70408 18431
70e71 18624

%Known %Prec-

Recall

«00
eB6
2487
4050
5645
6e51
7485
8485
986
11620
1330
1426
14064
1593
16646
17651
18604
18485
20667
22458
23483
2388
2517
25489
26027
2689
28404
28656
29409
2957
29490
30610
3144
31.87
32439
32487
33611
34e16
35645
35674
39.04
40429
4115
41482
41496
42487
43644
43488
44002
44450
44493
45441
47642
47 266
47489
48476
49404
49414
49457
49476
50657
50677
51e44
5273
53611
53621
5330
53697
54611
54440
54483
55665

55489 "

AKnown

ision Recall
e 00 «00
19435 1402
33433 4032
3722 692
38423 8415
36435 958
37610 12433
33433 13.28
33409 14647
31404 15696
32624 1890
3leb2 204,10
30697 20691
30622 22433
29686 22475 .
29448 23473
2938 24451
28489 25420
28690 26404
28692 27646
28491 28468
28459 2Be75
28400 29489
27441 30672
2674 3104
26022 31e59
26408 32450
2596 32489
25664 33453
25660 33.88
25624 34435
25006 34453
24497 36602
24492 36641
2479 36686
24479 37435
24454 3754
23647 38626
23656 39456
23403 39475
23033 4113
23645 42405
23622 43410
22488 43498
22474 44,07
2276 44676
2270 45623
2226 45499
22644 46016
22422 46066
2le68 47400
2138 4763}
2le67 48483
21455 49409
21437 49448
20671 50611
2058 50626
20048 50480
20647 51645
20634 51454
19497 52e¢66
1974 5279
19481 53435
19612 54,06
18499 5426
18478 5432
18669 54.40
18465 55430
18463 55e44.
18454 5579
18449 5608
18433 5658
18429 56e74

141

\ve rage

S.D.

%YPrec-

ision

«00
39451
41404
3692
35401
3289
3lell
27 ¢ 65
2764
2573
26029
25455

24466

23.15
23631
22488
22480
22410
22453
22645
22415
21496
2173
2157
2le0b1
2173
21408
2lel6
2104
20492
20488
20695
20484
20481
2078
20682
20483
19415
19405
18453
19620
19421
19425
19427
19437

1938
19434
19430
19417
19411
18470
18641
18484
1878
18480
17426
17419
17409
17211
17414
17400
1694
17402
1563
15458
15448
15444
15429
1528
1532
15037
1517
15422



93 REQUESTS, RUN 14(MCSO1). TABLE RPK(93, 14).

Cut-off Average K//K Rele- TIrrel- Not  Output
K Ou;gut vant evant Assessed
0 «00 «000 0 0 0 0
1 40 «400 11 26 0 37
2 1e34 «670 44 81 0 125
3 2423 «743 74 133 0 207
4 3.25 813 98 204 0 302
5 4415 «830 105 281 0 386
6 4496 827 129 332 0 461
7 5465 «807 145 380 0 525
8 beb9 «836 170 452 0 622
9 7eb62 «847 189 520 0 709
10 B8e74 «874 228 585 0 813
11 9439 «854 237 636 0 873
12 10.58 882 260 724 0 984
13 1118 «860 266 774 0 1040
14 12405 «861 281 840 0 1121
15 13.34 889 296 945 0 1241
16 14444 «903 308 1035 0 1343
17 14490 «876 314 1072 0 1386
18 15475 «875 321 1144 0 1465
19 1698 «894 332 1247 0 1579
20 18437 «919 374 1334 0 1708
21 19415 «912 383 1398 0 1781
22 19667 «894 394 1435 0 1829
23 21e68 e943 428 1588 0 2016
24 22642 «934 450 1635 0 2085
25 23e62 «945 457 1740 0 2197
26 2395 921 460 1767 0 2227
27 25418 «933 487 1855 0 2342
28 26448 «9456 504 1959 0 2463
29 27424 «939 513 2020 0 2533
30 2792 «931 527 2070 0 2597
31 28444 «917 527 2118 0 2645
32 28470 «897 531 2138 0 2669
33 29669 «900 546 2215 0 2761
‘34 29483 «877 548 2226 0 2774
35 3002 2858 549 2244 0 2793
36 3063 851 559 2290 0 2849
37 3228 «872 579 2423 0 3002
38 33.90 «892 606 2547 o 3153
39 35.31 0905 647 2637 0 3284
40 36673 918 708 2708 0 3416
41 37.49 «914 713 2774 0 3487
42 38430 «912 728 2834 0 3562
43 39.74 «924 753 2943 0 3696
44 40495 «931 755 3053 0 3808
45 41447 «922 760 3097 0 3857
46 43,03 «935 774 3228 0 4002
47 434661 e928 791 3265 0 4056
48 44452 «928 799 3341 0 4140
49 45415 e921 812 3387 0 4199
50 4630 0926 829 3477 0 4306
51 46489 «919 833 3528 0 4361
52 47410 2906 834 3546 0 4380
53 48425 «910 844 3643 0 4487
54 48487 «905 849 3696 0 4545
55 51400 «927 873 3870 0 4743

ERIC e




Cut-off Average Overall Overall Average Average
Y%Xnown %Prec-

K

NVONOCV&WN—O

mmmmmm&&&&&AAAAAUU‘UUUUUUUUNNNNNNNNNN-——-—-—-—-—-—-—-—-—
VMEaWN—=O0O0VOONOWNPEWUN—SOOVONOCOVEWRN—=OOVIINOCVBEWUN—=OOVDINCVMLEORN=O

Cutput
KI
¢00
e 40
l1e34
223
325
4415
4496
5¢65
6669
7eb2
Be74
939
10658
1118
12605
1334
14¢44
14490
15675
16698
1837
19415
19667
2163
22642
2362
2395
25418
26648
2724
27692
28e44
28470
2969
2983
30603
30663
32428
33¢90
35631
3673
37649
38430
3974
40695
41647
43403
43461
44452
45415
46430
46489
47410
48425
48487
51400

%Prec- %Knowi °%Prec=-
ision Recall ision
¢00 e 00 ¢00
2973 ¢53 1183
35420 2e11 23666
35e75 3e54 2778
32645 4069 30440
2720 5602 28631
2798 6el7 2837
27 662 6¢94 2936
27 ¢33 8e13 29418
26666 904 27484
28004 10691 28666
27615 1134 28663
26¢42 12644 28652
25458 12073 27647
25407 13644 27628
2385 14616 26483
2293 14674 2594
2266 15602 25476
21491 15636 25e0G¢
21603 15489 24001
21690 1789 23646
21450 1833 23¢13
21e54 18¢85 23e14
21423 20648 22e65
2158 2153 2241
20480 2187 21669
204666 22401 2163
20479 2330 21693
20446 24011 21e72
20625 24655 21,58
20629 25622 21e64
19692 25622 2leb1
19690 25041 21054
19678 26e12 21436
1975 26622 21637
19666 26627 21431
19662 2675 21623
19629 2770 20022
19622 29400 20e16
19670 30696 2053
20673 33488 2056
20e¢45 34011 20443
20e¢44 34483 20444
20437 36403 20457
1983 36612 2035
19670 36636 2032
19634 3703 19697
19650 3785 1980
19630 3823 19689
1934 38485 1991
19625 3967 19672
19410 39486 19674
19604 3990 19468
18481 4038 19643
18468 40662 ~ 19438
18¢41 41677 18663

143

Recall

200
¢58
2e92
4664
591
6el2
7637
7e92
9483
1050
13¢15
13663
14495
15621
l16e66
1748
17484
1817
1879
19613
2033
21017
21e¢70
23e26
24408
24438
24451
26401
2667
2713
27e46
27646
2767
2833
28¢49
28e54
2877
2974
30685
31644
32652
32677
33¢3)
34011
34627
34460
35607
35661
36670
37421
3776
38641
38642
38481
39607
40440

S.D.

ision

¢00
32029
3717
35433
34454
33620
31601
31405
29669
2750
28632
28413
2771
2653
2651
2618
2572
25451
25416
2451
23696
2325
23607
2286
2267
21468
21668
21637
2124
21420
2127
21628
21622
21e21
21420
21621
2107
19649
19643
20015
2063
20662
2057
20651
2050
20e¢49
20441
20607
20600
19498
19691
19488
19487
1983
19676
18609

S.D.
% Known
Recall

¢0O0
1e9¢&
6He55
8600
8655
Be60
Pel7
9e¢37
10691
11e32
15675
15480
16413
tbelb
18629
1835
18629
1853
18693
18e92
1953
20613
19697
20660
21641
2138
2132
2l1e24
21020
21646
21630
21030
21048
2l1e74
21676
21¢75
214666
21481
22412
22e¢12
2262
2257
2250
22,10
22¢10
22¢40
22¢41
22489
22489
22090
22495
22481
22481
2272
22468
2294



55 UNDERLINED REQUESTS, RUN 25(U13). TABLE RPK(55,25).

Cut-off Average K'/K Rele- TIrrel- Not  Output
K Output vant evant Assessed
KI
0 «00 «000 0 0 0 0
1 31 310 10 7 0 17
2 98 «490 37 17 0 54
3 1e98 «660 59 50 0 109
4 2455 «638 75 65 0 140
5 3.04 «608 83 84 0 167
6 4416 e693 126 103 0 229
7 4484 «691 144 122 0 266
8 518 «648 156 129 0 285
9 5482 e647 167 153 0 320
10 e85 «685 194 133 0 377
11 7e51 «683 203 210 0 413
12 B8e36 «697 226 234 0 460
13 8478 0675 230 253 0 483
14 9447 «676 238 283 0 521
15 9447 0631 238 283 v} 521
16 1033 eb46 240 328 0 568
17 1033 «608 240 328 0 568
18 l1iell 0617 265 ;46 0 611
19 1178 «620 287 161 0 648
20 1278 «639 311 392 0 703
21 14404 0669 317 455 0 772
22 14658 e663 327 475 0 802
23 15662 679 336 523 0 859
24 1562 «651 336 523 0 859
25 1569 «628 337 526 0 863
26 16402 616 340 541 0 881
27 17«45 e646 355 605 0 960
28 1849 «660 356 660 1 1017
29 18449 «638 356 660 1 1017
30 18449 «b16 356 660 1 1017
31 18449 596 356 660 1 1017
32 19024 «601 378 679 1 1058
33 1973 598 382 697 6 1085
34 2124 «625 399 763 6 1168
35 2311 «660 441 824 6 1271
36 24425 «674 445 883 6 1334
37 25404 0677 445 924 8 1377
38 2627 e691 453 984 8 1445
39 2627 «674 453 984 8 1445
40 27453 688 462 1044 8 1514
41 28455 «696 470 1092 8 1570
42 29449 702 478 1130 14 1622
43 26449 «686 478 1130 14 1622
44 2949 670 478 1130 14 §1622

* - 144




Cut-off Average Overall Cverall Average Average R
YPrec- %Known 7 Prec-

QO

ERIC

Aruitoxt provided by Eic:

K

NV NS WN—O

Output
KI
« 00
¢ 31
98
1e98
255
3e04
4016
4,84
5.18
5482
6.85
751
B8e36
8e78
Qe47
9e47
1033
10633
11611l
1178
1278
1404
14458
15662
1562
15469
16602
17a45
186049
18449
18449
18449
1924
1973
21624
23e 11
24425
25404
26627
26427
27453
28e55
29049
29649
29049

%Prec~ YKnown
1sion Recall
«00 «00
58e82 e71
68652 2664
54413 4421
5357 535
49470 592
55402 B8e99
54414 1028
54474 11413
5219 1192
51e46 13+85
49415 14449
49413 16413
47062 16042
45468 16499
45468 16499
42425 1713
42425 1713
43437 18492
44429 20449
44424 2220
41406 22463
40677 23434
39.12 22498
39412 2398
39.05 24405
38459 2427
3698 2534
35,04 25441
35404 25041
35404 25441
'35004 25041
35476 26498
35440 27 27
34434 28448
34486 31448
33651 3176
32451 31e76
31652 3233
3le52 32633
3068 3298
3009 33455
29473 34412
29673 34412
29473 34012

islon

« 00
18418
34424
39076
44,27
4397
48477
51450
50473
504,22
5007
4907
48431
48461
47 « 66
47 466
4610
46410
47.18
47«06
45441
44,03
43453
42.82
42.82
42478
42.64
4279
42457
4257
42457
4257
42643
4] 89
40.86
4055
40¢24
3979
3826
3826
38.14
37«10
3679
3679
36079

145

Recall
00
1e92
4425
697
798
Be77
1096
12611
13.42
14448
1667
17046
19613
19,40
2004
2004
20e52
20452
2204
2287
2385
24480
25445
2625
2625
26042
26069
28485
28498
28498
28458
28498
29.84
30.14
31e62
33468
34459
34459
35480
3580
36676
37.28
3772
37472
37672

S.D.

ision

«00
38657
44,09
41450
40675
39.25
38e4)
3754
3702
36612
35.98
3595
35446
35.11
34441
34441
34483
3483
34.36
34429
3295
3353
3339
3350
33«50
3350
3357
33.31
33e46
3346
33646
3346
33e39%
33.12
32414
3lell
3136
3leb2
30470
3070
3078
30420
30.25
3025
3025

° S.D.
/o Known
Recall
«00
710
B8e58
1044
1038
11e14
1174
1217
1398
1393
16415
16613
1703
1684
17624
17«24
1756
1756
19022
1929
1940
19.84
20407
20426
20e26
20475
20.82
22444
22446
22446
22446
22446
22483
23426
2391
24.00
24413
24413
25427
25427
25412
25438
25426
25426
25426
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ERIC

Aruitoxt provided by Eic:

" Cut-off Average

K

45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82

Qutput
KI
2949
2949
2949
2949
2993
3047
30647
30647
30647
3178
31e78
3178
31678
3369
3369
3369
35615
3749
3878
3878
3878
4067
40667
42478
4278
43489
44427
44427
46025
46425
48429
48429
48429
48429
48082
48482
50640
50640

k! /x

«e655
eb641
627
eb614
«b611
e609
«597
586
«e575
«e589
«578
«e568
«e558
«e581
«e571
562
576
¢« 605
eb616
e 606
«e597
eb616
«607
«e629
e620
627
eb624
615
«e634
625
e644
«e635
627
619
618
610
622
615

Rele-
vant

478
478
478
478
485
489
489
489
489
496
496
496
496
511
511
511
519
542
542
542
542
544
544
545
545
549
549
519
564
564
578
578
578
578
579
579
579
579

146

Trrel-
evant

1130
1130
1130
1130
1147
1169
1169
1169
1169
1203
1203
1203
1203
1250
1250
1250
1268
1327
1361
1361
1361
1413
1413
142

1421
1456
1458
1458
1494
1494
1557
1557
1557
1557
1558
1558
1589
1589

Not
Assessed

14
14
14
14
14
18
18
18
18
49
49
49
49
92
92
92
146
193
230
230
230
280
280
387
387
409
428
428
486
486
521
521
521
521
548
548
604
604

Qutput

1622
1622
1622
1622
1646
1676
1676
1676
1676
1748
1748
1748
1748
1853
1853
1853
1933
2062
2133
2133
2133
2237
2237
2353
2353
2414
2435
2435
2544
2544
2656
2656
2656
2656
2685
2685
2772
2772



O

ERIC

Aruitoxt provided by Eic:

Cut-off Average Overall Overall ﬁyerage

K

45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82

Cutput
KI
2949
2949
2949
2949
2993
30e47
30647
30e47
30647
3le78
3le78
3le78
31,78
33669
3369
3369
3515
37«49
3878
38478
3878
4067
4067
42478
42478
43489
444,27
44427
46025
46425
48429
48429
48429
48¢29
48482
48482
5040
50040

Average S.D.

Y Prec- %Known %Prec- %Known %Prec-
ision Recall ision Recall ision
29473 34612 36679 3772 30625
29473 34612 3679 37.72 30625
29473 34612 36679 3772 30425
2973 34.12 36679 37e72 30625
29672 34462 36672 38.18 30425
29449 34490 36666 38454 30629
29449 34490 36666 38454 30629
29449 34490 36466 38454 30629
29449 34490 36666 38454 30629
29419 35040 36642 38493 3034
29419 35440 36642 38493 3034
29619 35440 36442 38093 3034
2919 35440 36442 38493 3034
29,02 36e47 36401 39445 30627
2902 36e47 36601 39445 30627
2902 36647 36401 39.45 30627
2904 37.04 35492 40e22 30426
29400 38469 35405 41411 29463
28448 38469 34498 41411 2971
28448 38469 34498 41411 2971
2Be48 38469 34498 41411 29471
27480 38483 34024 41437 29473
27480 38483 34.24 41437 2973
27672 38690 33464 41439 29417
27672 38490 33464 41,439 2917
2738 39419 33461 41491 29419
2735 39619 33.57 41491 2914
27435 39419 33457 41,91 29414
27441 40626 33437 42459 29410
2741 40626 33437 42459 2%9.10
27407 4126 32,24 43439 27489
27407 41426 32624 43439 2789
2707 41426 32424 43-39 2789
27407 41426 32024 43,439 27489
27409 41433 32426 43448 27488
27409 41433 32426 43,48 27488
26471 41433 32,13 43,48 27498
26471 41433 32413 43.48 27498

147

S.D.
% Xnown
Recall

25626
2526
25026
2526
2569
25486
2586
2586
25486
2571
25471
25471
25471
25462
25e62
25462
26631
2682
26482
26482
26482
2697
26697
26495
2695
2711
2711
2711
27«02
27«02
27«95
27 95
27«95
27«95
28401
28401
28401
28401



APPENDIX B8 CONTINUED

Tn this and the frollowing two tables, documents not assessed
in any standard or manual strategy have been set irrelevant.

93 REQUESTS, RUN 13(KWS) CONTINUED. TABLE RPL(93,13).

Cut=-off Average K'/K Rele- Irrel- QOutput Overall QOverall

K Output vant  evant %Prec- 7Known
K’ ision Recall
73 5166 708 1042 3762 4804 2169 49,86
74 51466 698 1042 3762 4804 21469 49,86
75 51e66 0689 1042 3762 4804 21469 49.86
76 52456 692 1047 3841 4888 21442 50410
77 52456 683 1047 3841 4888 21042 5010
78 52456 0674 1047 3841 4888 21e42 50610
79 5256 0665 1047 3841 4888 21442 5010
80 52456 657 1047 3841 4888 21642 50410
81 5256 0649 1047 3841 4888 21642 5010
82 54402 659 1059 3965 5024 21.08 50667
a3 54402 2651 1059 3965 5024 21.08 50667
84 54402 0643 1059 3965 5024 21.08 5067
85 55475 656 1062 4123 5185 20.48 5081
86 55475 0648 1062 4123 5185 20448 50481
87 57041 2660 1064 4275 5339 19493 50691
88 57041 0652 1064 42753 5339 1993 50e91
89 5741 645 1064 4275 5339 19493 50e91
90 5889 654 1085 4392 5477 19.81 51e91
91 58489 0647 1085 4392 5477 19¢81 51e¢91
92 60e47 2657 1100 4524 5624 1556 52¢63
93 60e47 « 650 1100 4524 5624 1956 52463
94 6206 o660 1110 4662 5772 1923 53e11
95 62406 0653 1110 4662 5772 1923 53s11
96 62406 0646 1110 " 4662 5772 1923 53011
o7 62406 640 1110 4662 5772 1923 53e11
98 65404 0664 1144 4905 6049 1891 54474
99 65404 0057 1144 4905 6049 1891 54474
100 65404 650 1144 4905 6049 1891 54474
101 65004 0644 1144 4905 6049 1891 54474
102 6504 638 1144 4905 6049 1891 54474
103 65404 0631 1144 4905 6049 1891 54474
104 6710 c645 1158 5082 6240 1856 55e41
105 67410 «639 1158 5082 6240 1856 55¢41
106 6710 2633 1158 5082 6240 1856 55441
107 67410 0627 1158 5082 6240 18456 55041
108 6710 621 1158 5082 6240 18e56 55641
109 67410 616 1158 5082 6240 1856 55641
110 6927 0630 1166 5276 6442 18410 55479
111 71449 0644 1167 5482 6649 1755 55484
112 73483 0659 1184 5682 6866 1724 56065
113 75497 0672 1185 5880 7065 1677 5670
114 75497 YY) 1185 5880 7065 16077 56670
115 7597 0661 1185 5880 7065 1677 5670
116 79445 685 1204 6185 7389 1629 5761
117 79445 679 1204 6185 7389 1627 57e¢61
o 118 81e43 0690 1221 6352 7573 16012 58a42

148



Cut-off Average K'/K Rele- TIrrel- Output Overall Qverall

K  Output vant  evant %Prec- %Known
K’ ision Recall
119 Bled3 684 1221 6352 7573 1612 58442
120 8le43 679 1221 6352 7573 16012 58e¢42
121 Bled3 «673 1221 6352 7573 16012 58e42
122 83.78 «687 1225 6567 7792 15672 58e61
123 83478 0681 1225 6567 7792 1572 5%8.6)
124 83.78 676 1225 6567 7792 15¢72 58661
125 86408 «689 1226 6779 8005 1532 58466
126 86408 «633 1226 6779 8005 15432 58466
127 86408 «678 1226 6779 8005 15432 58e66
128 BbeNB 673 1226 6779 8005 15432 58466
129 9076 «704 1259 7182 8441 14092 60e24
130 92495 2715 1268 7376 8644 14467 6067
131 95437 0728 1277 7592 8869 14440 61410
132 95437 «723 1277 7592 8869 14440 6l1e10
133 97e19 e731 1290 7749 9039 14027 61e72
134 99414 «740 1313 7907 9220 14024 62¢82
135 99414 734 1313 7907 9220 14¢24 62¢82
136 9914 729 1313 7007 9220 14024 6282
137 99414 724 1313 7907 9220 14024 62482
138 99414 «718 1313 7907 9220 14¢24 62482
139 103.75 «746 1352 8297 9649 l4.01 64469
140 106434 «760C 1356 8534 9890 13.71 64488
141 106434 «7546 1356 8534 9890 13.71 64488
142 106434 «749 1356 8534 9890 13.71 64488
143 107.80 «754 1362 8663 10025 13.59 6517
144 107.80 «749 1362 8663 10025 13¢59 6517
145 107.80 743 1362 8563 10025 13459 65417
146 107480 «738 1362 8663 10025 13¢59 6517
147 107.80 «733 1362 8663 10025 1359 65417
148 107.80 «728 1362 8663 10025 13459 6517
149 107.80 «723 1362 8663 10025 13459 6517
150 107.80 «719 1362 8663 10025 13¢59 6517
151 110463 «733 1367 8922 10289 1329 65041
152 112.14 «738 1375 9054 10429 13.18 6579
153 112.14 «733 1375 9054 10429 13,18 6579
154 115,89 «753 1401 9377 10778 13.00 6703
155 115489 = o748 1401 9377 10778 13.00 67403
156 115489 «743 1401 9377 10778 13.00 67403
157 115489 «738 1401 9377 10778 13.00 6703
158 115489 «733 1401 9377 10778 13.00 67003
159 115489 0729 1401 9377 10778 13.00 67003
160 121.02 «754 1415 9840 11255 12457 6770
161 123497 «770 1430 10099 11529 12440 6842
162 123.97 «765 1430 10099 11529 12.40 68 42
163 126473 777 1473 10313 11786 12450 7048
164 126473 «773 1473 10313 11786 12.50 70e48
165 126473 «768 1473 10313 11786 250 70.48
166 126473 «763 1473 10313 11786 12.50 70448
167 126473 «759 1473 10313 11786 12450 70448
168 128482 767 1474 10506 11980 12430 70453
169 128.82 762 1474 10506 11980 1230 70453
170 128.82 «758 1474 10506 11980 12430 70453
171 131.01 766 1478 10706 12184 12013 70672
172 131.01 762 1478 10706 12184 12¢13 70672
173 131.01 «757 1478 10706 12184 12013 70672
174 133.34 «766 1485 10916 12401 1197 71.05
175 133.34 0762 1485 10916 12401 11.97 71405
176 136039 «775 1488 11196 12684 1173 71.20
177 136439 e771 1488 11196 12684 1173 7120
178 136439 «766 1488 11196 12684 11.73 71620
179 136439 8762 1488 11196 12684 1173 71420
180 136639 758 1488 11196 12684 1173 71420
181 136439 754 1488 _ 11196 12684 11.73 71020 145)

182 136439 0749 1488 11196 12684 1173 71420



O

ERIC

Aruitoxt provided by Eic:

Cut-off Average

K

183
184
185
186
187
188
189
190
161
192
193
194
195
196
197
198
199
200
210
220
230
240
250
260
270
280
290
300
310
320
330
340
350
360
370
380
390
400
410
420
430
440
450
460
470
480
490
500

Cutput
K/

139¢63
13963
139463
139463
139.63
139463
142456
146423
146023
14940
14940
15330
156446
156446
1564646
160e19
163.81
16381
16953
18320
19043
199499
206468
21772
224467
22953
22953
234443
250428
260e65
266401
27099
27099
276441
281454
28767
287 67
295404
295404
306463
306463
306463
33173
345.68
365496
36596
365496
365496

K//K

763
«759
755
«751
«747
«743
«e754
«770
766
778
774
«790
«802
«798
794
«809
«e823
«819
«807
«833
«828
«833
«827
«837
«832
«820
«e791
0781
«807
«815
«806
797
0774
«e768
«e761
«757
«738
«738
«720
«730
«713
697
«737
«751
«779
762
747
«e732

Rele-

vant

1491
1491
1491
1491
1491
1491
1510
1517
1517
1531
1531
1534
15837
15837
1537
1543
1555
1655
1565
1592
1606
1632
1637
1663
1675
1676
1676
1679
1687
1690
1696
1704
1704
1713
1768
1787
1787
1791
1791
1796
1796
1796
1834
1846
1862
1862
1862
1862

Irrel-

evant

11495
11495
11495
11495
11495
11495
11748
12082
12082
12363
12363
12723
13014
13014
13014
13355
13679
13679
14201
15446
16104
16967
17584
18585
19219
19670
19670
20123
21589
22550
23043
23498
23498
23993
24415
24966
24966
25648
25¢48
26721
26721
26721
29017
30302
32172
32172
32172
32172

1590

Output Overall derall
(4]
/Prec- /Known

12986
12986
12986
12986
12986
12986
13258
13599
13599
13894
13894
14257
1455]
14551
1455]
14898
15234
15234
15766
17038
17710
18599
19221
20248
20894
21346
21346
21802
23276
24240
24739
25202
25202
25706
26183
26753
26753
27439
27439
28517
28517
28517
30851
32148
34034
34034
34034
34034

ision

1148
1148
11«48
11e48
l11e48
11e48
1139
lleléb
l11elb
11«02
11.02
10e76
10«56
10«56
10e56
1036
1021
10e21
993
934
907
8e77
8e52
8e2l
8e02
785
785
770
7e25
697
686
6e76
6e76
bebb
675
668
668
653
653
630
630
630
594
574
5647
547
547
547

Recall
71634,
7134l
71.3ﬁ
7134

71e34

71634\
72e25

7258

72058f
7325 ¢
7325 !
73440 |
73454 :
73.54
73454
73.83
74040
74440
74488
76017
76084
78409
78433
7957
8014
80619
80e19
80433
80e72
80686
8lel5
81.53=
81653 |
8le96 ;
84459
85450
85,50
85¢69
85¢69
8593
85493
85493
87475
88e¢33
89409
89409
89409
89409




93 REQUESTS, RUN 14(MCSO1) CONTINUED. TABLE RPL(93, 14).

Cut-off Average K'//K Rele- Irrel- Output Overall QOverall
K  Output vant evant % Prec- % Known
K’ ision Recall
55 51400 0927 873 3870 4743 18¢41 41477
56 52474 0942 876 4029 4905 1786 41491
57 53676 0943 893 4107 5000 17486 42473
58 54425 0935 895 4150 5045 1774 42482
59 55430 0937 911 4232 5143 1771 43,59
60 55454 0926 912 4253 5165 17466 43464
61 56e11 920 920 4298 5218 17663 44,02
62 ' 57441 0926 939 4400 5339 17459 44493
63 57443 912 939 4402 5341 17458 44,493
64 57643 897 939 4402 5341 17458 44,493
65 58486 0906 944 4530 5474 17425 45417
66 59615 0896 945 4556 5501 17418 45,22
67 59418 0883 946 4558 5504 1719 45426
68 59490 0881 951 4620 5571 17407 45,450
69 60643 0876 953 4667 5620 16696 45460
70 61e82 *883 966 4783 5749 16480 46622
71 62430 877 966 4828 5794 16067 46022
72 64425 0892 978 4997 5975 16637 46479
73 6532 0895 989 5086 6075 16028 47432
74 65496 0891 991 5143 6134 16016 47642
75 66e19 *883 995 5161 6156 16s16 47461
76 66491 0880 1000 5223 6223 16407 47485
77 684691 0895 1010 5399 6409 15476 48,433
78 69460 0892 1011 5462 6473 1562 48437
79 71439 ¢904 1036 5603 6639 15460 49457
80 73475 0922 1041 5818 6859 15418 49481
81 75414 0928 1044 5944 6988 14494 49495
82 76e68 935 1047 6084 7131 14468 50610
83 77413 929 1053 6120 7173 14068 50,38
84 79e61 0948 1059 6345 7404 14430 50e67
85 80e37 0946 1061 6413 7474 14420 5077
86 8l1e48 0947 1067 6511 7578 14008 51405
87 82697 0954 1070 6646 7716 1387 51420
88 84,73 0963 1079 6801 7880 13469 51463
89 85400 955 1080 6825 7905 13466 51¢67
90 85486 0954 1080 6905 7985 13453 5167
91 86e57 0951 1089 6962 8051 13453 52611
92 B86e8B4 0944 1089 6987 8076 13448 52s11
93 88410 0947 1097 7096 8193 13439 52449
94 89490 956 109¢ 7262 8361 13414 52458
95 90439 0951 1099 7307 8406 13.07 52458
96 91443 0952 1102 7401 8503 12696 5273
97 93418 4961 1105 7561 8666 12475 5287
98 94466 0966 1111 7692 8803 12662 53416
99 95622 0962 1111 7744 8855 12455 53416
100 95485 0959 1119 7795 8914 12655 53454
101 96091 0960 1137 7876 9013 12662 54440
102 97465 957 1141 7940 9081 12e56 54459
103 98605 0952 1141 7978 9119 12451 54459
104 98495 0951 1145 8057 9202 12444 54478
105 100420 e954 1146 8173 9319 12430 54483
106 100445 0948 1147 8195 9342 12428 54488
107 102460 0959 1153 8389 9542 12408 55417
108 10297 0953 1153 8423 9576 [2404 55417
109 103487 0953 1158 8502 9660 1199 55441
110 104e12 0947 1160 8523 9683 11498 55450
111 104443 0941 1161 8551 9712 11695 55455
112 104072 0935 1161 8578 9739 1192 55455
113 106614 939 1162 8709 9871 1177 55460
114 106428 0932 1162 8722 9884 1176 55460
115 106440 0925 1163 8732 9895 11675 5565
116 106440 917 1163 8732 9895 1175 5565
o 117 106495 914 1163 8783 9946 11469 55465 155]_
E l(j 118 10753 911 1165 8835 10000 1165 55474

Aruitoxt provided by Eic:




Cut-off Average

LRIC 152

K

119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147

148

149
150
151
152
153
154
155
156

157

158
159
160
161
162
163
164
165
166

167

168
169
170
171
172
173
174
175
176
177
178
179
180
181
182

Output
K/
109 e60
110628
11085
111418
113600
113611
114611
11539
115639
11540
115482
115482
11773
119697
122408
12292
124420
125677
128488
130697
131615
131675
134497
135667
13673
137616
138611
138428
138469
139443
141400
142487
14357
143657
143457
144405
144482
144482
146439
147402
147402
147402
149498
152401
152401
152486
153475
155657
155470
156488
160627
164617
165674
166678
166¢78
168468
171e19
171660
175423
176403
176403
17753
17753
17753

K'/K

0921
«919
o916
o911
¢919
*912
«913
«916
¢909
e902
e 898
e 891
¢899
«909
«918
917
¢920
0925
0941
0949
0944
0941
0957
¢955
0956
¢ 953
0952
0947
e943
0942
0946
0952
¢951
0945
e938
¢935
0934
928
932
e931
¢925
*919
0932
e938
0933
0932
0932
937
0932
934
0948
0966
0969
¢970
0964
0969
¢978
2975
¢990
989
e983
e986
e981
¢975

Rele~
vant

1170
1171
1173
1175
1185
1185
1187
1188
1188
1188
1190
1190
1194
1206
121"
121

127 ¢
1217
1232
1233
1233
1255
1256
1256
1258
1264
1272
1275
1275
1277
1277
1286
1287
1287
1287
1287
1289
1289
1292
1292
1292
1292
1296
1299
1299
1299
1299
1302
1302
1310
1313
1314
1314
1316
1316
1326
1327
1329
1331
1333
1333
1335
1335
1335

Irrel-
evant

9023
9085
9136
9165
9324
9334
9425
9543
9543
9544
9581
9581
9755
9951
10143
10222
10335
10480
10754
10947
10964
10998
11296
11361
11458
11492
11572
11585
11623
11690
11836
12001

12065 -

12065
12065
12110
12179
12179
12322
12381
12381
12381
12652
12838
12838
12917
13000
13166
13178
13280
13592
13954
14100
14195
14195
14361
14594
14630
14965
15038
15038
15175
15175
15175

Output Overall Overall
°/ Prec- %, Known
ision "Recall
10193 1148 55498
10256 11642 5603
10309 1138 56el12
10340 1136 56e22
10509 1128 56.70
10519 11627 5670
10612 11el19 5679
10731 1107 5684
10731 11407 56¢84
10732 11607 56¢84
10771 11405 56094
10771 11405 5694
10949 10691 57413
11157 10681 57470
11353 10e66 57489
11432 10658 5789
11551 10653 5818
11697 10440 5823
11986 10628 5895
12180 10e12 59400
12197 10611 594,00
12253 10624 6005
12552 106,01 60610
12617 995 60610
12716 989 60619
12756 991 60448
12844 990 60686
12860 991 61400
12898 9489 6100
12967 985 61.10
13113 9e74 61610
13287 9¢68 6ie53
13352 9e64 61458
13352 9¢64 61,58
13352 Seb4 61458
13397 9e61 61458
13468 957 61667
13468 957 61667
13614 9¢49 61482
13673 9e¢45 61482
13673 9e¢45 61482
13673 9e¢45 61482
13948 9029 62401
14137 9e¢19 62415
14137 9¢19 62¢15
14216 9¢14 62e¢15
14299 9008 62415
14468 9400 6230
14480 8e99 6230
14590 8e98 6268
14905 8e81 62082
15268 8eb61 62487
15414 8e52 62687
15511 8e48 6297
15511 8e48 62697
15687 8e45 63¢44
15921 8e¢33 63649
15959 8¢33 63659
16296 8el7 63668
16371 8el4 63¢78
16371 8el4 6378
16510 8409 6388
16510 8409 63488
16510 8409 63488



O

ERIC

Aruitoxt provided by Eic:

Cut-off Average

K

183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
210
220
230
240
250
260
270
280
290
300
310
320
330
340
350
360
370
380
390
400
410
420
430
440
450
460
470
480
490
500

Output
K’
177453
179490
180e14
18091
183438
185404
185447
185473
187447
189.01
189474
189474
193692
194400
196415
19652
19652
197431
204,38
216e24
228429
234.24
24277
255415
26359
275469
284468
291496
300675
305484
316005
32073
328e16"
340455
345.16
363646
36987
388456
399431
408440
424434
429402
435448
445474
450489
461458
471495
478411

K’/

«970
«978
974
973
0981
«984
«981
«978
982
«984
«983
«978
994
«990
996
«e993
«988
«987
973
983
«993
976
«971
«981
976
985
982
973
«970
0956
«e958
«e943
«938
946
«e933
«e956
948
971
974
972
987
975
968
e969
«e959
962
963
«e956

Rele~ Irrel-
vant evant
1335 15175
1337 12394
1337 15416
1341 15484
1355 15699
1356 15853
1357 15892
1357 15916
1358 16077
1365 16213
1367 16279
1367 16279
1368 16667
1368 16674
1373 16669
1375 16901
1375 16901
1377 16973
1391 17616
1403 18707
1424 19807
1437 20347
1450 21128
1455 22274
l468 23046
1480 24159
1489 24986
1494 25658
1501 26469
1508 26935
1524 27869
1534 28294
1544 28975
1549 30122
1554 30546
1559 32243
1582 32816
1593 34543
1601 35535
1605 36376
1613 37851
1616 38283
1619 38881
1625 39829
1626 40307
- 1631 41296
1633 42258
1634 42830
153

OCutput Overall Overall

16510
16731
16753
16825
17054
17209
17249
17273
17435
17578
17646
17646
18035
18042
18242
18276
18276
18350
19007
20110
21231
21784
22578
23729
24514
25639
26475
27152
27970
28443
29393
29828
30519
31671
32100
33802
34398
36136
37136
37981
39464
39899
40500
41454
41933
42927
43891
44464

O,

7, Prec- Y Known
1sion Recall
8409 63.88
799 63.97
7.98 63697
797 64416
795 64483
788 64,88
7 .87 64493
7 .86 64493
779 64,98
777 65431
775 65441
7475 65641
759 65445
758 65445
7e53 65469
7e52 65479
7e52 65479
750 65489
7e32 66e56
6e98 67013
671 68413
6e60 68476
6ed?2 69,38
6e13 6962
5499 70024
5477 70681
562 71e24
5450 71.48
5e¢37 71.82
5430 72415
518 72692
5e¢14 73440
5406 73488
4089 74611
484 74435
4e6] 74459
4460 75669
4e41] 76622
4.31 76060
4423 7679
4409 77.18
4405 77 32
4.00 77046
3.92 7775
3.88 77.80
3.80 78404
3e72 7813
3e67 78418



34 REQUESTS, RUN 13(KWS).

Cut-off Average

LRIC54

K
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Output
K/

e18
«79
1447
218
291
347
526
568
600
600
750
7«50
950
10.21
10.21
10.21
11.15
1115
1282
1365
14468
1579
16679
16679
1679
16679
1950
1950
2079
20679
2079
2079
2079
2079
2079
2079
2079
2079
2079
24065
24465
26035
2635
2635
2635
2635
2635
28429
28429
28029
2997
2997
2997
2997
29.97

K’/K

«180
« 395
«490
e545
«e582
«e578
«e751
«710
e667
¢ 600
«e682
e 625
«731
«729
681
638
0656
619
0675
«683
e 699
«718
«730
«700
672
eb646
e722
e 696
«717
2693
671
e 650
e« 630
«e611
«e594
0578
e562
e547
«533
«e616
601
627
613
«e599
«586
«573
e561
«589
«e577
e 566
«588
«e576
e565
«555:
-SkS

Rele-
vant

11
19
23
28
33
40
44
44
44
53
53
54
58
58
58
60
60
62
65
67
70
71
71
71
71
71
71
71
71
71
71
71
71
71
71
71
71
71
73
73
75
75
75
75
75
75
76
76
76
77
77
77
77
77

Irrel-
evant

16
31
51
71
85
139
149
160
160
202
202
269
289
289
289
319
319
374
399
432
467
500
500
500
500
592
592
636
636
636
636
63¢
636
636
636
636
636
636
765
765
821
821
821
821
821
821
886
886
886
942
942
942
942
G2

TABLE RPL(34,13).

Output gverall

27
50
74
99
118
179
193
204
204
255
255
323
347
347
347
379
379
436
464
499
537
571
571
571
571
663
663
707
707
707
707
707
707
707
707
707
707
707
838
838
896
896
896
896
896
896
962
962
962
1019
1019
1019
1019
loiq

°Prec-

i1sion

1667
4074
38.00
31.08
28428
27«97
2235
22480
2157
2157
2078
2078
16672
1671
1671
16071
1583
15083
14.22
1401
1343
13.04
1243
1243
12443
12443
1071
1071
1004
1004
1004
1004
1004
1004
1004
1004
10604
1004
1004
8e71
8e71
8e37
837
837
8e37
8e37
8e37
790
790
790
7 « 56
7e56
7e56
756
.56

Overall

% Known

Recall

«33
3e58
6e19
749
Pel12

10e75
1303
1433
14.33
1433
1726
1726
1759
18689
18.89
18489
19.54
19.54
2020
2117
21.82
22.80
2313
2313
2313
2313
2313
2313
2313
23«13
2313
2313
2313
2313
2313
2313
2313
2313
2313
2378
2378
24443
24443
24443
24443
24443
24443
24476
24076
24476
2508
2508
2508
2508
W. o2



Cut~off Average

K

56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118

Dutput
K

29497
2997
2997
29497
29497
29497

29497

29497
29497
29497
29497
33.44
33644
33.44
33.44
33644
33.44
33644
33.44
33.44
35491
35491
35491
35691
35691
35.91
39491
39.91
39491
44,65
444,65
49,18
49.18
494,18
49,18
49,18
49,18
49,18
49,18
49,18
49,18
49418
49.18
49,18
49,418
49,18
49418
49.18
54,79
54479
54.79
54479
54479
544,79
6074
66482
73621
79606
7906
79«06
79606
79406
84,47

X’/K

535
«526
517
«508
«500
0491
«483
c476
e468
046
0454
e499
492
0485
«478
e471
0464
0458
452
0446
«473
0466
e460
e455
0449
e443
e487
e481
«475
e 525
519
565
559
«553
546
«540
¢535
529
«523
«518
512
507
o502
e497
e492
2487
«482
«477
527
522
517
512
507
«503
552
o602
654
«700
694
«687
e682
o676
o716

Rele=
vant

77
77
77
77
77
77
77
77
77
77
77
79
79
79
79
79
79
79
79
79
84
84
84
84
84
84
96
96
96
9%
99
101
101
101
101
101
101
101
101
101
101
101
101
101
101
101
101
101
115
115
115
115
115
115
123
124
141
142
142
142
142
142
159

Irrel-
evant

942

942

942

942

942

942

942

942

942

942

942
1058
1058
1058
1058
1058
1058
1058
1058
1058
1137
1137
1137
1137
1137
1137
1261
1261
1261
1419
1419
1571
1571
1571
1571
1571
1571
1571
1571
1571
1571
1571
1571
1571
1571
1571
1571
1571
1748
1748
1748
1748
1748
1748
1942
2148
2348
2546
2546
2546
2546
2546
2713

Cutput QOverall Overall

1019
1019
1019
1019
1019
1019
1019
1019
1019
1019
1019
1137
1137
1137
1137
1137
1137
1137
1137
1137
1221
1221
1221
1221
1221
1221
1357
1357
1357
1518
1518
1672
1672
1672
1672
1672
1672
1672
1672
1672
1672
1672
1672
1672
1672
1672
1672
1672
1863
1863
1863
1863
1863
1863
2065
2272
2489
2688
2688
2688
2688
2688
2872

i ————

% Prec- %, Known

islon
7e56
7e56
7e56
7656
7656
7 e56
7 56
T 56
7656
7656
7656
695
695
695
695
695
6695
695
. 6695
695
6.88
6488
6.88
6.88
6.88
6488
707
7407
7407
be52
be52
6004
604
6004
604
6¢04
604
6e04
604
604
604
604
bs04
6+04
6e04
6e04
604
6404
6617
617
6el7
bel7
617
6e17
5496
5646
5666
5428
5428
5428
5.28
5428

5454

Recall
25408
25408
25408
25408
25408
25408
25.08
25408
25.08
25.08
25408
25473
25473
25473
25473
25473
2573
25473
25.73
25473
27436
27«36
27436
27«36
2736
2736
3127
31.27
31427
32.25
32425
32,90
32.90
32090
3290
32.90
32.90
32.90
32490
32490
32.90
32.90
32490
3290
32.90
32090
32090
32490
3746
37,46
37646
37646
37846
37446
40607
40439
45493
46425
46425
46025
46425
464025
51,79



Cut-off Average K//K Rele- Irrel- Output g/verall Qverall

evant Prec- ,Known
K Du;r{;/:ut vant °ision Recall
119 84447 710 159 2713 2872 5054 51479
120 84447 704 159 2713 2872 5054 51479
121 84447 <698 159 2713 2872 5.54 51479
122 90491 745 163 2928 3091 5027 53409
123 90491 739 163 2928 3091 5.27 53,09
124 90491 733 163 2928 3091 5027 5309
125  97.18 777 164 3140 3304 4496 53442
126  97.18 771 164 3140 3304 4096 53442
127 97.18 765 164 3140 3304 4496 53442
128 97.18 759 164 3140 3304 4496 53442
129 103.88 805 171 3361 3532 4084 55,70
130 103.88 799 171 3361 3532 4484 55470
131 103.88 793 171 3361 3532 4484 55470
132 103.88 787 171 3361 3532 4484 55470
133 103.88 781 171 3361 3532 4484 55470
134 103.88 775 171 3361 3532 4084 55470
135 '13.58 769 171 3361 3532 4484 55.70
136 103.88 764 171, . 3361 3532 4484 55470
137 103.88 758 71 3361 3532 4484 55470
138 103.88 753 171 3361 3532 4484 55470
139 110453 795 183 3575 3758 4487 59461
140 117452 840 187 3812 3999 4068 60491
141 117.62 834 187 3812 3999 4068 60491
142 117462 828 187 3812 3999 4068 60491
143 117462 823 187 3812 3999 4068 60491
144 117462 817 187 3812 3999 4068 60491
145 117462 811 187 3812 3999 4468 60491
146 117462 806 187 3812 %99 4068 60491
147 117462 800 187 3812 3999 4068 60491
148 117462 795 187 3812 3999 4068 60491
149 117462 789 187 3812 3999 4068 60491
150 117462 784 187 3812 3999 4068 60491
151 117462 779 187 3812 3999 4068 60491
152 117462 774 187 3812 3999 4068 60491
153 117462 °  «769 187 3812 3999 4068 60491
154 117462 <764 187 3812 3999 4068 60491
155 117462 759 187 3812 3999 4068 60491
156 117462 754 187 3812 3999 4068 60491
157 117462 749 187 3812 3999 4068 60491
158 117462 744 187 3812 3999 4068 60491
159 117462 740 187 3812 3999 4068 60491
160 117462 735 187 3812 3999 4068 60491
161 117462 731 187 3812 3999 4068 60491
162 117462 «726 187 3812 3999 4468 6091
163 117462 o722 187 3812 3999 4068 60491
164 117462 717 187 3812 3999 4068 60491
165 117462 0713 187 3812 3999 4068 60491
166 117462 709 187 3812 2999 4068 60491
167 117462 704 187 3812 3999 4068 60491
168 123432 734 188 4005 4193 4048 6le24
169 123432 730 188 4005 4193 4048 61424
170 123632 725 188 4005 4193 4048 61.24
171 123432 721 188 4005 4193 4048 61424
172 123432 717 188 4005 4193 4048 61424
173 123432 713 188 4005 4193 4048  61e24
174 12332 709 188 4005 4193 4048 61424
175 123432 705 188 4005 4193 4048 61424
176 131465 748 191 4285 4476 4427 62421
177 131465 744 191 4285 4476 4027 62421
178 131465 740 191 4285 4476 4027 62421
. 179 131465 735 191 4285 4476 4027 62421
156 180 131465 731 191 4285 4476 4427 62421
o 181 131465 727 191 4285 4476 4027 62421

]ERJ(j 182 131465 e723 191 4285 4476 4027 62.21




Cut-off Average K'/K Rele- Irrel- Output Qverall Overall

K Output vant evant 7 Prec~ %Known
K’ ision Recall

183 14053 «768 194 4584 4778 4,06 63419
184 140,53 . 764 194 4584 4778 4406 63419
185 140453 «760 194 4584 4778 4406 63419
186 140453 e756 194 4584 4778 4.06 6319
187 14053 «751 194 4584 4778 4,06 63.19
186 140453 «748 194 4584 4778 4.06 63419
189 140453 «744 194 4584 4778 4406 63419
190 150456 0792 201 4918 5119 393 65447
191 150656 «788 201 4918 5119 393 65447
192 15056 «784 201 4918 5119 3493 65447
193 150456 «780 201 4918 5119 393 65447
194 161.24 «831 204 5278 5482 3e72 66e45
195 169488 «871 207 5569 5776 3e58 6743
196 169.88 e 867 207 5569 5776 3e¢58 6743
197 169+88 «862 207 5569 5776 3e58 6743
198 180409 «910 213 5910 6123 348 6938
199 18009 0905 213 5910 6123 3e¢48 6938
200 180409 «900 213 5910 6123 3e48 69438
710 190400 ¢« 905 213 6247 6460 330 69438
220 19771 s 899 213 6509 6722 3e17 69438
230 19771 e 860 213 6509 6722 3e17 6938
240 211.03 «879 221 6954 7175 308 7199
250 220.88 «884 223 7287 7510 297 72464
260 220488 ¢850 223 7287 7510 2097 72664
270 229.44 ¢850 228 7573 7801 2492 74427
280 242.74 0867 229 8024 8253 277 74459
290 242474 «837 229 8024 8253 2677 74459
300 242.74 « 809 229 8024 8253 2¢77 74459
310 286409 ¢923 237 9490 9727 2444 7720
320 302.09 0944 238 10033 10271 232 7752
330 302.09 - e 915 238 10033 10271 232 7752
240 302.09 «889 238 10033 10271 232 7752
350 302.09 «e863 238 10033 10271 232 7752
360 302409 e 839 238 10033 10271 232 77452
370 302409 e816 238 10033 10271 232 7752
380 302.09 «795 238 10033 10271 232 7752
390 302409 «775 238 10033 10271 232 7752
400 302409 e 755 238 10033 10271 232 77452
410 302409 0737 238 10033 10271 232 7752
420 302409 «719 238 10033 10271 2632 77«52
430 302409 «703 238 10033 10271 2632 7752
440 302409 «687 238 10033 10271 2632 7752
450 326.15 «725 241 10848 11089 217 7850
460 326415 ¢709 241 10843 11089 217 7850
470 344.00 ¢732 243 11453 11696 208 7915
480 344.00 «717 243 11453 11696 208 7915
490 344.00 e702 243 11453 11696 2408 7915
500 344.00 «688 243 11453 11696 208 79415
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APPENDIX B9

93 Requests: Numbers of Relevant Documents Retrieved

with (in brackets) the numbers of requests making a positilve contribution-to each total

!
g [ (mearsst integer) 15 16 17 48 19 50
Run

WS 13 528(8 671(85 897(87 928(8 954(87 961(87 961(87 991(87 991(87
AWKWS 22 u99§8§§ 6goé88; 781?883 850§8g; 876&88; 890288; 890288§ 8982883 898288
ARM 16 402(78 525(81 656(83 3(84 73(84 73(8M4 781(85) 81(85) 782(86
MCSO1 14 394 gs 549(81 753(82 12(83 29(83 34(83 8L4(833 §u9 83 873(85
MCS11 20 L28(81 630 %Z 752(87 813(87 820 (88 828(83 828 883 857(88 857(38
RJR 19 489(82 611 739(86 807(86 848(86 860 (86 865(86 880(86 939(86
ARMSR 17 L401(78 537(82 637(83 687(85 711(85 775(85 775(85 785(86 785( 86
SR14 6 395(83 539(89 649(91 706(91 719( ggs 9N 746(91 753(91 753(91
PDR14 11 1425(83 551(87 669(90 776(90 781(90 4(90 820 (90 831(90 861 (0
EAG3 15 LO5(T7 502(83 660 (85 4(86 85(87 785(87 800 (87 828(87 828(87
EAGLE 18 405 84§ 541386§ 725?89% 15(89 15(89 819(89 819(89 835(90 835(90
EARGY 23 460(81 613(86 783(88 845(88 871(88 871(88 888(89 895(89 914(89
oMb 9 486(85)  632(87) 848(87)  884(87) B894(88) 910(88)  910(83)  910(88) 966&88;
oW 4 28 526 629 860 *917 *920 *930 *939 *glg *991{89
T4 21 L73(80) 602(82)  732(83)  840(84)  8ux(84)  867(84) 868(84)  830(34) gv2(84

Union of : ‘
Standard 1195(92) 1528(92) 1816(93) 1900(93) 1925(93) 1944(93) 1954(93) 1976(93) 2020(93
Strategies

APPENDIX B%a
93 Requests: Numbeis of NEW Relevant Documents Retrieved,
that 1s, not also retrieved by Run 13(KWS) at same K',-

with (in brackets) the numbers of requests making a positive contribution to each total

K’ (nearest integer)
30 40

45 46 47 48 Lo 50
Run

KWS 13 - - - - - - - - -
AWKWS 22 105(32) 132(36) 117(32) 130(33) 115(32) 113(32) 113(32) 108(33) 108(33)
ARM 16 12141 144 (50 185(51 210(52 209( 51 207(51 211(53 206(53 206(53
MCSO1 14 130(43 184 (&g 207(51 221(55 227(55 225(56 233(57 234 (57 252( 55
MCS11 20 10441 179(53 157 30 189 EO 192 21 197(50 197(50 196 21 196(51
RJR 19 115(39 147(39 162k 160 (41 152(42 156(42 157(43 1614y 218(hy
ARMSR 17 116{41 152(50 171(49 194( 50 205( 50 207(51 207(51 206(53 206(53
SR14 6 145 El 203( 59 213(68 222(69 219(68 233(68 238(68 238(67 238(67
PDR14 11 14044 179(53 178(65 230{67 223(67 235(68 2h2(69 oli5(58 271(69
EAG3 15 152(47 168(53 241{58 256(59 291 (60 287(60 295( 60 306(60 306(60
EAGH 18 129(49 184(56 275(55 299(58 297(57 295(59 296(59 290 (59 290 (59
EARGY 23 157{47 210{59 212(63 227(64 232(63 228(63 2L (6l 234 (63 246(63
13714 9 101(32)  131(37)  126(37) 125(37) 121(36) 124(39) 124(39) 122(37) 176(42
13W14 28 *#155(32
uth 21 200(49)  234(50)  257(53) 283(58) 272(58) 202(58)  293(57) 296(57) 311(58)

Union of
Standarc 667(86) 857 (88) 919(90) 972(89) 971(89) 983(89) 993(89) 985(89) 1029(89)
Strategies

*output not wholly assessecd
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APPENDIX B10O

34 Requests Retrieving O to 4 Relevant Documents in Run 13 (KWS) at K=71, KEsso

Known Relevant Cutput Next Highest Sutput P = less well
Request Relevant 1in REn 15 4n R?ﬂ 13 containingemore relevant formulated
3 15 2
5 5 4 125 1568 P
7 i 0 12 375
11 1 1 70 -
12 2 2 79 - P
13 1 4 19 360 P
14 L 0 1 1884
35 11 3 7 341
38 5 4 70 264
Lo 8 1 24 371
43 5 2 32 850 P
Lg g L 34 317
50 3 L 165
51 5 1 9 163
54 3 3 38 - P
55 7 4 39 583 P
56 1 0 g ”214
60 10 1 210 P
64 10 3 T4 539
65 1 0O 58, 202
67 3 1 80 15
71 22 0 25 209
72 L 2 18 231
73 8 4 19 260
Th 20 4 25 251
7 5 L Lo 573
T 21 3 8 199
81 32 3 3 220
8 13 4 11 Lel
8 4 1 31 333
92 8 2 12 231
o6 i 3 E e :
1
9 14 L 33 11% P
Totals 296 79 1137 12812 (31 re
Averages 8.7 2.3 33.01 413 (31 requests)

Of the above, and omitting less well formulated requests
. 7,14,35,38,40,49,64,65,67,73,77,67,88 ’
have their next highest productive output greater than 250,
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APPENDIX B14

?
The Approximate value of % .

Take the single request in V.6.3 with its choice of output quantities,
O, 3, 7, 15, 900y thus

K 0123 4 5 6 7 8 910111213 14 15 16 17 18 ceo
output 0033 3 5 7 7 7 7 711515 15 15 15 15 15 ..o
K 0136101521 28 36 45 55 66 78 91 105 120 136 153 171 oo

2 (output) 0036 91421 28 35 42 49 60 75 90 105 120 135 150 165 ea.

where for the moment we have written an average in the case of a tie (K = 5,11)
instead of going to the lower (3,7) o..(A)s In the third and fourth rows we
have accumulated these values. Note how 2 (output) lags behind ZK, catching
up only at the points where K or K41 1is an exact output. In fact

K
Z(output) = 2K(K+1) - Z(K~y) R=y+1)
1

where y 1is the output nearest to K, whether above or below.
t
We now use the agssumption that for a set of requests % is approximately

constant, as K varies. In particular

' K ’ K
Yor o 2NN (output)
L nly /g
Kt 1 req 1
—_— = = (n requests)

) )
Z (K(Ke1) = (Koy) (Keys1)}

ceq

=

nK(K+1)

EONCEIE

req

R

y varying from request to request.
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Thus the larger the spread of the y valueg, the further below 1 is

KY
K o
We can take (B) further. The y values have mean K', and standard

deviation vK%, say. Then

req
:{: y° = nK'(14v®),
req
From (B) z (2Ky=y2+y)
t 1t K12 2 H
E_ _ req _ 2KK'=K'2? (14v®) 4K
K nK(K+1) KZ4K

which yields the simple relation

K! 1

—

2
K 14v°
Sodoe

mean
The adjustm:... we made in (A) affects the final result by at most 1 part

where VvV = for the outputs whose average is K%,

in 2K and may be ignored.
More generally, 1f the outputs have the same dispersion or coefficient
L
of variation v at K=Ky and K = K; and XL may be taken as constant

X
from K4y to Kz, we may still deduce in a similar manner that

K* 1

-]

K 14v°

v will be considerable for a strategy in which the ratio r between succes—
sive output totals tends to be large. Take an imaginary case in which r is
constant for all requests and all levels and abandon the stipulation that the

. K! .
y's must be integers, ir'belng constant puts a second constraint on the y values

nearest to a given Ko If, e.g., no two are equal, & 1it§1e experiment shows

that they must be in geometric miugression with ratio rﬁ, say
i 2 D=3
Zy BT, ZTT, eieeoney ZT D
n
wgere e.g. K is just nearer z than zr but just near zr

1

-

f than zrﬁ °
r" will be close to 1.
1
Thus ‘ Koooe — (z+2r)
: -2

1e4



1_ n-4

1
Kt = -< z+zrn+ oo +zr U >
n .

1 r-1 r-1
= ~oZe = Zo
n ph -1 loger
Kt r-1 1
and - 2 2 ——, .
K r+1 loger
K! '
Thus if r = 10, g = o765, which could be typical values for run 13,
_ K' _ 2 B . . _ I_{.' _
Ir r_z’f{"__5><069'°96’ while if r = 3, K_°91 and the

effect is becoming noticeable,




APPENDIX B15

Words Accepted by Assessors in Place of Key-Words

A short study was made by SQ Whelan of abstracts retrieved by Subject
Indexes which had not come up in any mechanical strategy. In particular,
these documents would not have had sufficient keywords for retrieval in Run 13
at K! = 54,

For example:-

Request 7k,
field,
Abstract 5163,

fields. Analysis is simplified by considering in place of the actual particle

Predicting the paths of electrons moving in a varying magnetic

The motion of charged particles in weakly'ﬁariéble magnetic

which follows a helical path an equivalent particle following a mean path
and having a magnetic moment.

Abstract 7855,
fields., The difficulties arising in the application of optical methods to

On the non-optical theory of focusing in rotating magnetic

electron optics are pointed out. The general theory of the focusing action of
static magnetic fields developed by Grinberg which is based on nonoptical
methods is applied to the case of apraxial electron beams in rotating magnetic
fields.

Here we have 'charged particle' accepted by the requester in place of
Yelectron! while 'focusing® corresponds to the word *paths'. For want of a
better term, let us call these words or phrases 'acceptances'. These
acceptances were examined to see whether they were in G3, and balow are some
that were not.

Abstract Word Subjective Judgement on Preserving

Request Word Connection in a Word-Word Matrix

Charge Electron Yes
Current Electron Yes
Density Ion Yes
Discharge Emission ?
Films Oxidation No
Focus Path Yes
Impact Bombardment Yes
Illumination Bombardment ?
Motion Moving : Yes
Particle Electron Yes
Production Emission No
Pulse Electron ?
Screen Cathode Yes
Surface Cathode ?
Trajectory Path Yes
Trajectory Electron ?
Velocity Bombardment No
Waveform Spectrum Yes
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We reproduce the rows of G3 corresponding to some of the stems on the

request and abstracts quoted:-

Stem Stems Associated in G3
charg(e) particle relativi trajecto charg space mass
electron attachme collisio electron nitrogen secondar transpor

neutral profile diffus target valenc gases

probe atom ion

field anisotro corrugat homogene magnetor strength transpor
transver classic moment tensor

foc(us) foc

magnetic ferromag magnetic magnetis ferrite magneti saturat
moment fluid force gauss drum head

motion perturb motion

moving Cerenkov particle relativi velocit moving

particle particle relativi trajecto moving proton charg
force outer belt trap

path path

predict predict

trajecto particle trajecto charg

var vary

Examination of such lists as the above led to the following simple
observations: -
1« If it were desired to amend or generate a word-word thesaurus by this
means, we would need many more than 93 requests, and new criteria of frequency
of association. '
2e G3 is, after all, generated from the document set as a whole, and any
threshold must exclude some connections which are only *part of the picture®.
3 The particular case of 'motlion-moving! arises because the stem mo- is too
short to be used in the basic vocabulary. Where grammatical variants cannot
be united by a common stem, they should be by some other means, for example,
by assigning the variant stems the same code number in the dictionary, and
choosing one as the preferred term for ease of reference, If they were
assigned different code-numbers and links were inserted in the word-word matrix,
Jjoining each to the other and its associates, this would be less straightforward

and would not help key-word-stem strategies.

167




APPENDIX B16

Sample Page of SubJect Indexes to Abstracts

(see VII.S)

Electron microscopy, application at A5 1 Research Laboratory, 2740
: 0

at Camibridge, 2741

erenee i London, Nowv., 1953, 3330
4, 2740

‘reneh work induring 1952
replicas {or, high-resnlntion, preparation of, 3328
shudowing teehnique for, 36!

Swiss work in, 2740

Electron motlon, in ¢lectric and magnelic fields, 105, 1384

Efcectron multipliera. See Photocells and Valves,

Electron optlcs, duntile focusing hiy two:magnct systern, 498
focusing charged particles, 3541 ,
fagmetic and rln‘;‘lric ficlds with eylindrical and mirror symmetry,

2191
relativistic atierration functions in, 3649
schlicren techuigque for studying ean, ficlls, 1536
shadow sethod of mapping nagnelic fields, 2465
wave-merhanies theory of, 499
Electron spectrographs, c.s., developrd Iromleetron inicroscope, 3655
Electron trajectories, antomitic plotting of, nse of ¢leetrolyte tank for,
3304

numerical integrations of equation of, 1535

Etectronic applications, (Scc also Control Heating;
I’hotneells, applications of)

aircrew training cquipment nsing analegue computers, 3477;

air-warfare game, 21873 blind goiding devier, 3641;

clectrocardiology, reswitant dipoie of heart, 2735;

flying-spot scanner for studying visual prreeption,

lg-il: nictal detector, simplified construction, ASDET,

3315% microwave technigue for observing cotmmutator

surfaces during opcration, 2736; monitoring high-

speed phenomiena, 3319; nondestrunctive testing of

materials, 33133 in oil industry, 3660; photoclectric

deviee for indicating position of rotating shalt, B12;

pressure measurement in i.c.e,, 3332; short-time-

mterval measurement using two photocells, 3617;

systemns;

Yerrtmagnetic materiale, ferrites, MgAIM b, having low Inss at 4 kMe/s,
Iuh7

sailahile, 2146

-1 m, 995

tion distrilmtions in, 2986

rystals of, spontancons magnetization of, ealcnlation

of, 3606

Mu, Mg and Co, magnetic susceptibility of, 2443

modrrn developrients in, 378, 1823

Ni, mixed with nickel titanate, magnetic properties of, 3711

Ni-le, temprrature dependence af resonanee line witlth in, 3446

Ni-Zn, magnetic-dispersion speetrim of, 2710, temperature

drprmlenee of magnetization of, 1488

nick) lt'l’l’ill'ziﬂ‘l‘llll.lll:lll', x factor of, 2985, resonance absorption
i 145

mixitl ¢

s cgadbtes, 1830
propertios el applications, 1487, 3608
rare-varth, inftnener of jonic dinurties on properties of, 1109,
moleenlar theory of, 3275
relaxation of permeability in, cflvet of dimensions and com.
pression on, 182
relaxation phruomena in, 2448
resonance sthsorption in, 2712
magnetic resonance it 1828
micasurenment of perm. ability tensor in, 769
spinels, ionic distribution deduced from g-factor of, 183%
Ferroelectric materials, BaliQ,, colloidal, propertics of, 3244
double hysteresis loop of at Curie temperatare, 195
effect of two-limensional pressure: on, 2116
temprratnre changes of propertics of, 1116
variation of hysteresis loop with age, 1117
BaTiO, single erystals, dicloetriec properties of, 751
dontitin elumping ¢ffect in, 324
Ba'TiQ,-PhZrO, solid suintions, vx prrirntal ditermination of, 1446
cadmimn aod tead niotiates, 1072, 1

tachometer, using cold-rathode tubes for visual vocfticients of, methods for measnremient of, 2720
display, 11533 thermostat,  with  varkable-duty. ¢ ts of aging vn, 1444
factor heatiog evele, 33135 viliration wieter, seff. enllvidal, theory of, 1448

eantiined, 3395 vibration wetheds of trsting, 1881
Flectronic enpf o, develvpinents in, 1207
Electronic cqn at, for siveraft, reliahility of, huprovement of, 609

AntoniLe assembly of, 694

construetion of, modern teehniques for, 10t

niannfacture of, importance ol p s in, B97 .

wodular design and imeehanized production in, 3432

mechanized production of, N.B.S. methods {or, 693

ternperature calculations for, 291
Electrons, classical (hoorg of, 2066, 3188

and crystal-lattice vibrations, modrl for investigating interaction

between, 108, 3517

encrgy loss in passage through thin films, 2352

high-energy, dellection in magnetized iron, 1041

new classical theory of, 3187

slow, effect of bombardmeut of thin films by, 1748

motion of in air, with application to jonosphcre, 106

Electrophoresis, insulation of transformer-core tapes by, 3612

in valve manufacture, 3720 .
Electrostatics, ficld and induction of point charge in space, 2353 -
Equslization, (Sec also Nctworks; Transmission lines)

comparison of timne-function and frequency-function methods for,

25
Exhibitions, British Instrument Industrics, London, 1953, 608;
coniponcnts, Paris, 1954, 3426; German Industries,
Hanover, 1954, 3427; Gcerman radio, Diisscldorf,
1953, 292; Hanover Technical Fair, 1953, clectrical
measurement cquipment at, 208, radio, tclevision
and clectroacoustic apparatns at, 293; Leipzig fair,
1953, 610; Lyons fair, 1954, Sovict radic equipment
at, 3431; Physical Socicty, 1954, 2272; R.E.CM.F,,
London, April 1954, 2063; S.B.A.C., Farnborough,
1954, 3734; 16th Salon national, Paris, 1953, radio
and television at, 1171; 20th Salon de I’Aéronattique,
1953, 1268; 21st National Radio, London, 1854, 3q72

Faraday effect, ctn-a, experinmental fnvestigation of, 3202
in ferrites, 99:
in wavegnides and cavity resonators, 2987
at microwave frequencies, medinm-honndary’effects in, 2927
in wiveguides containing anisotropic melin, 13
Ferrimagnetic materials, ferrites, after-effcets in, 3608
as core nntecials for magnetic heads, 2846
of Ly and Er, thermomagnetic study of, 3274
fermitlite, fernilite and fercolite, 1827
ferramaguetle eesanancn af, lbl), cffert of snisotropy and
relaxation phenomena on,
ferroxcuhe, measurciient of propertics of, 207
ferroxcube 1V, thermal cffects accompanying magnetization

of, 177
. ferroxdure,  1320.6Fe,0,, with
lomain-wall displ ts in, 17
Gd, thermomagnetic stuJ{ of, 3373
magnctlc phenomnena in, 178
ic resonance ph in, 2144
inagnetostrictive, as u.h.f. detectors, 2904
Mg, dielectric behaviour of, 1107, investigation by heat
treatment, 1108 :

WIRELESS ENGINEER

preferred orientation, 184,

domain-boundary
I 100,, vl
INbBO,, thind phe
PH{NU,),, propertic
PhZrO,, antilereoclectr rroclectric phase teansition in,
Pb7Zr0, vl PICTiOy, solid solutions of, 1121
perovskite-type mixed-erystal titanates, propertics of, 3572
Rochelle salt, experimental investigation of, 296
theory of, 2964
titanates, experimental investigation of, 194
solid solutions of, phase transitions in, 3278
Ferroelectricity, in BaTiO, und other prrovskite-type crystals,
and erystal structurc, 2410
origin of, 1789
Ferromagnetic materials, atloys, with a-Felattice, after-effect in, 1822
binary, saturation magnetization of, theory of, 1105
Cr-Te, ferroinagnetic resonance in, 180
3d-Mg, 185
Ni-Fe, nmgnetic viscosity of, tetnperature dependence of, 181,
oriented, recent progress in manufacture of, 453
Ni-Mn, effcct ot composition on change of resistance in
magnetic field, 1820
Brccipilalion, magnetic viscosity in, 3272
t-Co, maguctic viscosity of, 767
Si-Fe, for communication applications, (A)771, grain-oricnted
and single-crystal, powder patterns of, 770, prepara-
tion of lacge single ceystals of, 182, single crystals,
domain processes in, 451
16% Al-Fc, cold-rolled at 5§75°C, 2456
armco iron, inflirence of domain thickness on permeahility of, 3271
with large domains, penineability at 0-7000 Mc/s of, 2984
cementite (Fe,C), experimental investigation of, 1104
for corcs, assessment of variability of, 183
evaluation of, 466
Curie points of, change of with pressure, 2142
diffusion after-effect in, variation with induction, 3197
in weak alteruating ficlds, 2637
dotnains in, ohscrvation of by longitudinal Kerr cflcct method, 2441
Fe, thin filins of, magnctization of, 2709
Fc and Ni, Curic temperatures of, cffect of pressurc on, 2143
effect ol plastic deforiation on magnetization of, 1838
ferrites, Sce Ferrimagnetic materials,
hard, theory of hysteresis in, 2141
iron amalgam, offect of grain size on magnetic properties of, 449
frons and steels, lzwnm-uhilily of, depundence on mecharnical stress

tends i, posaibie mechanlsne of, 3243
rtirs "!.

36,

of, 2440

feeaversible afterefiect in, 2074

mngnetic visconlty of, 176

magnctizatlon cirves for single crystals, lnfluence ol domain
structure on, 117

magnctostriction in, expressed in terms of exteenal ficld, 3788, 3276

manganites, cxpcrimnnml investigation of, 3604 '

maximum-statnlity state in, definftion of, 1102

metals, apparent perineabilities atcm A o[, experimental determina.
tion of, 1505

metals and alloys, magnctic moments and crystai structure of, 1484

temperattirc_dependence of spontaneous magnetization of,

" mild steel, effects of tension and compression on magnetic charac-
teristics of, 446

Q .

ERIC
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APPENDIX B17

Glossary
association factor III.6
coverage IX.1; VIII.2
coordination I.13, appendix B4
descriptor VI.2.2

document = abstract, both including title

G3, G IIT.10

K (desired output cut-off) V.6

K' (average output) ) V.6

relevant VII.A
sensitivity Vo7, VIII.2, IX.1
similarity coefficient IT1.9

strategy = run = retrieval method = formula for coordination

stratum V.6.

1€9
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Lo

5

10,
11,

12,

13,

1

15
16

17
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