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TASK ANALYSIS - AN INFORMATION PROCESSING APPROACH
ABSTRACT

Saveral concepts and techniques used to design computer simulation
of human performance were used in developing an information processing
anproach to task analysis. This new approach was compared and contrasted
with Gagne's hierarchical task analysis model. Neither hierarchical nor
information processing analysis would be sufficient for all types of tasks.
A hierarchical analysis would be appropriate where lower ordered skills
generate positive transfer to higher level skills, while an information
nrocessing analysis would be utilized where the output of one task subskill

or operation is required as input for a succeeding operation,
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TASK ANALYSIS - AN INFORMATION PROCESSING APPROACH
Paul F. Meryill

Florida State University

The purpose of this paper is to propose and daescribe an information
processing approach to the problem of task analysis., In addition, this
new approach will be compared and contrasted with Gagné’. hierarchical task
analysis model (Gagné, 1962, 1968, 1970). A learning task or behavioral
objective may be analyzed at two different conceptual levels. An analysis
at the first level, which shall be referred to in this paper ss the
‘‘task level’? is concerned with the determination of the subskills that
are required to learn and perform the terminal objective of a task.
Analyeis at the *‘task level’’ is also concerned with the discovery of
ordered relationships between ths subskills., On the other hand, an analysis
at the second, or ‘‘rule level’’ entails the determination of the most
effective instructional paradigm for teaching a particular subskill, rule,
or operation. Briggs (1968) has made a similar distinction between ‘‘what
is taught’’ and ‘‘how it is taught.’’

Althcugh there are strong implications for the use of information
processing techniques'in the analysis of tasks at the ‘‘rulea level’’’ the
major thrust of this paper will be to describe the manner in which an
information processing approach may be used to analyze a learning task or
terminal behavior at the ‘‘task level.’’ Evans, Homme, and Glaser (1962)
have suggesied that task subskills may be related according to: 1) complex-

ity (froe the simple to tho‘complox), 2) chronology (time sequencing often

1Thn coilaboration of William P. Olivier and C, Victor Bunderson
with the suthor in the early formulation and devliopment of the ideas prasentsd
in this paper is gratefully ackaw-ledged,
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used in history courses), 3) spatiality (as in a geography program), or
4) interdependencies (as in a mathematics program). The task analysis
models which w%ll be described and contrasted in this paper are concerned
with the analysis of tasks with subskilis related gccording to Evans,
Homme, and Glaser's fourth category of interdapendence (Evaas et al.,
1962).

The most widely accepted model of task analysis for determining
the interdependencies between subskills has been proposed ty Gagné, (1962).
He proposed that in analyzing a terminal objective it is possible to define
a hierarcny of subskills such that lower ordered skills or behaviors
would generate positive transfer to skills at a higher level. Such an
analysis may be performed by starting with the terminal behavioxr and
identifying subordinate skills by asking the question: ‘‘What would au
individual already have to know how to do in order to learn the new
cavability simply by being given verbal instructions?’’ This quastion is
asked recursively of each subbehavior icentified until the assumed student
entry behaviors are determined. In the strictest sense, the question
quoted above implies that an individusl must already know how to do
subordinate behaviors before he can learn a higher or superordinate
level behavior., 1Ia an emplricsl sense, tha question implies that sub-
ordinate skills will facilitate or transfer positively to the learning
of sunerordinate skills.

Although Gagné's hierarchical task analysis has received consider-
able empirical support in a number of studies using mathemstical materials

(Gagné,<1962; Gag1é and Paradise, 1961} Gagné,'ﬂnjoi. Garatens, and
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Parvadise, 1962), some instructional designars h;ve atteumpred to used
Gagné’a procedure to analyze tasks in which subskills are not hierarchi-
cally related. The inappropriate use of this procedure has led to the
erroneous conclusion that certain subskills of a 3i§an task nmust be learned
before other subskills can be taught. The aubgkills for many tasks are not
intardependantly related, and thejlublkllls for other tasks have informa-
ticn proceesing interdependent rslationships rather than hierarchical

relati mships.

Information Proceesing Approach

If the terminal behavioral of a task requires an individual to
perform a set of subskille which have an information processing relation-
shlp, then the task may be thought of as an information processing task
or proceéure. An information processing procedure may be defined as ome
which requires one or more inpute frxom a given domain and produces onc or
moere outpute having a spgcified relationship to the inputs (Kauth, i96R).
This definition smplies that the subskills or operations of a task have
ar information processing relationship 1€, and only 1f, ths rasulx or
outputs of vne operation are required as part of the inputs for a succeed-
ing operation. This ‘‘output-input’’ relationship of an information
processing procedure is doﬁonltratod in Figure 1. Tﬁo output of the -
summing operation becomes the input for the succeeding division operation.
Oliviously, the sequence for performing the operations of such a task
bacomes very crucial,. It,would_bo impossible to perform correctly certain
oterations of tﬁc procedura until the results or outputs of previous

operations had been obtained,
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5
An information processing task may be thought of as éither en

algorithmic procedure or a heyristic procéduu. An slgorithmic procedure

consista of a set of operations which are gusianteed to produce the
" terminal behavior, while a heuristic proceduze is made up of ¢‘yules of

thunb’® which generally will lead to a solution but do not guarantec the
~ attainaent of the termiual behavior.

The subskills rsquired to perform an informstion proc‘iping
task may be determined by analyzing how a man goes ebout performing the
task., If the fuk requires physical activity, an observation of the un _
actually performing the task should be conducted. If the tuk,gatull' '
‘ cognitive operations, it may be necessary to use & technique such as that
" described by Feldman (1963) where a man is asked to ‘‘think aloud'’ while
perforaing the task. Detailed notes may be udo concerning the inforaation
or objects being opersted upon, the specific operations being plr!orl(d.'
tha results of sach operation, and all decis‘on points oncmurgd. The
purpose of this analysis ;c not to determine how a naive or untrained ‘
person would approach the given task, but to determine ths most efficient
and effective procedure for performing the ctask. Therefore, the man who ‘
is observed and asked to *fthink aloud’’ ghould bs an expert, or in
Gilbert’s terms, a ‘‘master’’ at the task {(Gilbert, 1962).
The informat.on obtained during the observation may be used to

" outline the information processing procedure. The stepe of the procedure
" should be specified in a precisy and unambiguous manner, and each step
should be steted in terms of a procesa or opohtton to be performed, A flow~
~chart of the procedurs should be drawvn vhich shows the sequence for per-
. forming the operetions, the docinlo\; point branches, sad any required

11
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iterative loops. The validity of the flowchart an{‘corresponding procedure
may be determined by stepping through each operation of the flowchart by
hand, using geveral different initial inputs. Care should be tsken to
verify that the necessary inputs are available for each successive operaticii.
These inputs may be available aither from initial inputs ox froa the
outputs frum previous operations. Decision point branches should be
checked to make sure they provide for ;11 possible contingencies.

Figure 2 1s a flowchart of an information processing procedure
for reconciling a bank statement. This particular task is usually taught
in a high school general business course and reruires the performance of
both physical and cognitive operations. An exam’nation of the flowchart
will reveal that the output or results from earlier operations are
used as inputs for succeeding operations. However, tlese steps are not
hierarchically ;elated. gince a person could learn how to do later steps
without knowing how to perform earlier steps. The flowchart also depicts
the fact that certain successive operations in the procedure may not have
information processing interdependencies. For exanple, the operations
labeled 4, S, And 6 are not interdependent and may be performed in any
order. However, the independent output of each of these operations is
required as part of the input for the performance of oparation number 7.

The size of the steps or complexity of the operations specified
in the flowchart may be sonewhat arbitrary. The appropriate degree of
complexity for each operat;bn is dependent upon the processing capabilities
of the target population which must perform the operation. A determination

of the optimal complexity for the operations which will be executed by

12
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4 given population of subjects is an empirical ptoblém. In the context
of the mathetics apprrach, Gilbert (1962) has suggested that the indi-
vidual operants should be combined into the laréeat behavioral unit that
a student can reasonably perform. An overestimaiion of the ‘‘operant
span®’ will be discovered in an empirical tryout aad can be easily
rectified. However, an underestimation would not lead to any errors and
therefore would be very difficult to discover. If an empirical tryout
reveals that students are unable to perform a certain operation of the
procedure, that operation may be further analyzed into its suboperations.
For example, if subjects were unable tn perform the fourth operation of
‘‘arra. _ing checks in numerical order,’® a subprocedure for performing a
numerical sort could be specified.

For many complex tasks, there may be more than one information .
processing prccedure for performing the terminal behavior. If this is the
case, a comparatfve evaluation of the procedures should be made. The
length of time and number of operations required to perform the different
procedures given geveral initial inputs should be compared. The pro-
cedures could also be evaluated in terms of Bruner’s (1966) concepts of
evconomy and power. He suggests that econoay is a function of the sequence
of presentation where one procedure may require storage of information,
while another may require a more pay-as-you-go type of information pro-
cesaing. In terms of power, ona procedure may more enable a student to

generate new hypotheses and'combinationa than some other procedure.
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A Gonparison of Task Analysis Techniques

When any new approach is nrasented for attacking an old problem,
the first question posed by critics 1iss *‘What 1s the difference between
this new approach and elready existing techniques?’’ Obviously, many
of the ideas embodied in a new approach will be very similar to ideas
used in other apprnaches to the same problem. The hierarchical task
analysis procedure (Gagné, 1962) and the information processing analysis
both reveal a structure of skills or operacions having an ordered
relationship to each other. However, the nature of this ordered
relationship 1s considerably different. Two skills or operations have
a hierarchical relationship if the learning of one skill is prerequisite
to the learning of the other skill. In contrast, two skills or operations
have an information processing relationship if the outputs of one opera-
tion are required as part of the inputs for another operation. Thus,
for hierarchically related skills the learning sequence is important,
while for information prozessing related vkills the performance sequence
ig critical, The use of a hierarchical task analysis procedure to analyze
a task which has information processing relatfonships can lead to errone-
ous conclusions concerning the relationships between certain opeXations.
For example, one student attempted to conduct a hierarchical analysis of
the objective ¢‘the student will be able to apply the rule: Work = Force
% Distance’’ and concluded that the capabilities of measuring distance and
force were hierarchically related to the application of the rule. However,
such a concluuion.van erroneous since a student can leam how to apply the

rule without flist learning how to measure distance and force. On the
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other hand, the measurement of distance and force do have an information
processing relationship to the application of the rule since the rule
cannot be correctly applied unless the inpuis of distance and force are
available, In another case, a hierairchical analysis of the terminal
objective ¢f*Each student will produce and document a programmed course
of instruction®’ was ccnducted. From the resulting block diagram,
one would be led to conclude that before a student could learn how to
conduct a sumeative =valuation he would have to be able to write a
programmed text. It is obvious that the summative evaluation of a text
cannot be performed until the text is written (an information procassing
relationship), but the person performing the summative evaluation does
not peed to know how to write the text being evaluated.

The point of this differentiation between ordered relationships
secems to be that neither hierarchical nor information processing analysis
is sufficient or applicable for all types of tasks. If in performing
a given task, the outputs of one operation are raquired as inputs for a
succeeding operation, then an information processing analysis would be
appropriate. On the other hand, a hierarchical analysis would be con-
ducted when one subskill of a task must be learned before another subskill
can be learned. If the subskllls of a task are not interdependent, then
neither the hierarchical nor the information processing analysis would be
appropriate. However, one of the major purposes for conducting a task
analysis is to discover the nature of the subskill relationships. Therefore,
an instructional designer should analyze a given task using both techniques

in order to discover if either type of relationship exists. Some tasks,

ERIC | 18
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especially mathematical tasks, may have both types of relationship, For
example, the task of *‘simplifying an equation by adding and subtracting
terms to both sides,’’ described and analyzed by Gagné and Paradise (1961),
not only has a hierarchical structure, but is performed by using an algo-
rithmic information processing procedure. By conducting both types of
enalysis, an instructional designer will obtain a broader understanding

of the actual nature of a given task and its subskill relatiomnships.

Information Processing Procedures and Chains

On the surface it may appear that an informatiom processing pro-
cedure is just a fancy title given to a behavioral chain., However, the
following discussion will attempt to show that it ig profitable to dis-
tinguish between the two termsa.

A common referent for the comcept ¢‘chain’’ is a series of inter-
locking links. However, the word ¢‘chain’’ has been extended by analogy
to refer to the psychological phenomena of a series of ‘‘linked’’ behav-
iors. Mechner (1967, p.87) defines a behavioral chain as ‘‘...a sequence
of responses where each response creates the stimulus for the next response,’’
A slightly diﬁferent definition is given by Gilbert (1962, p.10): ‘A
behavior»chain is a sequenée of stimuli, responses, and reinforcers in
which the reinforcer for one response is also the stimulus for the next
response.’’ These definitions were originally used to describe the phenoca-
snon of an animal going through a geries of conplexlbehaviou before being
rginforced with & food'pellet. _Gilbort‘(l962) cites thQ -xanvl; of a rat
pulling a 1aﬁp cord to tufn on 8 1i§ht. theh pressing a lever to souad &

buz:er;'and then going to the food pan to receive & pellat. However, humans

17
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also execute many series of linked behaviors. Reciting the alphabet,
tying a shoe lace, writing a name, and reciting a poeu are only a few
examples of behavioral chains used by humans.

Machner (1965, 1967) also classifies the following behaviors as
chains: (1) conducting a qualitative chemical analysis, (2) trouble-
shooting, and (3) solving a mathematical problem. However, these examples
are considerably more complex than the examples cited above. Thesée com-
plex behaviors listed by Mechner have several additional characteristics not
covered in the definition of a chain. Because of these additional charac-
teristics, these behaviors would more properly be classified as information
processing procedures. Although a behavioral chain and an information
processing procedure both involve a series of behaviors or operations, the
nature of the link or relationship between consecutive operations is con-
siderably different. The link of a chain is formed by the response to one
stimulus serving as a stimulus for the next response. However, the links
in an information processing procedure have the additional characteristic
of the output of one operation or response serving ag an input to the next
operation. In the former case, a discriminative stimuius serves as the
occasion for the next response, while in the latter case the output of
a previous operation not only serves as a cue for the next operation, but
it is also used as input data for the succeedirg operation.

A further distinction between chains and information processing
procedures can be &erivnd from the basic difference described above.
81ncavtb; response to one stimulis marely servas as the occasion or stim-
ulus for the next respomse in a chain, it logically follows that the final

response to any given chain will always bte invarisat. In contrast, the

ERIC — 18
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final output of ¢~ information processing procedure is dependent uéon
the given initial inputs, From this distinction it élso follows that
information processing procedures may have decision po;nts ;ith corres-.
ponding hranches and/or loops, while chains will always be linear.

Ihere is another tyse of procedure which is a hybrid of the infor-
mation procéssing procedure and the chain. This hybrid procedure is
analogous to a computer gubroutine that does not have any input parameters.
Without any variable inputs, such a procedure will be linear and will always
produce the same output. However, the outputs of early operations may
serve as inputs to succeeding operations. In contrast, an information
processing procedure is analogous to a computer subroutine with variable

input parameters.

Learning Sequence

One of the purposes for conducting an analysis at the ‘‘task level’’
ig to determine the most effective sequence for learning the subskills or
opefationa required to perform the terminal task. It cannot be assumed
witHOutfﬂupporting etpirical evidence or logical argument that the most
appropéiate eequence for performing a series of operations is also the
most appropriat; sequence for learning the operations. However, Stolurow
(1962) hypothesised that sequential arrangements may be found to make a
diff’tancp‘;n students’ cognitive structure and thereby affect their
behavior. Since an information processing task must be performed in a
certain ordef, the instructional sequence used to teach the task should

facixltatc the ptudont-’ efforts to organize and structure an efficient

ltrafegy for performing the task. Therafore, an effective instructional

13
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sequence would be one which clearly showed the output-input relationships
between successive operations. These relationships would be clarified
by using a sequence which corresponded to the order for performing the
operations. This assertion was put to an empirical test in a study by
Olivier (1971). In this study the relationship between posttest perform-
ance and the degree of conformity to an information processing sequence
was investigated. An imaginary science was used as the learning task.
A sequence-conformity index was developed to quantify Qarious degrees of
nonconformity to the information processing sequence for performing the
task, The index had values ranging from zero to unity. A value of
1.00 was assigned for learning the operations in the proposed sequence,
and a value of 0.00 was assigned for learning the operations in a com-
pletely reversed order. Intermediate values were assigned for various
degrees of nonconformity to the information processing sequence.

The results showed that posttest performance decreased as the
degree of conformity to the information processing sequence decreased
from 1.00 to .25. However, posttest performance increased again when
the sequence was completely reversed (index value of 0.00). §5 with an
index of 1.00 performed aignificantly higher on the posttest
(t(47) = 2,72, p <.01) than §3 with an index of .25. These results
only partially support the assertion that the operations of an infor-
mation processing task should be taught in tbe same Sequence in which
they should be performed. Additional studies shonld be conducted to
determine if Olivier’s findings would be replicated using different

information processing tasks.

20
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The effectiveness of the completaly reversed sequence leads to
the hypothesis that the retrogression gequence suggested by Gilbert
(1962) to establish chains might also be effective for teaching an
information processing procedure. Other methods for showing the
output-input relationships betwean successive operations of an infor-
matién processing task, such as Ausubel’s ¢‘advanced organizers’’
(Ausubel, 1968) and Gil ert’s ®‘Domain Theory’’ (Gilbert, 1962) should

also be investigated.

Summary

Several concepts and techniques used to design computer simulations
of human performance were used in developing an information processing
approach to task analysis. This new approach was compared and contrasted
with Gagné’l hierarchical task analysis model. Neither hierarchical nor
information processing analysi® would be sufficien. for all types of
tasks. A hiererchical enalysis would be appropriate where lewer ordered
skills geunerate positive transfer td higher level skills, while an infor-
mation processing analysidé would be utillzed where the output of one task

subskill or operation is required as inpu: for a succeeding operation.
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