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Summary

An initial effort is made to investigate sosial aspects of the
classroon within a mathematical framework called generzl systen theory.
The objective of the study is to seh the stage for 2 theory of
social behavior in the large which, when verified, may be employed
to guide computer simuiations of detailed social situations.

A model of a goal-seeking and learning individual, called a
P-model, is constructed at which point the interconnsction of
several such P-models, called an n-group, is formalized. The notion
of an n-group nay represent teacher-~class interaction.

Analogously to other system-theoretic developments, the dynamic
behavior of n-groups is investigated. In particular, the stabiliiy
and controllability of mutually rewarding behavior in such groups
are the objects of discussion. Further, the notion of "status"
within an n~group is formalized and change in status is related to
the learning capabilities of group members. Illustrative examples
are given for each of these investigations in order to provide
intuitive appeal to the formalism.

The results of the investigation include theorems which state
necessary and/or sufficient conditions for stability and controllability
of n-groups, Though the conditions are somswhat restrictive, the
framework for relating them to the aforementioned aspects of dynamic
behavior is established. VAithin this framework, the investigation
may be extended in several directions and these recommendatiouns
for further action are indicated in the appropriate sections of
the report.



Introduction and analysis

The study of the social aspects of classroom ozgenization
may be broadly characterized as the study of interaction among
learning and goal-seeklnc individuals. Such a viewpoint forms the
conceptual basis of this report.

Due to the difficulties presented by experimental investigations
of social behavior, it may be useful to establish simulations or
models of such behavior, either via mathematics or on a computer.
Computer simulations of social behavior have been developed by
the Gullahorns (11) who, however, state that verification of such
& model is not feasible. This difficulty with verification is
epparently due to the very large number of computer runs that
it would entail in order to reliably generalize the resulis. On
the other hand, mathematical models inherently deal in such
generalities and so would apparently present less difficulty in
this regard with respect to verification. Once verified, a
mathematical theory of social behavior provides a sound and
rigorous foundation on which to build computer simulations of more
detailed situations. In addition, sone of the results derived
from such a theory may provide 1n31gnt and point to new directions
for experimentation.

Mathematical models of social behavior were suggested by
Simon (12) more then a decade ago. Those models were "numerical"
in the sense that they employed differential equations. Recently
nonnumerical formalisms such as the algebraic models of Fararo (55
have been developed and used to investigate ths notion of status
in groups. The theory presented in this report is essentially
nonnumerical and is employed largsiy to study the dynamic behavior
of groups.

' The following section of the report displays several examples
.of classroom behavior which serve as interpretations of later

mathematical results. In sections B ard C, the person-riodel and

model of group interaction are developed w1th1n the framework

of & mathematical system theory. The remaining sections congider

several pertinent aspects of group behavior including its dynamic

characteristics, where the latter development parallels that

of othecr developments of system theory such as linear systenm

theory.
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A. Social asvects of classroom orsanization - examwles.

The sztudy of social behavior on & mathematical basis, whether
in the classroon or elsewhere, requires that rigor is pursued at
several different conceptual levels. At .the brozadest level, the
effects of interaction among individual persons with different
psychologicel characteristics is considered (this is the level at
which "so¢ilological results" are obtained). Hut prior to study
at that "interaction-levell, one must first formelize (i.e., make
rigorous) what ic meant by "psycholozical characteristics.” Such
a formelization may be said to constitute the "psychological-
level' of study. If we wished, we could proceed on to a next
level, perhaps called the Yphysiological-level', and so forth.
Rather, this study begins at the psychological-level with an eye
toward application of that formelism at the interaction-level.,

The choice of the formalism at the psychological-lsvel,
herein-after referred to as the "person-model" or siwply P, was

‘influenced by the efforts of Homans (1,2), ¥iller, Pribram and

Galanter (3), XKelly (&) and Fararo (5).

In particular, since Homans' more recent book considered
certain aspects of elementary psychological behavior in a gocial
context, it is these aspects which are explicitly represented in
the person-model. Such aspects include the notions of reward,

punishment (or withdrawal of reward), expectation, and decision-

maldng behavior. In addition, notions such as change in expectation,
perception of ' justice,' perception of "status," and change in
perception may be incorporated into a more ceuplete person-inodel,

To iliustrate how Homans (2) employs the above notions,
consider five of his typical propositions regarding social tehavior
(i.e., his propositions of behavior are at ths interaction level;
we will develop notions of interaction level behavior later):

(1) +the more valuable (i.ec., rewarding) to a man a
urdit of activity (e.g., response) another gives
him, the more often he will emit activity rewarded
by the activity of the other.

(2) a man in an exchange relation (i.e., in interaction)
with another will expect that the rewards of each man
be proporiional to his costs. If this distributive
justice fails, anger and/or guilt arises.

(3) 4if in the past the occurrence of 2 particular stimilus-
situation has been the occasion on vwhich a man's
activity has been rewarded, then the more similar
the present stimulus situation is to the past one, the

2
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rore likely he is to emit the activity, or sonme
sinmilar activity now.

. (%) the more often within 2 given period of time a pan's
" activity rewards the activity of another, the more
often the other will emit the activity.

(5) withdrawal or holding back of a reward is a punishment.

In addition, Xelly's work seems to imply another propositioni
(6) it is rewarding to receive an activity which is
expected in the light of previously emitted
activities.

These propositions may be used to provide insight into several
forms of classroom behavior. -

With regard to the notion of status, we may consider a typical
classroom situation. Studies indicate that status is essentially
an unlmown concept to first througzh about fifth graders. It does,
hovever, become evident during about the sixth grade that what
people think of a child matters to the child. We shall consider
the simple premise that to the averaze person it is rewarding to
him if his stetus is increased, and costly if it is decreased.

With this simpls premise, we can gain insight into the role
status can play in the classroom if we note that an instructor
can manipulate the status of students and thersby control their
behavior.

For example, suppose an instructor desired to limit the inter-
ruptions during his lectures. He may believe that questions asked
during class slow dowm the prozress of the class. It often happens
that a question is relevant to cne or two students, while the
others already know the answer. In this case lecture time is taken
to teach only a few.

If a student were to ask a question, and he were made to look
foolish (i.e., incurred a decrszse in status) for asking this question,
~ then the punishment" version of Homan's proposition (4) predicis

that he will be less likely to ask rmestions in the future. For
example, student A may politely ask the instructor a [.sstion during
the lecture to which the instructor replies, "Cbvicusly ir. 4, you
haven't been keepinz up with the oulside reading. I you will please
road the assigned material, we won't have to waste the rest of the
¢lass's time, vhile I bring you up to date on the things you should
be learning out of class.” Without answering the question, the
instructor then returns to his planned lecture. Student A incurred
a2 cost to ask this gquestion. Even though the other students may
not nave kriowm the answer to the question either, student A has lost
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some status in tho exchange with the instructer. The instruchtor in
this example has manipulated the stalus of one of his students to
disconrage questions during the lecture.

This emnpla is considered again later in this reporu , but in
a wuch more I‘l”Ol‘O‘.lS context,

Consider a second example of the application of prcposn.t:l ons
(1) - (6) to the classroom sitvation, with particular rezard to
the evaluation of teaching performance. That is, the opinion of
the evaluator (e..,., principal or department chairr: 1an) may be
shaded by any of the following:

1. The opinions of other teachers

2. 'The like or dislike which the students show toward the
teacher .

3. The parentd opinion of the teacher

L, The behavior and interest displayed in faculty meetinzs

5. The teacheis willingzness to.give time 4o extra~curricular
activities connected with the 'school.

Since 2 teacher may be aware that he is evalvated and rovarded
on the above criteria, then Howmans propositions (1), (3) and (4)
predict that these aspects may be of overriding significance to the
teacher. In that case, his teaching efficiency may suffer. For
example, it may be that, in certain teaching situations, the teacher
has to require an unusually laxge amount of hard work from the
students, This may even ::.*equ’lrc the teacher placinz the students
in a stress situation. When these sitvations occur, the students!
opinions of the teacher will likely worsen. This wmay in turn cause

.parenl opinion and colleazgue opinion to suffer. If the students,

parents, and other teachera comvlain to the principal or department
chairman abecut this teacher, then his opinion of this teacher moy
well be reduced. Therefore, in cases where striel academic dis~
cipline is required, the teacher may be in a dilerma. If he does
the best thing for the students, he harms himself; if he does the
best thing for himself, his students may suffer.

This conflict between teacher and student behavior may resuli
in a "non-cohesive" class-teacher relationship which is the subject
of a theorem later in this report.

Finally, consider a situation where the presentation of know-
ledge to a class alters the socigl position of certain class members.
That is, suppose that a boy impresses his friends with his ability
to win female compenionship. It is Homans! conjecture that such a

L:’.



group member, if he offers his rare and valuable skill in exchange
for other activities, will obtain "staitus" in the group, where this
status is considered rewarding by the skill-holder, For exompls,
the boy's friends may do him favors in return for introduciions to
his girl-friends. If now information rezarding this skill is
presented to 211 other group members in such a way as to teach then
the siill (porhaps via a "dating® course), then that sikdll is
obviously no longer rare in which case the status of the original
skill-holder decreases in perhaps a dramatic fashion (depending
upon what other rare and valuable skille he may possess). This
decrease in ‘status constitutes a withdrawel of reward, which Homans
indicates is usually accompanied by anger. Thus, the distribution
of knowledge in the group created some unrest in the group in
addition to the beneficial effects of educating the group members
with respect to a particular skill.

. The above exanp’ e will be formalized later and - theorem dis-
playing the reduction of status will be derived.

B, Develovment of a person-model

" Apparently, the aforementioned psychological notions such as
reward, punishment, etc. are directly pertinent to Homans-type
social behavior, and so they are taken as a mininal sot of nolions
to be ‘explicitly reprosented in the person-model. The structure of
the person-model P is such that each of the periinent notions is
related to a Ysubsystem" and these subsystens are interconnected
in a logical mamnsr. In addition to the influence of other authors
from a psychological standpoint, the structure of P was also
affected by mathematical considerations. For example, the author's
experience has teen such that in order to achieve an elegant presenta-
tion (roughly, "elegance® is synonymous with "as few symbols as
possible,” and is desirable for clarity and efficiency), no feod~
back structures should be incorporated gxmlicitly into P (6), It
should be emphasized that feedback is implicit in soms of the sub-
systens of P and so its effect is present. However, the structure
itself is Yhidden.%

The block diagram below shows the basic structure of P,

G
=0

—_— E —=
o

Fig. 1 P-iodel Block Diagram

v
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Consider the marmer in which each ¢f tho subsystems relates to
one or more pertinsnt psychologleal notionsy

fa) the system O (a subsystem is also & systom) represents
the internal activity of genernting candidates for actual response
to an input "event,” whore such an "event! may be spoken word
or sentence or psrhaps a visuzl stimulus. The seot of responses is
usvally limited in real life situations to responses that are
appropriate to ths event, either socially or otherwlse. For example,
a possible response to the statement ¥thank you! is another state-
ment such as Yyoulre wolcome.! It 1s quite unlikely houwever that
one would respond to "thank you! by flapping ono's arms like a
bird while &t the same time yodeling and stomping one's feet.

(b) the system G reprasents the reward-szooking (and
punishmonteavoiding) activity of P. This activity is assumed to
place the curront input event (l.es, current context) in association
with each response gonerated by O so as, in essence, to complete the
following statements ¥given the current inpul event, if I were to
exhibit this respense, thon I would like (not like) to recsive in
return an input evont sccording to the following ordering of such
events o Thus, G cssoclates two orderings with
the current input event and gach candidate for responsse OUne of
these ordorings is associated with reward-seoking and so places
one dnput event above another if the formoer elewent is parceived
as more rewarding than the latteor. Ths other ordering places ono
input event above another if the former elemenl is seen as more
punishing, or more to be avoided, thon the latter. It may appear
that each of these orderings is the invorse of the other; however,
the notions of Yroward" aand M"punishment! are ill-defined hero and
so prevent a proof of such a hypothesis.

Note again that G assoclatos two orderings te each
eandidate for rosponse. Thus, for four candidates for response,
"the output of G displays elght c¢rderings.

{c) the system E represenis the forescesting or predictive
activity of P bused upon "exporience.” As in G, tho input evont
is assoclated with gach generated rosponse, but in this case the
essence of operation is to complete the statoment; Ygiven the
current input ovent, if I viere to exhibit this response, thon I
expsch to observe in return an input eveat according to the
following (subjective) probabilities on the imput events st
The system E assoclates to the current input event and eacli candidate
for responca a list contalning the input events and tho probability
of oceurrence of each elements So for the sgt of responses from
0, E produces ons such list for each response.

o 9
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2 of the ways thal "learaing" may occur is via a change in
expectation, either in the event itself or in its probability
mubers Such a change may come about throuzh "expsrisnce (i.e.,
observing and assimilating the "world's" reaction to one's responses
over a period of .time). On this basis, the system L is postulated.

(d) the system L represents the activity of chanzing expecta~
tions based upon the history of the input events (and memory of past
Tesponses). This capability of P provides for "dynamic" behavior
at the interaction-level as will be indicated later.

(e) the system D represents the decision-making activity of
P. That is, D employs the current input event, the gensrated
responses, the rewards (punishments) that are being sought (avoided),
and the likelihood of receiving such rewards and punishments, so as
to select one of the generated responses. For example, given the
aforenmentioned information, D may sslect the respounse which provides
the most desirable reward that has an associated high probability
of occurrences Such behavior on an econonic basis may be character~
ized as maximizing expected utility. -

The discussion to this point has been largely intuitive so
as to give the reader a "feeling" for the structure and behavior
of P, Let us now consider the formalization of P in wathematical
termsy using Windeknecht's development of system theory (7). (See app,

A person-model P is an ordered septuple (I, R, O, G, L, E,
D) where; '

(1) I and R are sets representing sets of input events and
responses, respectively., (Strictly speaking, we should differ-
" entiate between the events and responses themselves versus their
representation within P, However, that will be left as a refinement
for a later model.)

(1i) Ot I - (m i : such that for all
x€H0 and all neN, 0(x)(n)= o(x(n))  where o1 I —>Tps

Here, the function o represents the activity of gensrating
candidate responses for a given inpul event.

|
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N N
(112) Gt (T *mn, ) => (m * o )
R R*"I*I R*nI*I

such that for a1l x € G and 211 nel,

G(x)(n) = (2(x(n)), E(x(n))) where

gt I ok ==> and
R R ¥Tr o1

gt I*Trt?b >~TR*”I*I

The function g ropresonts the cctivity of associating a
Yreward'~ordering of I with each candidate for response. Thus,
the above expression for g is to be interpreted such that the
elements of R which appsar in the argmnent of g also appeae in
the resulit fiom applicoiion of g, and further that each subset

of I #-I which results from an application of g satisfies tbe
axioms of a partial. ordering relation.

Similar remarks may be made for the function g.
(iv) Lyt IV > @ such that for ell n€N and
611 xedL, o (2) L, (x)(0) = |
(a1) L, (x)(n + 1) = (x(x), Lq(x)(n) )

where Q is & set and
)\l I * Q - Qo

Here, Q represents cthe sot of Vmemory-states? reflecting the
past experience of P, especlelly regording expscted rewards versus
actual input events. This exporience will be enployed to affect
the expectation of Ps The function X represents the activity of
changing the nemory-state on account of the current input event

" (L.6., the current input eveni may represent a reward or punishmsnt
for e provious response, and this reward or punishment may have
been expectcd or qulte tmexpoc’oed). The monory-.;tate q represem..

yyyyy

Thereior
L= U L
' qeQ ¢
. .
(v) Bs (T*Q=xn ) —-> (7 )" such that
R R \’ﬁ-n'I I .

for a1l x € FE and a1 n €N, E(x)(n) = e(x(n)) where

et I % Q% M, =
R R=«1'r1,,‘1

end 1 reprasents the closed interval cn the real line, [ 0,17,
8
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The function e ropresents the activity of assoclating a

probability of occurrence to each element of I, given a candidate

for response from R and a current input event and a specified
state of knowledges The result from e is to be interpreted sas

a set containing several subsets of I * T, one for each candi~
date ;esponse, where each such subset of I * T is a function from
Ito .

(vi) - D = D! + M whers
)N

ul *T * T —_
* T -
I=x*1

(a) D' 3 (T xm_ =
R R*'”I*I R*'”I*I

R

(™2 sR) s (z#p)) SUch that for all xEED! and &1l nel,
D1 (x)(n) = d*(x(n)) where

dt ¢+ I x T & *T0 * T 0 —
R R*nI*I R*nI*I R*nI*'f

"(T*R) * (I%R)

(b) M a(m )N - RN such that for &1l x€.EM

C*R)x{I=*R)

ma'nd 211 n€ N, M(x)(n) = nl{x(n)) ﬁhere MY T L R) s (T+R) > R

The functions d' and m represent the decision making activity
of P insofar as P ewploys the outputs of the subsystems O, G and E
to select a response. As shosm, the subset of (I *# R) * (I * R)
which results from df is assumed to satisfy the axioms of a simgle
ordering relation with respect to Rs Thus;.d' produces an orderinz
of responses (and the most desirable reward associsted with each
response by g or most undesirable punishment associated via ¥), whers
this ordering is obtained vis the sitratezy of P (e.g., ordering via
expected utility). That is, en element in I * R is above another

-element in I * R if the response in the former pair is perceived

as more goal-achieving (is.es, more reward-achieving or punishmente
avoiding% than the response in the latter pair, Then, the functicn
n represents the selechtlon of the greatest pair in the erdering and
produces the response contained within that pair. -

The interconnection of the subsystems may be formalized as follo-wss
P=( ( (0#6)//C ( 0//L)#E) [/ O)#D)

The expresslon on the right-hand side of the Mequals' sign
represents the block diagram interconnection for the person-model
as shovn previously. This expression, deroted by P, is the mathe-
matical representetion of the person-models Note that this repre-
sentation incorporates the notions ¢ stimlus, response, reward,
punishment, expectation, decision-making strategy, end "learning!
(vhere the last notien is limited to a chenue in expectation).

An example of person-model behavior will be given in the latter
part of this sections P, @z a relstion, may be characterized by
the following conditions or the oercdercd pairs of time functions;

12



for all x€ v and all y& g and 211 q € Q and all E K,

(x,y)€ (P)(q ) if and only if (1) xe ™

(11) (Iwe @) (Yned) @(0) = q_ and
win + 1) =2 (x(n), w(n))) and (iii) for 211 n€ N, y(0) = v, and
y(n+ 1) = n(d' (x(n),o(x(n)),g(x(n),o(x(n))),2(x(n),o(: (n))) e(x(n),
o(x(n)),w(n)))).

Let y(n + 9 = £(x(n),w(n)) vhere £: I+ Q —> R as in condition
(iii) above.

Since we wish the model to apply for a__l initial statles , £Q

€R, let P = P .
and all. initial outputs MR le (q v, YeqQ R ( )(qo'yo)
Technically, the systems O, G, E, D! and it are static systems
with transfer functions as specii‘ied.. Thus, the capacity for
learning resides mei+ly within system L.

The model P represents one out of many possible structures for
simdating the bechavior of a person. P does not necessarily represent
the manner in which Ythinking' oceurs. Rather, P represents a logical
s‘Lruc‘l:.'ue whicr\ 'ncornorates ocveru.] sirnif‘"'t cant pwcqolo**ica] notions

[ tiat N

output "*ospomcs iz 1‘L appear 'Lo cxhibit bull...\/'UJ. siudlai to a peison.

Our aim is to study this external bechavior for several person-
models in_interaction (i.e., in groupcs) and then to relate their
external behavior to the jinternal characteristics of each person-
models Tt may ultimately e poq51ble to predict zroup behavior

given the characteristics of each group members

As a means of displaying the operation of the P-model, consider
a formalization of the previous exa,mple concerning manipulation of
status,

With the interconnected subsystems for P as described above, we
may display an exan ple of the operation of a P-model. Consider a
hypothetical course in linear progremming at Georgie Institute of
Technology for wvhich the class is in the middle of the quarter anc -
" hag Jjust completed the chapter on dueli'ty in linear prograwming.
Assune that there are n possible inputs which can be given to the
professor. Thersfore in terms of the model, I = {11, 12, 13 ey i.n}.

Assumo that there are m possible different responses that
the professor can emit such that

R:‘-{ri. rz, es ey rm} .

10




As tne professor is vegimning to start his lecture (at time
zero, sey), coms student asks the following question which is the
input for the moulel at time zero.

Why would one ever apply the dual
s o -simplex algorithm when the primal’
97 -simplex will solve 21l linear pro-
gramming problems?

Note: The above input 1is i__ in the set L.

97

»

Systen 0 04 I = my

Suppose that of all th~ responses to ig?,, the professor thought cnly
the three Ty #53' and Tay to bs appropriate where

The dual simplex algorithm is more -efficient
_ 1in some applicetions when solving an LP problem

44 7 than the primal simplex algorithm. This often
occurs when one must add artificial variables
to the initial tableau. r. Student, if you had
worked homework problem 3 in the last assignment,
you world know the value of the dual simplex
algorithm, '

r

That is a very good question &y, Student. It

is certainly not obvioug but in certain applica-

53~ tions, the dual simplex proves to be more efficient
than the primal simplex. This is often the case
when one wust add artificial veriables to obtain
& starting point for the primal simplex. Excellent
question! Any other questions?

H
|

Obvioﬁsly, Hr, Student, you haven't been keeping
r. = UP with the homework problems. If you will please
82 work the assignnents, I won't have to waste lecture
time bringing you up to date. ‘

Svsten k et I* Q= TR

In practieal situations, the set I may be very large. For
simplicity, this example deals with only those elements of I
for which the subjective probability of cccurrence is greater
than 0,01, Suppcse ' :

5.201 = %The attention of all members of the class and no
guesticns

i1
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i = Ancther quresticn

102
:153 = An oxpression of boredom from some nembers of
the class
iSle = An expression of animosity from some members of
the class

and the conditional probabilities asscciated with the appropriste
eloments of R ave as follous!

Pr { 1201[ i } =075 Pr { :1.102| Ty } = 0.20
Pr{ gy | 2y }=0.00 Pr{igy jry, }=0.00
Pr { 35011 Tyeq } = 0415 Pr { 02 | Teq } = 075
Pr{i53 ir53}=0.09 Pr{:‘i.% |r53}=o.oo
Pr {4, [T, } = 0495 Pr { 102 | Ten } = 0401
Pr { 153 | Tgp } = 0.00 Pr { 13!4_ [ T, } = 3,03

The probabilities for each later inpul event were chosen
arbitraxily, bul it is 1likely that they reflect some similaxily
to reality.

Notice that l5_;:\:.?;: {ik ] rJ.}] = 0,99 j = 14, 53, 82,

This implies that thore may exist later inputs not considered
heres Even though they ere not included, thelr expectation proba-
bllities are so emell thabt we may assume they do not infiuence the
decigion process.

The system E produces at time zero an output of the following
e(197, Ay {rill" Y5y Tg, 1) =
Urgg [(pgp0 0415), (444, 0475), (ig5, 0.09)) 1,

where q, represents tho present set of expectations of the professor,

formt

and vhere for erample the expoctations associated with ryy &ve listed
first, those associzted with r53 are listod socond, etc.

Systen G gt Ix My > @
R R*ﬂI*I

It is convenient to assume that, for Ty and r53, g orders the

elonents of I linearly according to increasing subsecript numbers
vhereas for Tgos 8 produces the inverse ordering. Thus

12
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8ltgpr [ryy T30 Tgp}) =
 Drgye T (ppqs 350900 8hp000 dy0p)0 (png0 15300 {05010 35,0,
(44 g0 :1102),(1102, 153),(102, i%).(iﬁ, 153),(153, 134),(134, 134)} 1,
{zgor { (Ly 134).(:134.' 153),(131,,- 1102>.(134, 1,010
(Rgg0 25q)s (g 390,00 (ggn 350900 (g0 295500 (ygpr 350800 (g0 3559030
{rgge { Gy 3y s == sten
The effect of T will not be specified in ‘this example.

System D Let us assume that the decision process is based upo:. utility
theory (8) whereby a number may be associated with each element of I in
each ordering from g. Assume this number to be 4 if, the element is
highest in the ordering, 3 if it is second highest, etc. Then the
Following decision tree describes the deeision process, neglecting

the effect of E.

101 e i".gg.,dﬁ)wm "expa‘c‘ted

/ 1102 3_.(._.:.?.2;"..L_ utility
Ty — 153 200 is
34 () N— 3.72
h0.15). x*pented
1 4 10z —20:75) utﬂrc,y
o7 T53 — iy ..200.00)
T~u, a0
Fig. 2 ' . 134 ..5‘.(9:.9.12.__ expectod
Decision Tree v 4 153 —3(0) utality
82 —- 1102 200.01)_
\1201 J.95) _ 11.09

Apparently, the most promising candidate for respouse is r 14 for

which the most desirable input event in return is i The second most

201"
promising candidate for response is Tgqe Thus, at time zero,

d (1 7' {ril"'rSB’rBZ } ? g(l 7’{1’ ll"r53’r82} )' e(l 7'q { r u'r53,r82} ))
= {((izoilr ll‘) (5-20101‘ ll‘)) ((120101.1)4)’\ 01'1'53)) ((i 1’1‘ ll‘) (131 lrsz))'
(1 201,1’:3) (1. 01,r53)) ((1201,r53) (iﬂ’rSZ)) ((i%,r R (i}’+’r82))}
where 9, is professor's state of knowledge at time zero. Clearly then,
(@ Qogy = = =y 2Qgpiag [ ryyergprey 1)) = vy

Thus, the professor chcoses to emit response Ty at time instant one.
Meanvhile, 197 also causes the p:qof‘essor to change his state of know-
ledzo from o This change is not exemplified herc.

13
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C. Develoonent of an dnteraction mode),

In order to nodel interaction of person-models so as to sinulate
group behavior, the notion of "interaction' itself need be formalized.
This notion can be represented for ‘two person—models by the following

-~ diagrains

ol
) Fige 3

2=Group Model
Block Diagram

N
I d

. . . 1 2
The above diagram represents interaction between P~ and F
insofar as it is characterirzed by the following properties;

(1) P1 can emit events.to p? and can receive them from Pz,

and similarly for Pz re P1,

(ii) both pl and P2 may receive events from the "enviromment"
and both may emit events to that environment.
A
Thus, property (i) provides for "intra-group activity" while
property (ii) allows for the presence of ’casl’ inpubs from the
environment. The interaction diagram nay be considered from several
points of view by an external observer;

(a) the observer may have access only to the events received
from the gnvironment and those emitted to it,

(b) the observer may see only those events emitted from P1
to P and vice versa,
(e¢) the observer may note the events received from the

environment as well as both the events emitted to the
enviromment, and the events emitted by

Pl o P? and by FZ to P 1,

(d) the observer may have access to the events received frou

e s

the enviromment as well as both the events emitted 1o
the envirvonment and the events received by P1 from Pz

and by p? from Pi.

It is assumed in this model that all events emitted by P1 are

received by Pz, and vice versa. Thus, viewpoints (c) and (d) above
are equivalenl. ,

1



Consider ths formalization of viewpoint (c). Designate
the person-models as P1 and Pz. Therei‘ore. the set of input eveats
to P is called Ii, and the corresponding set for P? is called IZ.

Bat note that, in interaction, P1 may recelve events from two

sources; namely, from the envirommsnt end from P2 Denote this
siltvation by defining 11 = Ii * R2.. That is, the input events

to P1 may now occur in pairs, where the first member of the pailr
4s the environmental input event and the second member of the pair

is an event emitted from P% to JP1 (thus the superseript "2" and
subscript 1), In & similar manner, we.can define = R" * Iz.

2 2
Repeating this procedure, we define R1 = Ri * R;" and Rz = R? * RZ.
It is not assumed that R1 = §2 so. 'r"1 mey emit events® that P2 cannot,

2 1
end vice vorsa. Thus, differonce in skill or intellectusl level is
maintained in the mcdel.
Denote the observation of interaction of Pi and JP’"E from view-

point (c) as PiA P2, Now PiAP2 is a relation, i.e., a sot of
ordered pairs of time functions. The nature of this relation is
as follows,

for 11 x e(I} * 12" and a1 ye (R « B3, and am1
qeat * @ and a1 r€R1 x B2, (x,y)€(P APZ)( o) £
(1) x¢ (11 ¢ IV
| (11) (Jwe (@' » o?) )(u(0) = q and for 11 n € N
win 4 1) = (210 ()3, w () 220, ()55 (), wy(m))))
(131) y(0) =r and y(n + 1) = (fi((xi(n).yi(n)). vy (n)),

fz((:cz(n),jé(n)). wz('n)))), where )\1. Q! and £l refer to Pi, and

2 = i
simQeaxly for P2 end where the notation Ve Xgo Vi Vo0 X, and 2

is as defined in the appendix b. w is called the (q,r)-state-trajectory.

Since we wlsh this reletion to hold for all initial states
q eql « @ ang a1 initial outputs r€ Rl « B?, define

1) 2
(q.r)e (! x %) x (8! « £?) (q,r)



Note that
(a) x; and x, are the time functions of first and second
~ members, rcspectively, from x.
(b) for 211 n € X, w(n) is an ordered pair with first member

i

being the "memory-state! of P~ at time n, and second

9 L2 2 -
memver being the "memory-state" of P” at time n.

It is of interest to glean from the above expression that the
"memory--state” and the emitted response of pl depend upon the event
emitted by PZ , and Vice versas. Put these are two of the relationships
implied by the intuitive statement that "P! and P? ave interacting!,
Therefore, PiA Pz has some intuitive appeal as a representation for
Woroup interaction.! :

We may simplify our formal consideration of PiA P2 by waking
the following definitions of functions associated with Pj‘/\. PZ;

(@) a1 Px1hy« @« @) — o x P sueh that

A (11, 1), (@ a) = O, 90026, o))

Note that A represents the "learning” function of pla P2,
W £ (@1l « @+ B~ B+ 5% sueh that

211, 1), (q o) = (11, @), £, @),

Note that £ represents the "output! function of pla %,

Henceforth, PLA B2 w21 be designated as a Y2-group." The

. as . n
ebove definition can be extended to an "n-oroud!, i.e., PiA P‘?‘A-—-AP s
in a straightforvard mermer.

The formaligzation of Pi AI-"2 (and its extension to pl A P%\ cme PP)
provides a fremework for the formal study of both the static and
dynami.c characteristics of group behavior. That is, the statie
behavior of the model is that behavior which is independent of
time, and so is nat assoclated with a learning capability for any
of the individuals. This sort of behavior approximates the "steady
state" or Yequilibrium® situation for a group. Thus, the conditicns
under which a group may exhibit cohesive (as opposed to clique-ish)
behavicr in equilibriunm may be studied in terms of the characteristics
of the individnals that make up the groups. In the next scetion of
this report, the conditions on the individusl goals and expectations
of each member of a dyad are given such that the dyad be a cohesive

16
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Aruitoxt provided by Eic:

group in steady state. It should be noted that the investigation
of static behavior as given here is related to the Yalgebraizg"
models used by other authors, o

The dynamic characteristics of group behavior are those which
involve time as a dependent variable, and so can be associated with
a learning capability for some or all of the individusl members,
This type of behavior apvroximates the situations in groups where
at least one member is still assimilating information and possibly
modifying his behavior accordingly. Resuvlts from systems theory
indicate that the most pervasive dynamic characteristic of systems
is that of shability. That is, behavior is stable when it Ysettles
dowm" to some steady state or equilibrium. Later in this report,
necessary conditions on the relationship between the learning:
capabilities of each member of a dyad are given so that the dyad
may settle down into some steady state situation. 4&nother import-
ant characteristic of dynamic systems is the notion of gontrollability.
The behavior of a group may be said to be controllable if the “state"
of the group may be modifizd (e.g., changed from "clique-ish! group
to "cohesive" group) by some sequence of Yexternal' or "environmuental'
inputs. Later in this report, the controllability of n-groups iz
investigated. :

In addition to the study of the static and dynamic characteristics
of group behavior, the formelization of n~groups allows the precise
definitions of such notions as status, justice, power, aud other
notions which are relevant to group behavior, Further, it allous
the derivation of relationships among these notions in a rigorous
manner. For example, it is shown later that certain "control"
inputs Yo a group whose members have learning capabilities can
affect the status of spec¢ific group nembers.

D.  Property of interaction nodel bshaviors echesiveness

PiA Pz represents behavior at the interaction-level, VWhat
sort of behavior at this level is of interost?

Results obtained in general systems theory indicate that the
most pervasive property of systems is that of statilitv. System
behavior may be celled "stable! whenever the behavior is maintained
over a long period of time, or is repetitive over such a period of
tine.,

‘ Since stability is concerned with behavior that is maintained
over a lonz period of time, then, in a social contexti, we may be
most interested in stable behavior that is Ygood" behavior, i.e.,
rewarding behavior. Consider the conditions necessary ard/ox
sufficient for the group behavior to be mutually rewarding, in
which case the group may be said to he "cohesive.



_ For the interaction modcl desisnated © A PZ the conditions
for stable cohesive behavior depend upon trze environment

input events and the leariing processes of P1 and Pz. Initially,
let ns simplify our considerations by assuming that the effects
of the environument input and output events and the learning
processes are neglig 1b1e, in vhich case, stetic behavior is being
investigated.

Mathematically, these aq"umptlom correspond to the require-
ments that +(a) 11 and Iz and Ri and r( are unit sets and (b) 't.hat
Q and C.z are unit sets, rexsooctlvcly. Then, the subsystem transfer
functions in each person model may be simplified in the Lollowing
mannei:

for i € {1,2}and j€ { 1,2}ana 14 3,

(a) o3 RJ —> Ml
. . 3
i 53
(b) g 1 Ry * r“; > mpd ”RJ Y 1) and simil -arly for g.
(¢) A" is a constant function nd may be ignored,

(a) e:.L : Ri*

ﬂR; — ﬂR::_'j' * ﬂRﬁj. s T
(e) (d‘)lzlr’»g #‘nni*ﬂpi . R X | %, B . ., %
4 wF Tpd & pd By »m 3 J
. 3 B B 3 S R
TR « ‘?“3’ "(E‘J S al) % (RJ * Rl)

i
@ L s
The form for fl nay now bo vrrlt.ton as;
for all pe-ﬂ-,fj(p)" ' :
nt((aryi( prot(p), g Cpsot( 0)), T py0 (P )), e (p ,om(P)))).
Hote that Pl is now a static system I-"i‘li«h transfer function fi.
Thus, the previous definition for P 11\ P” nay be simplified to;
for 21l xEI}' % 1'5 and all y € (R% # "Z)N
(x;y)e (P n PP)_ irp
Yo A 24N
(1) {x)= (.L1 * Iz) and
(ii) for 211 n€HN, y(0) = Yo éand

y (1) = (£h, ), By ().

and all T, I-% * R? ,

18
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It is convenient to define an othel function as:;oclateo with Pi,
namely the funcition which relates the input event of P* %o the distinguished
Wooall-input in the ordering produced by (d! )i from that input
event. That is, define 6 1 t Ri -->R§_ such -'i:.hat, for all

p €rd, 61(0) = Lnax ((4)*(p,0M(0),g (0,0 (0)),E (s,
(9 )yt (p,0 (920 1,

Netice "l:.ha'l:. 8 i( p ) is the first element of an ordered pair,
this first element being a later input event from Pj) that is rnost
desired by Pi (according to Pi's decision-nrling strategy), and
the second element being Pl‘s response which is e\:uec;ed to produce
that desirable input event from PJ

In order to formalize the notion of a 'cohesive! situation,
the notion of a “reward—producinrr event! must be made rigorous;
for any p EPJ p is PJ-rewGrd:Ln” to Pl iff fJ( (p))= (51( p)).

Thet is, 'l:.he event p gives rise in p to a most desired later input

to pt , namely & ( p) o If it turns out that the response emitted by
P* to achieve that input event elicits a return response from pJ
(which is itself determined by the goals and expectations of PJ)
which is the same as ( 8> ( p?), then the eventp has given rise to
a reward :_f_(_)_’_." Pt from pJ « (Note the emphasis on g rather than ).

1

Then defirle- for ary y E[()CP APQ) and any n €N, PTAT e

S L S

yi(n') is Pi-rewardlncr to P2 and y, (n') is Pz-reward:.ng to PL.

Finally define; P1A P~ is mutua ]—10 T"ra cohesive iff there

exists an ne ¥ such that for all y e{Q(P A p? ), P1A p? is rutual
revard stable on y from n.

The above definitions formalize the notion of an interaction
~ belween two psrson-models which are "perfectly matched® to each
other. That is, after an "initial adjustment! period, every response
from one person model gives rise to a reward for the other, Such
a 2-group may be called cohesive.

The followinz two theorems indicate the conditions under which
such cohesiveness occurs in Z-groups.

r'):r)
Ly



A more olegant presentoblon of tne Lwo theorems resulis
from ‘cho following dGLll’l_Lth"lS of functi ons associated with
1

P™A l-’
(a) £ R1 % % «-->ré % 53 such that
£lrpat) = (eHen), 2()).
2

(b) 6 fé % Ri --> "21 Rf such th:at
5 (r,r1) = (6%(x), 61(x1)).

Theoren D-1.

. 1 2. v s -
IfF £ * £=§. then P A F° is mutual~reward cohesive (from
tine zero).

Prooft Let £ » £= 5. Then for all re Ry *

Since (Pt $2)c rl « R?, then for every c € O(FLA P?), £ :E‘(c) =8 (c),

Lf, £0f (r) =6 (x),

2
Pic any y€ R (FLAF?) and any n €L, GClearly y(n) € @t 2 )y and

so £+ £(y(n)) =8 (y(n)).

Therefore £(y(n + 1)) (fi(yz(n"'r 1)), :f’?'(yi(n +1)))
(P, (), f2<f1<y2<n>>>>

8(y(n)) = (& (yy (2)), ot (7,(n)))
Thus £ (£ (y, (n))) = & (yi(n)) and

(e, ()} = 81y, ()

So for any yEﬂa(‘ A P? and any ne i, yi(n) is '1-roz arding

it

it

to P% and yz(n) is P> ~rewarding to Pl, In that cose Pil\ P2 is
mutual~revard cohesive on y from zero, for any yve R (P /\I )

A2 . . . )
Then, F"A P® is rutuel revard cohesive (from time zero).

QD

Theorem D-1 states a sufficient condition for obtaiwming

. N . 1, .2 . s
matval~rezrard coheslive behavieor in P A F7. This condition

. . .. 1 2 ;1 2 ..
‘spocifies a pracise relatlonshn.p auneng £, 7, 87 and 8% vhich,
if it holds, guarantees that swtval~-rewarding behavior is achlieved,

8 y 5
In words, the theoren stales that, aiter scmc time n, every input to T

) s i i
from pJ wirdch induces, via ¢, a desired later input to P~ also
i . L 1 . 1
causes P~ to emit a response which, in turn, causes }7 to produce
a reswonse, whepre the lalter response ig precisaly the aforementioned

20




later input wirich P! desired to receive, In ﬂ'he" words, 3f the goals,

ev;puctatlons and decision-making processes of pt erd P2 ave "matchod!

in precisely the manner inalca‘wd, mutusl=revard cohesive behavior

is achieved. Thus, zrouv behavior has been related to the psychological
characteristics of ngbez' of the groupe-

In terms of our second exmnple in section A, theoren D=}
indicates that cohesive behavior between teacher and stvdents may
have occurred if their goals were compatible, That is, imagino a
situation where the students desire to be disginiined in return for
which they ®ill be attentive and work hard, In addition, suppose
that the teacher desires hawrd work from his students and is convinced
that dJ.SClpllne produces this effort. In this case, the student's
goals ere in accord with the teacherfs goals because an input event
to the students which represents discipline from the teacher (who
enits the event in search of harder work from the s udenus) resulls
in the response from the students of M"working harder®. Thus, the
discipline~ovent is Ystudent-rewarding to the teacher". On the other
hand, an input event to the teachor which represents Yhard work'
from the students (vho emit the event in seavch of discipline)
results in the teacher continuing his cl15011.11ne so as to sustain
the Yhard workM. Thus, the "hardwvork" event is "teacher-rewarding
to the students", I these exchanges continue for a long period of
time, this group may be celled wutual-reward cohesive in the sense
of our definition. Generally, bowever, students? goals are pot
likely te include receiving stricl discipline in which case the
goals of the above teacher and his students conflict, thus proventing
cohesive behavior. The latter situation may be formalized by the
contrapositive of theorem D-2,

Theorem D-2, IT PiA P2' is mutual~reward cohesive, then there cexists
an n € N such that

£ -f/@’(Pi )= 6/®(P1AP2)

Proofs Assume P A P2 is mubtual=-reward cones:Lve. Then there exists

an n ¢ N such that f‘or 211 ye€ (/i (P1 Pz), Pi r 2 is mutual=-reward
cohiesive on y from ne. So

(Fnem)(Vy cREW PP))(Vnic 1) (nt2n =>
¥y (nt) is 1-rev~rcinc- to ¥ and
yz(n') is Pz-rexrarwlg to Pi)

thus 1
(FneM)(VyeREMN PP))(V nte L.xns-n i

12 ) = 2y, (1) and

A, = ).
Choose such an ne N, and pidr any eleﬂerl’r re @’(Pij\ PZ) It must be
thet there exists a 7 5‘fP A ‘2) and an n'f ¥ such the t yln +n') = r,

21



Let n+ n' = n and cleariy n" 2 n, Thus,
£ 1) = £ £ly@") = £(£{y("))) = £(£(y, (a"), v, (a"))) =
2el (), Py, () = (£ (R, (=))), 22 )
| (6247, (), 6%z, (n"))

§(y(n")) = 8(r).
So £+ £ /& (PlA Pz)n =5/ & E) Pz)n_

QED

Theorem D-2 states that it is necessary for the goals; expectations

- . i 2 . .
and decision-making processes of P~ and P~ to related in the precise
manney showa in order to ever achieve mutual-reward cohesive bchavior.

Corollary D-i fef /G’(Pil\ ) = 6/6)’(?1!\ p?)
if and only if P1A PZ is motual-reward rohesive (from time wero).

Prooft The proof follows from the proofs of theorems D=1 and D-2,

E. Propertv of interoction wodol behaviers stability

The previous section studicd certain aspeets of the bshavior
of Pil\ Pz where the learning capsbilities of P' and P2 were nsglected.
In this section, we 1ill continue to ignore the effects of inputs
from and outputs to the enviromment, but leb us relax the restristion

on Q1 and Q2 being unit sets, Since Q.‘l and Q,2 may now be sets of
large cerdinality, the individuals P' and F* can exhibit modified
behavior with time and so may appear .to be "learning.

Since the P:’L can now exhibit varied behsvior with time, the
dynzmic charvacteristics of group behavior may be fruitfvlly studicd.
In particular, the propertly of stability may be considered. Freviously,
it was noted that 2 particilar kind of stable bshavior was desirable,
nanmely rwtual-rewarding cohesive behaviors In that case; ne learning
capsbility was present, end conditions were glven such thalt a 2-group
exhibited cohesive behavior for all time beyord some time n. In
the present case vhere learning capabilities are present, cohesive
behavior may be temporarily achieved, but behavior may later becone
non~cohesive due to the acquisition of knowledge (reference, say,
the final example in section A)., Let us consider the somewhat
restricted case where a "learning" 2-group becomss cohesive and
remains so for all time,
1 -2 ,1 2 . . s .
Since Ii, 1, Ri , and R2 are unit sets, the funclions which
characterize the subsystems of the P-models may be siwuplifiod as
shown in appendix c.



The conditions necessary 1o achieve stability to cohesive
behavior can be investigated once we have a rigorous notion of
stability., Consider the following definition,

X 1. -2 i 2
For 811 n€ N and 211 q€Q % Q7 and a1l r€R, * Ry and all

2
yeRE NP s

trajectory v from n iff for all nte N,

n'zn => fw(n“" 1)(fw(r})(y'(n‘))) =0 ,)(Y(n'))

win

Then PiA P2 is cohesive~stable iff there exis’bs en n€ N such that

for a11 q € Q' * Q% and all rER% * Rf and 211 y € A (P4 Pz)(q r) 2
’

(Pi A Pz)(q r) is cohesive-stablc on y and the (g,r)-state~trajectory
’
w Trom n. ’

Note that the notion of cohesive-gtability is based upon
mutually rewarding exchanges. This notion differs from that of
mutuzl-revard cohesion in the previous section bacavse; in this
case, the glats of the P-rodel must be accounted for ducing each
exchange. For exzmple, since vy (n) may not be the same as wj(n +2),

the input which was most desired by PY at time n nay no longer be

so distinguished at time n < 2. The abovo definitlion assumes that
the state of knowledge does not change so approciably as to cause

the latter sitvation to occur.

The following thzorem specifies a sufficiont condition cn the

functions which characterize each of P"l and P2 such that their 2~
group is cohesively stable.

Theorem E-1, If for any p ER% and potc Rf and q € Q1 and q'€ Qz.

s (( Ps p')- (Qp‘l')) =[f1(f2(l3 lq')l >\1( p"q))l

2 01,0, 22 gt
then PiA P?' is cohoesive stable.

Prooft Assume the anbecedent is true. Pick any n'e N, any

g€ Q1 % Qz. any re¢ Ré * R? and any yé€ 0\?(?1/\ Pz)(.q r)’ Designate
' ’

the (q,r)-state-trajectory as w.



So, since y(n!) ¢ R% * Ri and w(nt) er‘ % Q?‘,

8 () (n?)) = 6((yz(n').yi(n’)).(wl(n‘).wz(n’))),
L (2 Gy (") sy (01), 21 Gy, (00D (01D)),
22051 (r, (1), (1)), 32y (1) 33, (1)) ]
£((£H(y, 1)y (01)), £2(y, (1) g3, (01))),

Oy, 1)y, (1)), 22y, (1), (1))
£(£((yy (0') 4y, (1)), Gy (n*) 4w, (n*))),

k((yi(n').yz(n')).(r~r1(n').wz(n‘)))

£(£(y(nt),u(n®)), A Fn),u(nt)))
£(2(y(nr),an?)), wlnt + 1))

(e (o (st )
fw(n, 1) )V (n'))).
Thus (PiA Pz)(q 7) is cchesive-stable on y and the (q,r)-state-
‘-
trajectory w from zero. Since this is true for any nte N,
1 2 1 2 ﬁj =2y 1. .2 . s
q€Q % Q%, r € Rz % RY and y€#(P™p F), then P*A F° is cohesive-

1
stable. QED
The above theorem displays a relaticnship among 61. fi and A~
(i = 1,2) such that, if the relationship holds, it is gueranteed
that the 2-group will exhibit cohesive-stability. MNotice that
this condition bears some resemblance to the condition of theorem D-1,
However, the ahove condition is complicated by the presence of
changing states of knowledee.

The investigation of cohesive behavior for all time, as just
considered, is a relatively simple consideration. In fact, tho
more general case is that in which cohesive behavior occurs cver
some intervals of time and does not occur at other times. The
investigation of such Ycycles of behavior, which are more character-
istic of real~life situations, appecars to be & quite fruitful area
for future study., For example, it may be possible to display those

. X i R X
relationships among the subsystems of each of the P~ which rasult in
relatively lengthy intervals of cohigsive group behavior.

Another useful refinement of the above development would involve
extending the notion of cohesive-~stability beyond a "next-input!
operation so as to allow a longer lapse of time between response and
revard,
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Fo Property of _interaction-modeld behaviori controllability

The previous section considered the conditions which were
conducive to cohesive-stable behavior. It was pointed out that, in
re2l=life situations, cohesive behavior is usually not maintained
for very long periods of time. In this section, we begin to consider
the possibility of exerting external in{luence on the group in order,
for exsmple, to achieve or maintain cohesive group behavior. Clearly,
since we are concerned with external influence, we need relax the .

constraint of Ii and I2 being unit sels as mzde in the previous section,

2 ,
External influence, via inputs from the sets Ii and IS, obviously
affects the responses from P1 and Pz. A more significant effect of

external inputs is to modify the state of knowledge of Pi. Such a
change can in turn affect the cholce of response for a given input
event, Thus, a change in state of knowledge mzay be employed for
responze~contrel, Such influence appears to characterize the efforts
of parents to tezch their children to exhibit selected recponsos and
repross others so that the whole of behavior may be socizlly accepiable,

Consider a formalization of the motion of response~control, firsh
for & P-model and later for a 2-group. Note that, since we ares deal~
ing with responses, the function d' which provides an ordering regard-
ing responses is the cenber of interest. Now, the form for 4! may be

written es d¥s I % Q > ﬂ(I x R) * (I % R) since, given a €1 and
q €Q, d' may be computed via o, e, g and g

Assums that I and R are finite sets and that 5? o={R}. The
latter asswiption may be interpreted as stating that gvery rasponse
1s considercd "eppropricte!, no matter what input event occurs,
Further, recoll tha®t the elements of 4! are not only partiaily ordered
with respect to the responses, but in fect simply ordered.

In order to clarify what is meant by an ordering "with respect
to the responses', let C be the sel of simple orderings of the set R
and consider the function

He T Ry« (zar) ™ ©
such that for any r, »'€R and any b€ ﬂ(I ¢ R) % (I ¢ R) there exists

a, '€ I such that ({a,r),(at,r?))€ bif and only if (r,r?) € H(b).

For any b€ (I x R) % (I« R) denote H(b) as b.

The notion of b is useful since it can display the ordering
produced by d' as it wculd look if it were "uncluttered” with elements

from I, The use of b has another implication in that many elements
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A
of R4d' may be associabzd with a given b, This msy be interpreted
as not, carinz why P profers one response to another (i.e., not being
concerned with the gopl, thaot P is pursuing via any particular response).

Consider tho following definition of controllability with respect
to a given environmentsl -context (i.0., with respect to & given input
event from ths environment).

For any b€RQ! and a €I, P is response-controllable $o b on a
iff for 2ll q€Q, there exists an x €JJP and an n € N such that

(1) %(n) = a and,
(33) 4" (el Ty () (m) € 11 (b)),

This definition may be interpreted as stating that if P is
response controllable to b on a, then P can be eventually Mtaught!
to display at least one of the orderings in gl (b) when presented
with input a, regardless of P!'s initial state of knowledge. 4
sufficient condiiion for response-~controllability may be derived
following several scmewheb involved considerations which are
intendad to display a metric space related to Q.

Since R is finite (with cardinlity ¥, say), the responses in
0@%, viere bERAY wuy be indexed by the subset of integers {1,2, =--, ki,
Let the indexing funciion be called B‘S and be defined as
Bot oDb = {1,2, ===, k } such that By(r) = k if r is the greatest
elenent B in b, and B:B(r) = k-1 if » is the greatest elemont in the
sub~ordering induced by bon &5 -{p} ~, ete.

The indexing function B as defined above allows the definition

of a measure of distance on the set of simple crderings over the whole
of R, Thus, it becomes possible to formalize the notion of being
Yelose" to achieving the desired response ordoring for a given input.
Now, if the subsystems of P were constructed such that it would be
possible to bring the ordering produced by d' closer to the desired
one at every time instant,’then it would be guaranteed that P
eventually achievss the desired crdering since it mey be showm that
there are only a finite number of such orderings., The following
development and theorem display such a condition on the subsystea of P,

The set C represents the set of simple orderings of R. Consider
the function kbt C* C —=> Z such that for any ¢, ¢! ¢ C,

U'R(c,c') =-‘-réR|Bc(1') - BC,(Jv)l, vhere 72 is the set of real numbers.
The function ke is a metric, as shoun in the appendix d,
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This metric can be extended to relate to tho elements of £dt.
Thet is, the function H partiticns = (L*R) # (I'sE) into the sat

of equivalence classes K = { 51(b) | © is a simple ordering of R} .
Define b ~ b iff H(b) = H(b'),
The beequivalencs class, [b] = { b' ] b ~b'} . Then

H ={ ]} be I *R) = (I= R)} Similerly, 5/®Rd" partitions -
R d'. Let the set of such equleence classes be denoted by 7.
Consider the function u . :7¥ M ~> Z such that for 211 b, b€ Rd',

wg€ Tb1 5 ('] ) “MR(H(b) H(b')). Cloaxly, w is a metric,

The sufficient condition to be displeyed shortly is expressed
via subsystem L, so consider the extenslon of By to a metric
related to Q. That is, note that for 2 given a € I,R

" L 0 4
afyt Q== 1 L R) & (I«R)

Thus the set Q may be pavtitioned by d' according to the follo}ring

reletiont
ar, q* iff [af (q)] -[d' (@)1 .

Leu the set of equlvel ence classes be denoted by % and let
- ' [q]a = {gt | o~ , q'} . Cousider the funcw.oan 1 x> 2
such that for 211 g,q'€ Q, #o( lol, lo'] ) = pp(lar (], lar (g")D).

Again, it should be clear the Q is a metric,

The stage has been elmost sel for the sufficiert condition on
the subsystems of P which gusrantwes that P is response~controllable
on a given input. The condition of interest is asscciated with the
Wlearning" subsystem L and, in part:‘n.cular, with the function A .
Now, for a givan a €1, A t Q ~~> Q. Howdver, the metric I-LQ

associated with &, so doi‘.me, for any a€1, of A gz_svch that for
any q €0, &,( (a]) =2 (@1 .
The function ;f ma2y have a rumber of pr ope'ctle.,, but the propsriy

. of interest here isZassociated with the fact that &2 is in fact 2 metric
spaces

That is, any function Kt M ~-> M, vhere I is a mstric space

with netric p, is a coniraction mav under y 3Af and omly if there
exists an « < 1such that for 211 m, m' € M,

plmym? )z o< (p (K(n),K(m?))).
27
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Further, if M is a couplete malieic spoce, thore exdsts a unioue
element m€ M such thaet K(n) = 1, in vhich case m is called the
Lixed peint of K. (9)

o

Now it can be shown that & ic a complete metric space and so
a sulficient condition for response-gontrollability is at hand. For

purposes of expediency, let ba be a representative of the set
(@) (o), for any = €I end bEAQ,

Theoren F~1, For any b €Ad! and a€ I,if Jf,t is a contraction neap
under lJ»Q with fixed point [ba]a’ then P is response-controllablc to

b on a.

Prooft Pick any bEARGY and a €I and assume that "fa is a contraction

map vnder g with fixed point [ba]a' Select any g €Q, cell it Q.

Consider the ¥€ &P such that for 211 n €N, %(n) = a. Clearly, for

any n €¥, a'(En),L %) (n) = d'a(Lc(':'f.)(n)). It has been shown (10)
" & 7 ] "'.-l " a9 =

that the sequence Eq_,a. ia( ['Cﬂa)p ‘fa(‘fa(' [q:la))e

converges to the fixed point of Ia’ ranely [ba]a'
] = [L.&(© and
But [aa { q\..)( )]a nd

{ [t = Gl = (L. M) .
L) =0, @], = L@ W],
By indvction,  for ary n €N,

D Uimes — —
SO 0 () mm ) = Bl ),

So the sequence
(@0, L E W, -
converges o [ba]a' Further since R and I ere fimite, then KA
is finite, in which case Q is finite. Therefore, tho above sequeace
converges in finits time, say n; such that
[Lq(x) (n)]a = [ba]a
Then I.-(-l-(:c) (n) ~, ba
' =Y (% = 1 = [
So [a a(LEI(") )] La a(ba)] [b]
. -1
'
since ba €(a a) (b).

Thus [t (f(ﬁ),Lq'(':E)(‘fi)) 1=0b]
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So '@, .uw\ %)(E)) ~b

A

in which case H(d' (% ﬁ)_,I.ﬁ(?\: W) = Hl) =b
Thus a1 (=), LA@)€ 1lb)

. So there exists an x€ ‘P and n EN such that 4! (xz(n), I.._(:r) (n)) € H'i(b)
and x(n) =

Since this is so for any €Q, P is response-controllable to b on a,
» QED

, Theorem F-l indicates that, in order to achieve response-
" controllability on a given input a, it is sufficient for 5t’ to be

. a contraction map.

Thisrey be interpreted in terms of "rote learning! where it is
presuned thalt a repetition of presentation of given information
causes the information to be learncd end the associated desired
response to be (LLsplc.yede For exemple, tho rapeu:Lu.ve presentation
to a second~grader of an input event consisting of a statement that
HZ 4+ 2 = 44 Followed by the question "What is the sum of 2 and 27"
nay evertuelly be rewarded by the response Ythe sun of 2 and 2 is 4¥
if the stndent is comtrollable to this POSPONSS,

The above development considers response-controllability on

. @ single input: Future investigation wouwld likely display conditicns
. such that response-controllability is cbtained for more than one
input event., Such 2 sitvation is closer to reality since in general
it is desired to teach students more than just one fact,

To this point, the response~controliability of a single P-niodel
has been investigated, Consider now the response~controllesbility

of a 2=group, PiA Pz e« Im pa.rticw.ar, we may define for a€ Ii' * 12 and

: ' 2

: for any b Cf(d‘)1 *&(d?)z pln 2 is reqbonm-cmtro‘i"ﬂ*'!e to.b on a
iff for all. qEQ * Q2 there exists an x € (P A P‘) and an n €N

. such that d'(x(n), L (x)(n)) € I‘-t(b) and x(n) = a, where L and H are

defined enpropﬂlatelj for pl A P2

Since neithexr Ii nor I2 ars restricted {to be unit sets, either

P-model may receive two :wputs at one time., Intuitively, it appears
that a person can understand only one message at o time, Thus,

to provide somec intuitive & gpef‘l to the fo Gfldlz,at ion of a 2-~group,
consider the following functions which may be termed Yattention

functions.
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(F-1) o< 4 ek > 1t

1 1 i

2 1 . .2

0<2 $ 12 j RZ o4 IZ

L,y X 1. 52 1
(F-2) T I‘.l % R‘l > I‘l
2 1 i

p bt xRy Ry

There ars two other possible sets of such functiocnsz, but the .
two sets shown above are of immediate interest.

The function (Xi may be interpreted as indicating at a given time

whether P* pays attention only to the envirommental inpult ox only
to the input from the other F-model. If O(i holds for gll time, then

the functions denoted by (F-1) above indicate that both P1 and Pz
attend orly to the environmental impubts. The functions denoted by

(F=2) 2oove indicate that Pi pays attention only to envirvormental

input whereas Pz processes only thnse inputs received from Pi.
Therefore, set (F-1) may be interpreted as characteristic of a
conpletoly nen-cohesive 2-group (i.e., no communication among group
renbers), whereas set (F-2) can bo thovght of as wrepresenting a
"superior-subordinatot relationship suoh that the envirommental

I - .ol
inputs allect F” only viu P,
'
The attention-functions need be incorporated into the P~models
in order to investigate the controllability of 2-groups. This can

; .
be accomplished in the case where O{L holds for 211 time by modifying Pt

es follous; i i
(1) et A~ be replaced by &K « A

i
and (1) 1let oi be replaced by Og c o™
and (iii) modifying g%, T, e and d* appropriztely.

. . . . i,
Future work should be eimed et incorporating O(i into P~ in a more

‘precise marner than indicated above., Such a modification of P* appears
to present no problems and, once it is comploted, sesveral theorems on
controllability of 2-groups may be derived. For example, for the set
of attention funchions called (F-1), it is Likely that the following
statement may be proved; '

0
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s " . 2
for amylat@(d')i * Ox(d')z and a <€ Ii + 1o,

if 3 & Jﬂ"c J.. M 1410 Gar i R
1¢,1; is & cong.mc+301 nap undar uQi % Qz

with fixed point [b ] , then pl A B2 i

N . -
response-~controliable to b on a,
Furthermore, for the set of attention functions denoted
(F-2), it appears that an interesting sufficisnt condition may
be derived such that Pz's response=-ordering is first carried to

the desired type via input to Pi, then remains there as Pi's
response-ordering is carried to its desired kind, thus obtaining

response~controllability for P1 A Pz.

More complex situations arise when Og is allowed to vary

in time, For exampls, real-life situations indicete that the
forn for &Y, (i.e., whether (F-1) or (F-2), etc.) depends upon

recent input events. Thus an extensive area of future study
is opened by these considerations.
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G. Impach of enyivomsanbal druats on gmouo structurs

SN SaSrariacel

The previous section investigated one aspect of the effect of
snvironmental inpuls on group bshavior. In particular, intercst
was contered on the possibility of "teaching! a certain rosponse
to be produced in a given context. I such & "lesson' could be
taught, the group was said to be response~controllable.

In this section, it is assumed thal the group under consideration
is res ponso~controllable. However, though it is feasible under this
assumption to teach a given lesson; the effect upon the structure of
the group of learning that lesson remains to be investigated. For
ingtance, such an effect was discussed in the final exanple of
section A, Vie may formalize the situation of that example by the
folleowing developacnt. Since the example under considoration involved
a change in status of a group nswber, the notion of otata need be
formelized., This can be accomplished bascd upon Homans! stated
relationship batwecn status and rare and valuaile act1v1u1es".
Consider such a formalization in terms of n~groups.

1, 2 n . . 1

A honogenzovs n-group P° A FP7A wee AP is such that I = I7 =

:[2 % oeew = I" and R = R1 Rz = wme = K Such 2 grouy mey be

interproted as one in which dll menmbers "speak the same language!,
For a homogcneous n-group, (P A PZA weonme APP )( ») describes the

Snput--output bshavior of the n-group for init] LaJ Q’:n%g
qc€ Q1 % QZ 2 mem Q7 and inmitisl, output » ErR % R % eeem % R,
Associated with vus nnpub-ouupau behaVLor is the (q,_) steLe-

trajectory w € (Q * Q ) ) as discussed previously.

Consider (P A PP e ABD )( 1) for any ¢ ard any r. Then

defins, for any a € I, »* € R and n T N, P has status re » for o
at time n if and onlv if

) e ST

A

(1) for ell n' € ¥, if n' = 0, then £, ¢ ¢y(2) =

. 5
. . . J )

end fer a1 J€ { 1,=~=,n }~ {i} , fw.(n’)(a) # r

(31) for 221 j € { 1,~~-,n} = {41} , there exists an

a' € T and n" € N sach that, if »" < n, thenﬁ% (n,,)(a‘) = rf,

In the above definiticn, confll’clon (3) accounts for the
Wpareness! of activity r! since only P' may emit r' up to time n.

Condition (ii) states that; for every group membar excopt po,s:b]y P
there is at least one situation in which r would have bzen the
desired later input and so is "valuable" Lo each of those members
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The provious section considered the possidblily of causing Pi
to prefer responses to a given inpat event in a certain order,
Consider now a formalization of the actuality of displaying a
certain response profersnco.

For any 2 € I, r* € R and n € N, P Jearned rf for a at time
n if and only if

(i) for all n' € N, if n' € n, then fi (me)(@) # 70,
i

>

(11) f:i(n " 1>(a) = p!

This definition states that, prior to time n, P~ would not emit
r! in response to a, but would de so at tine n.

A theorem may be framed relating the learning of a "skill" by
every menber of a group to the subsequent status structure of the
group.

Theorem G~i, For any & € I, »r! €R, n€Nand 1 € {1,~ow,n}
if P* has stotus re » for a at time n and, for all
pJ € { Pi, -~~,Pn} - {Pl} . pJ learned r' for a at time n, then

thero is no PX € {Pi, wm=, P"} such that PX has status re r for
a at time n + 1.

Proof, Pick any a€ I, r' € R, n€ Nandi€ { {,~~-,n}. A&ssune
that the anteccdent of the 1mpllc~tjon is true. Thon

f:ri(n)(a) = rf and for a1t € { 1, ==, n} - {i}, £ w (n o 1)) = T

Thus, for 211 k€ { 1, =~=, n} , condition (i) of thP definition
of status of Pk is not satisfied. Therefore, there is no Pk svch

. that Pk has status re r for 2 time n.4 1.
QED

Theorem G-1 »elates to the example under consideration in
that it formalizes the loss of status of a skill-holder when that
skill is taught to the remasinder of the group.

The notions of status and justice play an important role in
the work of Homans. We have considered the concept of status in
some datald, both in this section and at the end of secticn A.
Howover, there are many other aspects of Ystatus" which romain to
be investigated and other authors (especially (5)) sre doing
extensive investigations in this area. The notion of justice is
muich less studied; yet apparently is of significance in cvery
exchange among group members. Extensions of this effert should
inciude a for nall ation of the concept of justice, and relate it
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to other notlons discuused heveo For example, ons iol stionship
waich should be investisatcd is the conjecture that Hall exchanges
in eohosive-stable groups conform to the notion of dis tributive
justice as stated in proposition (2) of section &,
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Conclusions_and regemmendatiang

KV Ty

This study indicates. that it is feasible to ewploy mathe-
natical medels to investigate the bronder sceizl aspects of
classroom organization, Further, it displays s procedure for
investigating dymamic behavier which parallels other system
theorsetic developments, In particuler, a muthematiczl framevork
for examining static and dynamic behavior of groups of learning,
gozl~seelking individuels is developed. Several significant
notions such as cohesiveness, stability, controllability and
status are formalized within this framework and relationships
are displayed betwesn such notions and the ¥internal' character-
istics of the group nembsrs. Further, recommendations as to
future effort at establishing Ydeepexr' relationships zre given in
each of sections D through F,

Ine to the incipient nature of this study, therg are a number
of refinements and extensions that are both possible and desirable,
For example, tha P-model may provide 2 bettor reoflection of reality
if the notion of Yperception” is incorporated into it, perhaps
via a partition of the set I (note that, in the example of section E,
the inputs 134, i53, i102 and 1201 represent glagsas of inputs and
so are related to some partition of input events). Also, the
investigation of dynamic behavior can be mere nesningful if the
learning capzabilities of the P-models are extended to ellew
modification of goazls and response-cholces as well as expectalions,
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Appendixes
(2) General systems theory
P 3
(b) Deflm.'l.:_.lons of Vi Ky and Vs
(e) Simplification of P-iodel
(@) Procf that my is a metric

-

(a) General Systems Theory

A zeneral svston is any binary rclation; d.e., any set of ordered
peirs. If S is a general system, then the sets

s (x| Gnly) € 9} |
and &S {7 | @x){{x,y) € 8)}
ave c2lled, respectively, the inpubt set and oubout set of S,

e e

A time function is any function x such that dx = N, where N is
the set of positive integers (including ZGr0)

The p-gection of & tims function x, denoted X is the set

X, = {(at,x(n' #n)) | nt € ¥}
The set x may be interpreted as what x "looks like" beyond time n.

& (time) system is eny set of ordered pairs of time functions
N N
SS A x B such that A and B are scts and

AV (x]x Ne> A}

and B = {y|yv ¥->» B]

The inout space of a system S, denotedd S, is the set

Rs={x(n)] xc&s&ne ¥}
The outout_space of e system S, denoted (5, is the set
&s={yx)lyecRsan €N}

The n-sectior

e b

of a gysten S, denoted Sy is the set

Sp= Uy vy )l Guy)e s}
Sn may be intorpreted as what the system "looks like! beyond
time n.
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For a system S, the transfee reladtion of S, donmoted k3, is the
set
kS = {(x(n), y(n)) | (x,y) €5 &n €N }..

A system is gtatic iff kS dis a function.

The serdes dnterconmection of systems S and S', denoted S » 51,
is the system

s+ 8 = ((x2)] Ey)(Goy) €5 & (y,2) € 51)) |

The parallel intevconnection of systems S and S', denoted S // Sf,
is the sct

s /] st = {((xy//2) | (ay) €5 & (x,2) €8}
vhere y/lz = {(n, (y(n}, 2()))| ¥ el }

The feedforvard intercomnection of systems S and S', denoted
S # St, is such that

(x,y) € 84 Y ift (1)
(iz)

XE(A@S
(Fy")

B ((X,y') €S &(:"-'/’/y!’y) € S')

Other notations
For any set A, ™ ={ BlBeca}

coeas , i
(1) Definitions of w., x, ond ¥
i’ i 3

For any ordered peir, p = (a,b), the first element of p, dencted
(p)i, is the element a; the sccond elcment of p, denoted (p)z, is the

clement b,
For any tinme function x € (4 x B)N, vhere A and B are sels,
x = { (n, (x(n))l)l n €N}
and X, = { (n, (x(n))z)l n €}

For any tirie function y € ((A % B) % (C D))N, where A, B, C
and D are sets, '

7=ty Gy )0 ] n €X)
and y% = {(n, (yi(n))z)’n €N}
and similearly for yi‘ and yg.
(¢) Simplification of P-model

For i¢ 1,2} and je { 1,2} and i ¢ j,
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(2) 0T, g‘, ()t and :11 are as given in section D;
-‘
® 2N R« gt ¢
(c)el RJ*Q ’“ﬂRJ‘m}ﬂR. _
J 0 F‘ * 1

Novw, fl nzy be *.-;ritten 2s; i‘i H Rg * Q -
(@) (0,5 (), g (p, 9 (0)),

R; such that for

all p€RY and al1 q € @7, £( p,q) =

0, oH(p)Y, e (p,0M(p),a)))s

Similarly, the form for 6i may be displayed as;
i J i, J
| 571 Ri ® Q7 ey Ri

Finally, the relation P1 A P2 nay be expressed &s fo:.Llow;sj

for a1l = € (I1 * Iz)H and a1l y € (Ré * P-?)N and 211 q € o« P
and &) r € Ri A Ri,

(x,y) € (1 a P?')(q'r) i£f (Wixk (11 R 12)N
(11) (Fw E(Q:l % Q.Z)N(Vn € 1) (w(Q) =
(G (1), (), 12, (), 7, (0)))

(3ii) for all n € H, y(0) = r and
= (£1(ay (1), 5, (£))4 £y () 37, (0},

and win + 1) =

y(n + 1)

It can be showa that w is unigque for a given pair (q,r). For

this reason, w wili be referved to as the (q,f)uqmue-- eajechony.

Now Pl p F? = 4 5 i1 (1 Pz)(
» hm)E@“*W)x(z*i)
For the present case, the functions ass6eiated

be sinplifiecd as follows;

Q9r)
ith PiA Pa cas

(a) At (R1 # Rz) ¢ (Q = Qz) w> Qb+ % such thet

A (ry2), (q,q") =

(xi(r'.q), xz(r.q‘))
1

(v) I (Ri * R’i’) * (Q ¥ 02) N Rz such that

2

£((z,r?), (q,q")) =

2 1
(fi(r! 1Cl)1 fz(’"lq'))

(e) & (Tﬂ x P”’) ¥ (Q * 02) - R1 % ni such that
5 ({ryxt), (aya1)) = (8%(r,a"), & (r',q))
3¢
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(@) Proof that Tip is a metric

If MR(C:C') = 0, then every term in the summation wust be
zero, Thus, for every r € R, Bc(r) = Bc,(r), in vhich case ¢ = cf,
Conversely, if ¢ = ¢', then Bc(r) = Bc,(r) for &1l r € R, and so

MR(C,C') = 0, Turther, due to the raturs of the mapnituds cperator,

i

uR(c,c') = uR(c’,c). Finally uR(c,c') W MR(c’,c”)

: )
I OB RO 2 1) =l

v

Bt = ([ B (r) = By ()| # [B,(r) = Byu()])
reR c c c
X {Bc(r) - Bc”(r)l as may be shown by displaying 211 nine
rc kR . .
cases for the relationship among Bc(r), Bc,(r) and Bc"(r).

Thus MR(Cv°'> * uR(c‘c")§|¢R(c,c“). So pp, is a metric.

[ERN
¢
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