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ABSTRACT

Methods exist for testing the homogeneity of yroup
regression for the case in which there is only one predictor. Studies
vhich have investigated aptitude-trcatment interactions have adopted
the homogeneity of reqressions test as standard methodology for
assessing the difference in reyression slopes across treatments.
Additional statistical methodoloyy is suygested by which the
homogeneity of group regressions can be tested when two or more
predictors are present. Before covariate analysis can be used, the
homogeneity of group regression must be tested. To test the
hypothesis that the slopes are equal *“or the homogeneity of group
regressions for a single covariate, one can follow the standard
linear prediction model. For the case in which there are multiple
covariates, a test for homogeneity of reqgressions provides an overall
estimate of the difference between treatments, taking into account
the effect of the multiple covariates upon each treatment,
simultaneously. Partial hypotheses for a multiple covariate model are
presented ia1 order to isolate the cause of overall interaction when
treatment slopes with multiple covariates are not egual. Data fronm
two aptitude-treatment investigations are used to illustrate the
equations. (CK}
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liowogeneity of Slopes Test for Multiple Regression
Bquations with Rerference to Aptitude-Treatument
Interactions
Gaxy D. Borich

Institute for Child Study, Indizna University

Walker end Lev (1953) and Edwasds {1963) illustrate & wmethod for
testing the homogeneity of group regressions for the cese in vhich there
is one predictor. Studies vhich have investigated aptitude-treaiment in-
teractions (see Cronbach and £nowr, L069) have adopted the houogeneity of
regressions test es standard uethodology for assessing the difference in
regression slopes scross treatments. The statistical wodel for this test,
however, is inappropricte for the case in vhich Thave ere tvo or more ap-
titude veriebles. The purpose of this paper is to suggest additional
statisticel methodology by which the homoéeneity of group regressions can
be tested tthen two or wore predictors ere present.

The enalysis of covarience model. The howogereity of group regres-
sions test wmay be familiar to the reader es the test which precedes analy~
sis of covariance. The purpose of the test is to determine vhether or not
regressions of the dependent weasure on the coveriate differ significantly
across treetments. An w.gderlying assurption of enalysis of covariance is
not net when regressions significantly differ,

The homogeneity of regression lines test (Walker end Lev, 1653;

Edwerds, 1968) is perfoiied with one covariate and one eriterion for
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midtiple treatnent groups. The ¥ retic for thie homogeneity of regres-
sion lines test is derived fron the variation of two sowrces: (2) obser-
vobions within each treatment roup about tie ropession for tha groups,
and (b) observetloas uithin each treatment proup about the repression
lines with a cowcn slope, Thwe avior terwu is represented by {a), while
the difference between (&) ord (L) repgreserts the tractuent variation,

A hrief yeview of tne houiogencity of vegression lines test will be used
to illustrate the generel wodel, Adter vhich, we shall eutend the model
to test Dor howmogeneity of reprossions vien waltiple covarictes are pre-
sent ¥

Homogencity of croup regreszions, eingle covariate. To test the

Lypothicsis that By = Zp = ... = I =B (i.2, the slopes ere equel), we

"

stert with the standard linear prodiction asodel:

P

T
I
Kad
-
~
[
u

Yi3 = e + ijJJ + ¢ 1, veey nj

vhere Yij i1s the criterion, a3 is the intercept of the Jth group, BJ is

the slope in the jth group, Xj4 is the covariate, k is the number of
groups, &nd nj is the nwiher of subjects in the jth aroun,
~2
The residusl sun of squares (i.e., ¥2{3) has degrees ol freedou giv-

en by the number ol subjects ninus tue nuiber of parcueters fit. There~

fore, we have F-2I degrees of freedont.

#While analysis of coveriance can b2 performed with various corputer pro-

grams, these proprens do not comonly test for homogenelty of regressions.

lultiple regression prograns, fucludiaz BiDO3R, however, may be used to
obtain the quantities speciiied in this naper,
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To test that By = Bp = ., = B, = B ve neut it the data to a second

k

more restrictive model (observations within sach treatment group about the
regression lines with a counon slope) given by:

Yij = ay + BXJ + f133 J=1, ehe, Ky i=1, .04, ny

"e
For the residual sum of squares (zfij) ve have N-k~l degrees of freedom.

a2
Since the restricled model combines treatment groups, we expect rf

i3

2
to be greater then Zgi These can be equal if the hypothesis is true,

j-
nd A2
but xfi. can not be less then Se:..
J 1]
To test for equal slopes, we fowmas & hypothesis sum of squares given
a2 AL .
by sshyp = Ifgy = Ze;, vith (B#-k-1) ~ (N-2k) = k-l degrees of freedom. An
F test can then be forued utilizing observations within each gioup about
the regression for the group as zn cstimatc of crror:
(%
SSyyp / (x-1)

P (k-l, Iie2k) = mexlicmuncnan

~2 T Dl
285 5 / {1-2x)

To the extent that covariates are unrelated (r = .00} in wultiple
covariete probleus there is justification for performing the howogeneity
of regression lines test separately fox each covariate. Vhen such & re-
lationship is not obtained, ve must take into account the relation be-
tween covariates. Other models in which a null relationship between
covariates is not assumed ere more generclly appliceble to multiple co-
variate probleus,

Yomogeneity of group regressions, multiple coverietes. For the

case in yhich there are multiiple coveriatesz, a test between

h¥per planes 1s analofous to the

914



Walker and Lev and Edwards test of regression lines. A test for homo-
geneity of regressions with multiple covariates provides an overell
estimate of the difference between treatments, taking into account the
effect of the multiple covariates upon esch treatment sinultancously.
The error term for such & test is glven by the sumned res du2l sum of
squares for treatwents, vhile the treatment varietion is given by the
sumned residual sum of squares for treetnents minus the residual sum of
squares for the treatuent groups combined.

If we have n nwiber of covariates, Xy, Xé, rees Xy our fulld nodel

beconmes:
Yi5 o5+ Bljxiij + 325X2ij +y ooy anxnij ey

with N-pk degrces of freedon, where p equals the nwiber of paraweters fit.

Constructing the restricted model for rmltiple covariates we have:

Y‘i:} = a,j + lelid * B2X213 g e Bn.xnidfid

vith N-k~{p--1} deprees of frcedon, where n-1 ecvals the numher of covariates.

The sum of squares fox %he hypothesis of equal slopes is given hy
2

n2
SSyyp = iy - i
which has (N-k-(ﬁ-l).~ (1-pk) = p(k-1) deerees of frecdom.
The F test, again utilizing observations within each group about the

regression for the group as an estimate of error, is given by

88, / p(k-1)
F p(k-1), (¥-pk) & -cpiB-nsane -
gy (M-pk)
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The houogeneity of regressious test with multiple covarviates measures
the overall treatment effect but does not indicate differences in the re~
gressions vwhich nmay be due to any one covariate. The result, therefore,
is a generslized test vhich determines the significence of the treatment
variation but not the separate effect of the covariates upon the treatment
variation,

Partial hypotheses for the multiple covariate wodel. In order ©o

isolate the cause of the overall interaction we can construct partial hypo-
theses based upon tlie restricted model.. Here, we uske no assumptions of
uncorrelated covariates as would be the case i the regressior lines test

were applied. To form pertial hypotheses we constiuct the model:

Y,: = a5 + B;X3qs + BpsXois + 1
13 T %3 T Prf1ig v Peynei) -anninzij

in which treatinents are covbined for one covariete and allowed to differ
for the remaining covariates. For the partial hypothesis sum of squares
n2 2

we have ggyy - Zegy vith (Li(p-1)k-1-(U~pk) = (i-1) darr2cs’ of freedom.
The F test for this hypothesis is given by:

F(lt-l, N-3k) = ~szecoeeemues

ﬁfj / {N-pk)

Partial hypothesis are constructed for each covariate to identify the
causes of the interaction. Foxr each covariate tested, a coumon slope is
formed, while slopes for all other covariates are allowed to differ by

treatwent.

Example date: high and low correlation between aptitudes. Data

from two aptitude-treatment investigations are used to illustrate the



6.

foregoing equations., While both investigations wanipulated two treatuents
and obtained measures for two aptitudes, one reports a low intercorrela-
tion between aptitudes (Xoran 1969) and the othexr reports & high intercor-
ralation between aptitudes (Borich 1970). For the Fformer study the corre-
iation between aptitudes for treatment 1 was -.11 and for treatuent 2, -.12,
vwhile for the latter study correlations between aptitudes for the two treat-
ments were =-.82 and -.55. Response surfaces for the studies appear in

Figures 1 end 2.
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Ve moy apply the homogeneity of regressions test for nulitiple co-
varietes to each investigetion. .For thie Xoran data represented in Fig.
1, we have,

Homogeneity of 3451.29 - (1345.L7 + 1538.91) /2

‘o e et e e = 6.88 (ar 2, 70)
Fultiple Regressions 1345.47 + 1538.91 / (35 %+ 4O = 6) ’

And, for the Borich data represented in Fig. 2, we have,

omcgeneity of 13.96 - (16.76 + 12, 12 ) /2

s o B emeieeeescsmme e seees = 6.13 (4f 2, 24)
Multiple Regressions 16.76 + 12,12 / {15 + 15 - 6)

Treatuent differences for each covariste mey be determined with par-
tiel hypotheses (i.e. Byy = B1). To isolate the cause of the interac-
tions we construct all possible pertial hypotneses, For the avove data
these are:

Bl = Blj (sz's Differ)

By = By, (Blj, s Diffe:)

10
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Identical models are applied to esach investigation in order to test
the partial hyootheses. For the partlal hypotheses we coanstruct the
restricted rodels.

iy = a, + B )

3 17143 * B25X21j
with df given by N - k -+ 1 = k = I ~ 2k ~ 1, and

+ gij (to zest P1 = Blj

Yig 0 2y Bljxlij + nzx21j + 834 (to test B, = sz)
with df given by W -~ k - k -~ 1 = 3 - 2k ~ 1, with the full model

given by

Yij - a4 + Eljzlij + :‘zszij + e”'

with N - k ~ k - k =1 - 3k deprees of frecionm.

In order to calculate I ratios for tlie partial hypotheses, treatments
are durmy or contrast coded and placed in the resression equations above.
Furtiier examples with dummy and contrast codes cre provided by Cohen (1968),
Bottenberg and Nard (1963), and Hamilton (126%) and nzed not bz repeated
here.

For the above investigations it is instructive to note the effect
of the strong and veak iaterrelationships between covariates upon the

regression lines test.

11
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By det~rmuning tue sun of squares for zach covariate and couparing

their sun to the rzgression sum of squares for treatments, we way identify

the extent to which the coveriates, separately, can account for treatment

varietion when the covariates are in a multiple regression equation.

When

the swimed suu of squares for each covariate equals the bHetween treatuent

variation, the correlation betwsen covarietes is zero. Or,

. s v I

7SS, - S5,

i

vhere zSSci is the covariate susn of squeres for i covariates, SSrj the

regression swi of squeres for j groups, end SS, the cowbined treatment

regression sum of squares.

The difference between the suried sun of

squeres for covariates and the regression sui of squares for treatments

will increase s the correlation between coveriates increases.

There-

fore, the percent of the traatment variation due to regression that can

be accounted for by the swi of squares of the variables separately can be

determined. For the Borich data,

And for the Koran data,

S8y, + S8y,

. 2
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= 312.93

CE LN T P Y P L T

S8, +85, -85, = 385.80

Aptitude intercorrelations

12

by treatiments:

(r=-“55, 1‘-.32)

(r=-.11, r-.12)



In the formé: study we can note that the sum of squaires for the
aptitudes separately, accounts for only 39 percent of the treatment
variation, vhile for the Koran data the sum of squares for the sptitude,
separately, eccounts for 81 percent of the treatument verietion, As the
interrelationship between eptitudes increases, the difference between
the eptitude suri of squaes and the regression sum of squares for treat-
wents increeases. For the Borich data, the Walker and Lev model would
fail to consider the strong interrelationship between eptitudes, while
for the Koran data the oaission is not ss great. The percent of treat-
rent variation thet can be accounted for by the eptitudes separately
should be reporied vhen an interrelationship between aptitudes exists
and when the howogeneity of regression lines test . used. However, no

assuuption as to the interreletionship of eptitudes need be uade when

the portial hypothesis test {t14 =I3) ig employed, The partiel hypo-
thesis model is applicable when overall treatment slopes with multiple
covariates are not equal end vhen the specific covariates causing the in-

teraction are to be identified.

13
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