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ERIC User Please Note:

This summary discusses all 5 parts of Information Storage

and Retrieval (ISR-18), which is available in its entirety as
LI 002 719. ‘Only the papers from Part Four are repfodﬁced“here
as LI 002 723, Seé LI 002 720 thru: LI 002 722 for Parts 1 - 3
and LT 002 724 for Part 5. | |

- Summary

Thé présent report.is the elghteenth in a series describing research

of Computer Science at Cornell Univérsity. The ¥eport covering work carried
out by the SMART project for approximately one year (sumner 1969 to .sumner

. F 46 IV); automatic diétionary construction (Sections V to VII), user feed-

559339‘°¢edgre§»‘SéétiOB$AVi¢I to'XI), document and query clusteéring methods

{Sections XIT -and XIIT), and SMART systems design for on-line operations

ASections XIV and ¥V).

. Most recipients.of SMART project reports will experience a gap in

the: series: of scientific reports received to date. Report ISR-17, consisting

~

of amaster's thesis by Thomas Brauen entitled "Documént Vector Modification
in:On=1iné Information Retrieval Systems" was prepared for limited distribu-

‘zﬁiéﬁian?iné the £all of 1969; Rep°f£TI$R#l7~iS*avaiiable f?ON‘ﬁherNétional

. Pechnical Information Serviée in Springfield, Virginia 22151, under order

Auibeér PB-186-135, -

ad

' 'The SMART system continues to operate in a batch procéssing mode

Oft the IBM 360 modél 65 system at Cornell University. The standard processing
‘mode is eventually to be. replaced by an. on=line system using time-shared

-congole devices. for .input: and output. The overall design for such an on-line

. ‘Version of SMART has. beefi completed, and is deséribed in Section XIV of the

présent report: While awaiting the time-sharing. implementation of the
)igéﬁem’:ﬁgﬁ‘fésriévé;'ggpgximegts‘haye~be?n‘9%r5°rm@a'USing»larger document

.+ Collections within the exiSting systém. Attempts to compare ‘the performance




-of several collections of different sizes must take into acécount the

collection "generality". A study of this problem is made in Section II of
thé preésent report. Of special interest may also bé the hew procedures

for the automatic recognition of "common" words in English texts. (Section

?Vﬂy,:and the automatic construction.of thesauruses and dictionarieées for use :

in an autematic language analysis. system (Section VII). Finally, .a new |

'inexpénsivermsthédféf docunent claséifiéation and term grouping is
described and evaluated in Section XIT of the present report.
lSections:Istoxivﬂcover:experiﬁeﬁts in:autoﬁatic doritent analysis
ang automatic indexinig. Section I by S. F. Weiss contains the results of
“'aexpsrimsntsa‘@Singhsﬁﬁtisﬁicéi~ané S§ntacti¢‘pr05edﬁreé“£or the automatic
| recognn.tzon of phrases in wntten texts, It is:shown once again that be-
Ecause of the relatlve heterogenelty of most document collectlons, and
~:the’sparseness of the document space, phrases are not normally needed
“nforﬁcontent zdentlflcatlon. |
| In section II by G, Salton, the ’generallty"lproblem 1s examined

\*which arises when two or .more: dlstlnct ¢ollections are .compared in a

”‘retrleval env1ronment. 'It:isxsuown:that proportronately fewer nonrelevant

o

*‘nltems tend to be retr;eved when larger collect;ons (of low general;ty)

; are used,_than when small, hlgh general;ty collectlons serve for evaluation.
'Jipurposes. The systems v1ewpolnt thus normally favors the 1arger, Jow

| Ugeneralxtonutput, whereas the user vzewpolnt prefers the performance of

‘

wa‘h@?smaller GOIIQCtiOnh S S IR T

1
. #

The~effectiveness of blbilographlc cltatlons for content .analysis
'Lpurposeshis examined 1n Sectzon III by G.. Salton. It is—shownAthat.xn ‘

tfsome“situations when‘the cltatlonaspace is reasonably dense;, the use of
xvi
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citations attached to. documents is even more effective than the use of

-staridard keywords. .or descriptors. In.any case, citations should be added

+ to the -normal descriptors: whenever they happen to be available.

;h;the\laStVSection‘of;Part'lr'certain tefiplate analysis methods
: : .y .

areé appliéd to the automatic resolution of ambiguous constructions
(section IV by S. F. Weiss). It is shown that a set of contextual rules
.¢g@fbeﬁcthtruCted«byga~semi=automatlc learning process, which. will eventually

lead to ah»automatic-recoghitiohvog ovet hinety,percent of ‘the existing

-

‘textual ambigiities.
“Part .2; -congisting of Sfecti’ons. V, VI and VII covers procedures
'.for the automatlc construction of dlctlonarres and thesauruses useful in

'text analysrs systems. in. Sectron V by D.. Bergmark it is shown that word

}stem.methods usxng large common: word lists: are more effective in an infor-

:matxon retr1eva1 envzronment that some. manually constructed thesauruses,

‘ even >t;li°i_4'9fis the Zatter :dlso include synonym recognition facilities.
A new iﬁiéd“,eti‘ for theautomatlc determination of “common" words

(whlchareas.?.tobeused for content identification) is proposeéd and

‘evaluated in Sectioh VI by K. Bomwit and.J. ASte-Tonsiann. fThe resulting

process can. be incorporated into fully autdmatic dictionary construction

- (Y

-

Systens, The compléte ‘thesaurus construction problem is reviéwed in Section
'Viiibggé,:Salgog;;ahq'the,effect;vehessnof‘a variety of automatic. dictionaries

Part 3. consrstrng of Sectzons Viii through XI, deals. with a

‘,}number of reflnements of the normal relevance feedback process which has

8

;been examaned 1n a number of prevrous reports in thls Series, In Section

]

VIII by T. P. Baker.‘a query splrttrng process is evaluated in which input

. T 0 . . . -
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-queries are split into two or more parts during feedback whenever the
relevant documents identified by the User‘are separated by one or more non-
tellevant‘aoné‘gz., | o |

The -effectiveness of relevance feedback. techniques in an environ-
ment of variablé genérality is examined in Section IX by B. Capés and:ﬁ.
Yini. It is shown that some of the feedback techniques are equally applica-
bie to/CbllectiQns of small andvlargeigenerality, Techniques of negative
feedback (wﬁén—nq.relevantAitems arezigentifiedﬂby'thetusers,:but only

nonrelevant ories) are considered in Section X by M. Kerchner. It is shown

" that a humber of selective negative. techhiques, in which only certain

_ specific concepts are actually modified during the feedback process, bring.

‘éoodzimprovements,;n retrievalnéffectiVeness overfthe‘stanaard nénselective
”zrfr‘;aﬁy. a-new feedback methodology in which a ?numbez: of ‘documents
jorntly 1dent1f1ed as relevant to: earlier queries are used as a set for-

relevance feedback purposes is. proposed and evaluated in Section XI by L.

/.-.Paevpla‘-: Fo

: 'Twownew cluster;ng techniques are exam;ned in- Part 3 of this report.
consxstang of Sections XII and XIII. A controlled; 1nexpenszve, srnglebpass

cluster:l.ng algonthm is descr:.bed and evaluated in Sectxon XII by D. B.

Johnson and(J. M. Lafuente. In*this‘clustegingwmethon, each document is

i 'i

examined only once. and the péacgap:e is shown to be equivalent in certain

circumstances to other mO¥e. &Emanéing1¢lusterinqmprocedgres. -

- 4‘\

The query elusterzng process. in whrch query ‘groups are used to

:define the rnformation search strateqy is studred 1n Section XIII by S.

*Wprona, A variety of parameter values is evaluated in a retrleval environ-
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ment to be used for cluster generation, céntroid definition, and final

-search. strategy.

The last part, number five, consisting of Sections XIV and XV,

b
covers the design of on-line information retrieval systems. A new

SMART system design. for on-line‘usé }S'prOposed in Section XIV by D. and
R. Williamsqn,;paéed on the cgncept§$;ffpéeudo-batchinq'and the interaction
.'ofiaacyciigg»program with a qonsolgyméhitor, The user interface and
épﬁvetéationaiﬂfaqilities are alsé described.
A.ﬁemplaﬁe‘analysis,téghhigue‘is~used in Section XV by S. F. Weiss
‘for the implementation of conversational retrieval systems used in a time-
ssﬁgringieﬁvigoﬂmeﬁtm‘"?h§~effe¢tivepess\of4the method is discussed, as
wéIi,gé‘itsVimpigmghtétiénvih,atrétriéval situation.
A@gitigngi gutométié content ahaiysis and search procedures used

;:with*tﬁg~SM33f\system'arg;des¢:ibea.inaSevgrql*p:evious-teppgtsain this

P

ség‘;"e‘s;, ifcluding. notably- reports ISR-11 to ISR-16 published between 1966
‘ghdtlQSQ,;fﬁhe§e>;gpbrtsuq:q,aIlnévailabIezﬁxomlthe National Technical

Information Service in Springfield, Virginia.

‘.‘:1 e - : : ‘ G. Salton
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XIiI., A Controlled Slngle Pass Classification Algorithm
with--Application to Multilevel Clustering

D. B. Johnson and J. M. Lafuente

Abstract
A single pass clustering method is presented, which compares
favorably with more expensive clustering algoritms. During the clustering %

process various parameters. are controlled, such as number of clusters,

- size of the clusteprs and amount of  Gverlap. The fiethod is tested. using

-

theé ADI coliection of 82 documerits -and the Cranfield u:z,’u céllection, The
results. are compared to full seatch andrtc‘resultsucbtained‘by.searching
«clustersrbrcduCed;by:Dattcla’s\aigcritnm;~ The@effect:of\ordering of the
collection is lnvestlgated and .some: variation is obtalned in the: results

for dlfferent orderlngs. Slngle-level as well as. two—level clustering is

‘ canidered.v The results, 1n general, point to better performance. with
miltilevel clustering and some suggestions. for extending the algorithm to
inglide multilevel clustering are given. |
L. Introductlon

An 1mportant ccnslderatlon in an. automatlc information retrieval

',;'(‘

~system is: the tlme spent in searchlng a collectlon. 'To avoid searching
the entlre collectlon, it becomes necessary to classmfy documents into

“related groups. ”Thxs»;s the:technnge~of ciustering, Documents are grouped

’;ntcwclgsters;byuassigning;items containing similar concepts to the same

“cluster;¢ A centromd vector is constructed. for each.cluster, and. qperles
-are. matched at flPSt against these ¢entroids. iny'thcse c;usters comparing

"1ju~ ¥ gavbgablyVWith.axqpery are then séatched ithhe normal manner. Thus: a saé-

. ’ .
& e .

-



XII-2

rifice in time to produce the clusters is compensated by later savings

in the search. time. The problem is how to develop efficient techniques for
producing meaningful clusters in order to minimize éearching costs. The
suitability of any clustering method must. then be measured according to

the following ériteria:

>

1. Cost of gcnerating:thelclusters;
2, (Cost of searching the clustered collection;
3. Effectiveness of the search process, usually measured
by evaluating récall and. precisioi.

The gluétérihg pfqb;emubeéomes'critical with Qeﬁy‘large\éollections.
ccmparing each .document with every othép docﬁment is*ho:lcngér feasible,
and -‘éfffidientx a:lgopfi‘thmé- have  béen éieveiopedi which attempt to minimize the
nurber of docunent. comparisons. Even with these methods, the classification
'qfigrc@i@gdfi@hxconéaininé;sevepai'tﬁo@éand item§ is & time consuming pro-~
- ceds.. |

—‘Thi$¢pap§p»describes a. ¢lustering élgénithmgwhich*makes a single
,Paségovgr“axcolieétibpy ‘Eachudqéumépthis examingd only;on§e~and~éiusters
,grewfgimedgipjiﬁg:pr§¢ess@ A document is considered for inclusion into éne
wériﬁpﬁehexisﬁgng*giuﬁterS‘before,it is ailowed to begin a cluster of its
OWJ} )‘Var'eic?us:»pana,rﬁei;‘é#vS,t:i.c'h* as. ‘clustéf .sz?lZe, number of clusters,and amount
. of overlap are controlled throughout the clustering process. The algorithn
"risﬁtégfgqﬁuéihézfﬁéyADI'qq;iéctipguqi‘sz documents ‘and 35 queries available
;.n the zs_u‘A,}g*rf :s§stgm;,\ The g:lgonifchm, ‘however, is deéigggq with a view toward

- darge colledtions. |

4%

e




XII-3

2, Methods of C;usteriﬁg

Various methods have been devised for clustering.. Usually these
methods require the computation of a corpelafionwmatﬁii,‘representing the
.correlation of each document with every other document in. the collection,
follbweduby'a‘grouping‘gf'thSézQQCQments'whiéh corpelate best with each
of clusters desired, the maxiium size of -each cluster, ‘the amount of over-
lap. and thg‘ngmben;of“ﬁlqoseﬁ oruunéla§Sifiedidocuménté~t9'be allowed.

Two clustering methods. are presently in use in.the SMART System;

[1] ‘they are: Rocchio's. clustering algorithm [2] and & variation of
Doyle's algorithm. [3] In Rocchio's algorithm; each unclustered document is
selected as a. candidate for a cl@st ér nucleus. All remaining documents are
then correlated with it, and the document is subjectéd to:a density test
based on cut-off correlation coefficients. If the document passes the
density test, g;neﬁ‘cIUSter»iS formed .dand a cut-off correlation is determined
based on the relative distribution of CQnrelgtipps4with\the given document.

A centroid vector is then computed by combining éll concepts of those docu-
‘ments with qorrelationzabGVe,the.compuied'Cut-qff value. The centroid vector
is next matched\against the entire collection to cpeaté an altered cluster.
The entire procedure is now repeated with all unclustered documents until
:all documents are either clustered or loose.

Doyle's algorithm basically consists in matching documents to existing
clusters by computing a document-cluster score for each. document relative to
each cluster and admitting a document to those clusters for which a suffi-
ciently high score is recorded. New centroids are then computed for each
altered cluster. The process is then repeated; at each step of the itera-

tion all the documents are correlated with all the clusters, and the clusters

ey

aninads A, g

P S T e A WO A~




XII-4%

are updated until further updating does not alter any of the existing clusters.
It can be shown that Rocchio's algorithm requires order N2 vector

-comparisons, where N i thé humber of doéuments, while Doyle's algorithm

is of the ovder Nem where m  is the number of clusters. A more efficient

method due to Dattola 4] requires time proportionhal to thblogpm‘ where N

isAthe‘ﬁumbén‘of items in the colléétion, m is the number of clustérs

desired dnd p is the number of clustérs produced at each level of the

algorithm. The method is an tlitgrowth of Déyle's attempt to obtain a fast

algorithm for clustering largé document collections. In each cycle of Dattola's

algorithm, each dbcﬁmeﬁf in the collection is scored against each existing

cluster by a dértain scoring Functicn. New clusters are then computed while

 sémé documénts rémainsiéOSe@ ‘The cjclé is then repeated with the new clus-

- ters; Thé -algorithm is designed to control the number of clusters, size
of élusters aﬁd'éﬁoﬁhﬁ'of’O?eriap. The number of clusters and amount of
overlap are Specified as input parameters; while the size of the clusters
-is‘céhtrdlled~iﬁfgrﬁaily.' One problem with Dattola's algorithm is that some
way must be found to 'designate initial clusters.
An inexpeénsive oné-pass clustering method has been proposed by Rieber
"and Marathe. [5] 'Iﬁ'thislméthod the first document automatically becomes the
centroid of-the first cluster. Siubsequent documenté are correlated with
existing clustérs and depending on how the correlation with each cluster
compares with the minimum correlation cut-off, the document is either ad-
mitted to one or more éxigting clusters or allowed to start a new cluster.
If a document is admitted to an existing cluster, the cluster centroid is
pecomputed. ‘The method allows for disjoint clusters whére a document can
only be included in one éluster, or overlapped clusters where a document

is included in-every-cluster with which it has a high correlation. The

24
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single pass method of Rieber and Marathe compares favorably with more
complex clustering ﬁethods in séarch cost, but there is no control on
the-cluster size or the number of ClusterS*génefated, This results in
initial clusters béing éxceptionally large. Moreover, the process is
likely to be ¢hdér-dépehdént since the formation of the clusters depends

.on how the documents are encountered. .

3. Strategy

T6 produce retrieval results for the user, two major costs are
Aincurred: the. cost: of preparing the collection, and the cost of searching.
réé&f@hnqut can be peduced if an investment is made in clustering. the
éollection. The aim of this study is to give a clustering algorithm which
/operatés substaritially more cheaply than those presently in use but for
which the search costs are similar. In this way it is possible to compare
¢lustering cost directly with Search effectiveness. Alternatively, search
paraméters can be adjusted until search effectiveness is comparable,
yielding a direct comparison of clustering and search costs. In either
case, it may be possible to exhibit the extent to which the clusters are
less optimal than those of other algorithms.

One approach to keeping search costs low is to use an algorithm
which, within the constraint of a single pass over the document collection,
will produceé on the basis of document vector similarities a set of clusters
of a given size distribution measured in terms of mean size, maximum size
and overlap. This aim is achieved by thé algorithm described in this study.
The extent to which sets of clusters with similar size distributions have

similar search costs is discussed in Section 6. C.
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Specifically, the expériments are designed Fo-allow a compérison
with'Datfolafé aigOfitﬁm. In his work {.l, aiméén cluster size is chosens
Clusters m§re than twice or less than haif thg mean éiZé are not allowed.
Iﬁ,thg one-pass algorithm ngcribed in this study, the mean and maximum are
easily coﬁtroilgd. ‘The minimum isfnot,cont£Olled‘directly, since doing so
réquires blending small clusters in a Schnd’paSS. It is questionable
whéether fixed limits on thé cluster size are desirable. Certainly some sort
of upper limit is needed to keep Search costs well below that for a full
search. The effect of a Iower limit, given a mean and maximum,is less clear.
In any event the method does not control the minimum whereas Dattola's does.

The éomposition of clustérs from a single-pass method depends on
the order in which the documents are processed. A document can. not be placed
iﬁ\a*ciuster,with:a squencé numbér higher than that of the document. For
eXamplé,tif there arie’ N documeﬁts in the collection and n clusters are
.pé@dQQed, the"fir§t qéi dééuments caﬁnot;belong to cluster n . In general,
it will also be more difficult for a document N to join cluster 1 than
for- a -document Wi£h an earlier sequence number.

The effect of order can be controlled partially and indirectly by con-
trolling the rate at which clustefs,are ;llowed to form in the early part of
the pass. Qﬁherwise, order dependency is inherent in the single-pass method
Just as it is in other methods.invhich the number of iterations is limited.
The degnee;of order -dependency of £he algorithm of this ;tudy is discussed

in Section 6. B,

4 The Algorithm
The clustering algorithm accepts input vectors, each describing a

document, and assigns each document either to one or more existing clusters
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or to a new cluster, depending on the correlation of the input vector with
the cluster centroids. Each -document vector is of the standard form, con-
sisting of pairs of ¢oncépt numbers and correép;nding weights. The weight
of édch term in a céntroid is obtained by summing thé weights of that term
for all documénts. in ‘the centroid.

Vector correlations are computed as the multidimensional cosine

between ‘them, C0S, as follows:

Wwhere

-C0S

the cosine ¢orrelation betwéen vectors u and Vv

: number of terms in the ¢olléction dictionary.

.
n

COSlranges’frOmxo to 1. Inh order to control the cluster size, COS is modi-
fied; as discussed below. It is the modified correlation, COR, which is
actually used in making clustering decisions.

One stage of the clustering process is defined as the comparison
Qf‘qne input document with all existing clusters. If the correlation, COR,
of ‘the document with the centroid of a cluster is greater than the cut-off
valué; CORCUT, the document is added to the cluster with which it has the
best correlation. The document is also added to any clusters for which COR
lies no more than an amount GAP below the highest correlation (maximum over
all ¢lusters) COR, thus producing overlap. If GAP = 0, no overlap occurs.
If a document is not admitted to any cluster, it defines a new one. A cen-

20
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troid is recomputed whenever a document is added.

Numbér of clusters, cluster size and overldp are controlled dynami-

¢ally. ‘When, during thé course of ¢lustering, the number of clusters compared

to. the humber of documents already processed becomes large, it is necessary

to make: it easier in general for documents. to join clusters. However, to

:gbntrbi_cihster*sizeAit=mu§t,be generally more difficult for & document to

varied to control the nuimber of clusters while individual correlations, COS,

are veduced by an amount related to cluster size in order to control cluster

sizeé near sorie: magximum value.

K). Cluster Size
Tt is -desived to define afunction COR which will depend on the cosine

correlation, COS, and also-on the number of documents which the cluster would

coéntain if the few document were admittéd. COR should inéreéase with COS and

decreasé as cluster size inéreases. If COS is very high, however, it would

be unreasonable to exclude the document even from a large cluster. Therefore,

#whenr C0S'4s 1, COR. should -equal 1 as well.

‘The following function, chosen for the algorithm, meets the above

requirements:
COR = cog¥
where.

: NCEIL/ (NCEIL - min (NCEIL - 1/B, M, + M )+A)/A

Ler
ol

(s N

N
S R S
H n

: ¢luster size ceiling requested by user

number of documents in input vector

TR
1

(Mi'= 1 unless clusters are being clustered)

=
1

number of documents in cluster

27
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A,B = tuning parameters which the algorithm supplied

and the user in general need not be concerned with,

‘Parameter A controls the pate at which the ratio COS/COR grows with clustep
size when a cluster is small: Parameter B controls this ratio near and

‘beyjond the cluster size limit. If B is small, clusters can actually grow

over the limit given by the user.

B) Number of Clusters

Following each stage, CORCUT is recomputed in order to control the
Aumber- of clusters finally producéd. The ratio of clusters produced to
documents processed up to thé moment is computed. If this ratio is larger
than the value desired in the fihal result; CORCUT is adjusted downward
jfrqﬁ\a‘baée value FCOR, reducing the probability that a new cluster will be

generated in. the next stage. If the ratio is smaller than the desired value,

-CORCUT is raised. The basé value FCOR moves toward CORCUT at a rate fixed

'byzthe\aigoﬁitﬁm; ‘ThetQSer may supply a value for this rate.

New values of CORCUT and FCOR are computed as follows:

CORCUT, = (FCOR, ;)"
*FCORi)= FCOR; ,*R + CORCUT *(1 - R)
‘where
x = (NCL - NCLREQ ® NINPUT / NE + D) / D
NCL = number of clusters following stage i-1
NCLREQ = number of clusters requested by user
‘ NE = number of documents in source collection
NINPUT = number of documents input through stage i-1
R = parameter controlling rate at which FCOR follows CORCUT
D = tuning parameter set by algorithm.,

28
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If R=0; CORCUT varies widely and poorer clusters .are proéduced.

C) Ovevlap

A document is added té a cluster only when two conditions are met:

1. -COR > CORCUT

2. max(over all clusters) COR - COR < GAP

It can be seen that GAP controls overlap. Between stages GAP is

. .adjusted as follows:

GAP, = (FGAP, )?
i i-

1
. Where
= (M. + M. . + E)/(NINPUT®(OV] o

z = (Mi + e + MNCL + E)/(NINPUT (OVLAP + 1) + E) %

OVLAP = the value tequested for

] M./NEJ -1

8 i:l

FGAP = base value -of GAP ‘
= % % - R '

VNFQAPi FGAPi?lzR + GAPi3(l R)

D) An Example

The following example illustrates how the clustering parameters are

adjusted dynamically during the clustering process and how the individual
correlations are computed. The values presented are taken from a run on the

‘ADI collection;' User selected parameters are given as follows:

. o b i P R e e

|
|
|
z
E
E
‘
|
!
l
|
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NCEIL = 15

NCLREQ = 9

‘OVLAP = ,122

FCOR & .4 A =140

FGAP = .00l B=2

R=.,9 D=35
E=1

R O N LI = ¥ DA e T

: have been connected for ease of presentation.

to each ¢luster, giving the following results:

Fig. 1 shows how CORCUT varies during clustering.

Consider, for example, the input of the 65th document.

Default options are used for the otlier parameters, namely:

XII-11

Fig. 2 gives

% 7 CluStér | Number of Documents
: Number in Cluster Ccos y COR
i 1 14 458 | 2.5 | .12
i 2 10 .080 | 1.3 |.037
; 3 14 498 | 2.5 |.175
g 4 12 214 | 1.5 | .0l0
; 5 12 ,205 | 1.5 | .009
) 6 232 | 1.17 | .181
7 ,050 | 1.17 | .030

[N " e - e o U

Seven

a similar presentation for GAP.. Of course, CORCUT and GAP change in dis-

créte stéps after edach document has been clustered. Points in the figures

clusters exist at this point, so COS and COR are computed with respect




‘Mumber of Documents Input
_ © ‘Variation of Gap with Input
Each- downward discontinuity in the plot occurs when a
document is assigned to muitiple clusfers
Fig.2
31
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Taking the values of CORCUT = .045 and GAP = .0089 as adjusted following

the 6u4th document, document 65 is admitted to clusters 3 and 6 as follows:

Cluster Number Cor Admit
6 - .181 *
3 175 4
L 2 ¢ S — .181-Gap =.172
2 .037,< CORCUT = .0u6
7 .030 “
. .010
5 +009

5. Impleméentation
The algorithm is implemented in Fortran. The user specifies star-

tifg values as follows:

approkimate maximum number of documents desired

NCEIL. =
in any cluster
NCLREQ = number of clusters desired
OVLAP = fractional overlap desired

The algorithm sets the following parameters:

FCOR = .U A = 40 5
FGAP = .00l B=2 |
R = .9 D = §
E=1 §

The user may override these values if he desires. It is expected
that extensive use of the algorithm would lead to better values than those
already found, although the algorithm is not highly sensitive to then.

32
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A) Storage Management

The algorithm is dééigned with a veiw toﬁard application to large
cdliections. Core storage and accesses to secondary storage are minimized
in the following ways. Clusters are stored in sequential locations rather
than in a 2-dimensional array. Only sufficient core storage for the clus-
ters as a group need be alloted regardless of the variation in cluster size.
A 1irked 1ist could also Be'uéeds However, if secondary storage has to be
uéeQHto store part of the cluster information, sequential storage is them
preferable.

‘Sequéntial storage requires moving ‘the cluster information in order

to inseftfnewrcoﬁcept~Weight pairs. To minimize moves, two consecutive input

véctors are kept in cores In the course of one stage of the algorithm, the
input to the previous stage .is added to the appropriate clusters and corre-

lation of the ¢urrent document is made simultaneously. The entire cluster

6. Reéﬁlts

This study employs two aocument colléctions to evaluate the perfor-
mance of the single-pass algorithm; the ADI collection of 82 documents and
35 queries and the Cranfield collection of 424 documents and 155 queries.
Evaluation is made by comparing the results using the present algorithm with

the results using Dattola's algorithm. Several clustering and search runs®

*In the recall-presicion curves presented, the modifications proposed by
Dattola; [4] pp: 16-2u4, to compensate for variations in correlation percen-
tage -and unlform distribution of unrecovered relevant documents are incor-
porated-. :

T et
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were made using similar input parameters in both algorithms. Full search
results on the ADI pollection are also shown for comparison.

The cost of clustering is first discus;ed in Section 6. A. Several
clustering runs were made using the single-pass algorithm over different
orderings of the ADI collection to show the effects of the order in which
documents are processed. This is discussed in Section 6. B.

Clustering is also done at two levels as well as one level to illus-
trate savings in clustering time and to show the effect of multilevel clus-
tering on cluster quality. The results of searching the ADI collection,
including multilevel search, are discussed in Section 6. C. Finally, the
algorithm is applied to the Cranfield 424 collection and the results are

discussed in Section 6. D.

A) Clustering Costs
Cost comparisons between clustering methods can be made according
to several criteria. The two for which results are presented in this

study are:

1. Number of vector comparisons performed.

2. Computer resources used, mainly CPU and I/0 time.

The first criterion allows comparison of algorithms to a large
degree‘independently of the programming techniques employed and the system
in which the programs are embedded. The second reflects the effects of
the system and the programming techniques as well.

Consider the number of vector comparisons. It is convenient to
assume that clusters are formed at uniform intervals during the processing

of the collection, that is, cluster 1 forms with document 1 and in general
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cluster i forms with document g-(i-l) + 1 and so forth, where there are
N documents and m clusters produced. Under this assumption, the number

of comparisons for clustering on a single level is given as follows:

3

. _ (N - 1)(m + 1)
1=
1 2

(@]
i
=
|
[
i~

where

Cl = number of comparisons on level 1
N = number of documents in the collection
m = number of clusters produced

If clustering is done on x levels and p clusters are formed at
each level from each cluster on the next higher level, the number of compari-

sons made at level 1 1is

o, = (N - 1)(p + 1)
1 2

Consequently, for multilevel clustering over X levels, the total number of

comparisons C 1is

X
_ (N - D)(p + 1)
c-zci- > X

and since m

fl
o
-

C =

(N - 1)(p + 1) log m
) P

Dattola gives a similar derivation in complete detail [4], giving

39
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the total number of comparisons D over x levels as defined above:

D = kNp logpm

where

k = the average number of times a set of documents is compared

to a set of cluster centroids. i

A typical value of k 1is 16 for a collection the size of the Cranfield 42u.
Based on vector comparisons, then, one could expect an increase in

speed over Dattola's algorithm of 2k for large p and %-k for p=3

(the optimum value proposed by Dattola [4#]). A somewhat lower ratio is

shown in the results of this study. Table 1 shows comparative results.

For the ADI collection the ratio of number of comparisons is 15:1, implying

a k for Dattola's algorithm of 7.5. For the Cranfield 424 the values are

8.2:1 and 525, respectively. The difference from the value k = 16, which

is expected, is largely explained by the following factors:

1. In the runs using the present algorithm, a burst of
clusters was forced to form at the outset. Thus the uniform
formation assumption is not met and more comparisons are
made with the present algorithm than predicted. In the
limiting case where the first m documents form the m

clusters, C 1is bounded as follows:

C<(N-1Lp logpm .

2. During an iteration of Dattola's algorithm the number of

trial centroids is frequently less than the chosen value

of p .

&3
)
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Present Dattola's

ADI Collection (82 documents) Study Algorithm
Number of clustering runs over
which the following results are 11 1
averaged
Vector comparisons uu5 6614
CPU seconds (360/65) 5.8 44,0
I1/0 seconds (360/65) 13.3 38.0
Cranfield 424 Collection® Present Dattola's

(424 documents) Study Algorithm
Number of clustering runs over
which the following results 1 1
are averaged
Vector comparisons 5579 45840
CPU seconds (360/65) 214 439
I1/0 seconds (360/65) 126 653

PR Lrsaia? 4 AR s

Clustering Cost Comparisons Between the Present
Study and Dattola's Algorithm

Table 1

%Results shown for Dattola are for two-level clustering

37
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3. Iterations of Dattola's algorithm sometimes converge before

the iteration limit is reached.

4. Two levels of clustering were performed on the Cranfield
424 under Dattola's algorithm against a single level for

the algorithm of this study.

The comparison of CPU times in Table 1 is somewhat less favorable
to the algorithm of this study, particularly on the Cranfield 424 collection.
The major factor is scoring, or vector comparison. Scoring may be done over
an array of weights if concept numbers are restricted to a prescribed range.
In the case of Dattola‘'s implementation, numbers do not exceed 10,000 so
comparison may be done over a 10,000-element array in which the concept
number is given by position rather than in a list where the concept numbers
appear explicitly. The present algorithm uses such a list, ordered by
concept number, and runs more slowly as a consequence.

Perhaps the most important point to be made in this discussion is
that the algorithms of Dattola and of the present study are of the same
order. The constant muitiplier k , however, is of the order 16 in the

case of Dattola and 1 in the case of the present study.

B) Effect of Document Ordering

The effect of ordering is studied by comparing the search results
on the original ADI collection and three permutations of it. The three per-
mutations are constructed by reordering the collection according to tables
of random numbers between 0 and 99.

Clusters are generated using NCEIL = 22, NCLREQ = 9 and OVLAP = .122
(default options are used for the remaining parameters). A minimum of 10

documents is searched for each query. Plots of precision vs. recall are

38
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shown in Figures 3 and 4. As expected, there is significant variation in
the performance of the algorithm for different orderings of the documents.
It is interesting to note that the original ordering of the ADI collection
gives the worst results. The third permutation gives the best results which
actually exceed Dattola's results except in the high recall region. It can
be seen that the relative improvement of the results by reordering is better
in the document-level average plots thaﬁ in the recall-level average plots.

Figures 5 and 6 show the spread between the curves representing
the original ordering and the third permutation of the documents of the ADI
collection. The results can be compared with those of a full search and
clustered search using Dattola's algorithm.

Multilevel clustering is discussed in Section 6. C. Since multi-
level clustering improves search results, it is possible that document re-

ordering may be used to obtain further improvement in this case, although it

would be difficult to determine a suitable ordering in advance.

C) Search Results on Clustered ADI Collection

Recall and precision plots of searches on the clustered ADI collec-
tion are shown in Figures 5 and 6. As discussed in Section 6. B, it may be
seen that there is a substantial variation in the quality of the. clusters
over different orderings of the collection, as measured by search results.
In comparison with both the full search and Dattola's algorithm, the present
algorithm shows a tendency to perform best in the low-recall region. This
effect may be observed in all results of this study and, consequently, it
is a distinguishing characteristic of the single pass algorithm.

It should be observed that search costs for the results shown using

39
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[ 3
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—V=_Original Ordering ;

] —O0— First Permutation ;

= —0O- Second Permutation %

8 : —A— Third Permutation ;
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Effect of Ordering on Document Level Averages in Search
of ADI Collection Clustered with Single Pass Algorithm
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Prec‘ision —v— Original Ordering
1.0} —0— First Permutation
: —0—~ Second Permutation
ok o —a— Third Permutation
8
JF
.Gg.__
'\_—-O\A

B
\9§8§ L
1 — =
0 1 | N | N | [ | 1 N i.’ .
o 1 .2 3 4 5 7 8 .9 10 Recal

Effect of Ordering on Recall Level Averages in Search
. of ADI Collection -Clustered with Single Pass Algorithm
S Fig.4
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Precision —0— Full Search

—0- Dattola's Clusters
—v— Single Pass-Original Ordering
—a&— Single Pass -Best Random Ordering

1 ]

9 0 » Recall

Document Level Averages for Full Search, Dattola and Single-Pass
Cilustered Search on ADI Collection

Fig.5
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Precision
A

|.OF

O

—O0— Full Search

—0— Dattola's Clusters

—v— Single Pass-0Original Ordering
—A— Single Pass—-Best Random Ordering

[
5 6 .7 8 9 1o Recal

Recall Level Averages for Full Search, Dattola and Single—Pass
Clustered Search on ADI Collection

Fig.6
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the present algorithm and the results using Dattola's clusters are roughly
similar. For example, 990 vector comparisons are made in searching the
clusters produced from the ADI collection as originally ordered compared with
966 vector comparisons in searching Dattola's clusters.

In Section 6. A an expression for the cost of clustering is given.
The relationship is such that clustering cost is reduced both for the algo-
rithm of this study and for Dattola's algorithm if multilevel clustering is
done.® It is not known how the search results on clusters formed at a single
level and over multiple levels compare in the case of Dattola's algorithm.
However, in the case of the present algorithm, multilevel clustering is not
only less expensive to perform but it can produce markedly better clusters.

Figures 7 and 8 show the improvement in recall and precision achieved
when the same ordering of the ADI collection is clustered over one level and
two levels. Clusters are formed at the first level and then sons of each
are formed at the second level. The ordering chosen was the one among the
four tested for which recall and precision are poorest for the single level
clusters. It is suspected that improvement would also be shown for the other
orderings.

It can be noted in Figures 7 and 8 that the two-level clustered
search is markedl& better than the one-level search, particularly in the:
low recall region. Moreover, the two-level search performs better than the

search on Dattola's clusters in the low recall region and approaches the

full-search curve in this region.

*It is thought proper to apply the description "single pass algorithm" to
multilevel clustering where (a) each level is clustered in a single pass
and (b) the multilevel algorithm performs fewer comparisons than a single

pass would perform as a single level,
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In general, the probability that a document late in the input enters
an early cluster is related to the number of clusters formed in the pass over
a level of the cluster tree. The greater the number of clusters, the more
the membership of early clusters is confined to documents early in the collec-
tion. This can be seen by observing that, except for the case where a collec-
tion is partitioned into m sequential clusters, a cluster on the average

allows documents to be admitted over a sequence of input documents larger than

the cluster size, that is, for a single level of clustering,

where
n = number of documents for which a substantial probability of
admission to a certain cluster exists.
a = a constant (a > 1).
If clustering is done over two levels,
0,2 = a2
* P
(2) . . (1) .
where nj is the jth son of n (superscripts refer to the level

of the tree). Thus, at the final level X there are m clusters and

(x) _ x N _ =xN
n =a — =a =—
X m
p
nj(x) > nj(l). for x>1 and a > 1
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The above suggests that producing as few as two clusters from
each father in the cluster tree would allow the best associations to
be made. It is also suspected that better results may be obtained if the
order in which the documents are compared at each level is reversed. The
rationale here is that the 1last documents admitted to the cluster have
in general the highest correlation with the centroid. It is hypothesized
that in a pass in reverse order, these documents will tend to form a single
cluster and allow the earlier ones to fall in separate groupings.

The search results reported above suggest that sets of clusters
with similar size statistics have similar search costs when the same search
parameters are used. Comparative figures are shown in Table 2.

Overlap figures are also given in Table 2. It may be seen that
overlap varies substantially between the sets of clusters compared. Cer-
tainly, increased overlap increases search costs since it increases average
cluster size. Whether increased overlap affects recall and precision
curves to any great extent is less clear. It may be argued that the clus-
tering algorithm operates without knowledge of the query set subsequently
used to search the collection and, consequently, assignment of documents to
multiple clusters is independent of relevance judgments. Unpublished results
of Dattola in which overlap was varied widely when clustering both the ADI
and Cranfield 200 collections without apparent effect on recall and preci-
sion support the hypothesis of independence.

The results of this study as well suggest that overlap is uncorre-
lated with recall and precision. Overlap is not held constant in the re-
sults presented because of the difficulty in matching the overlap measures ;

of Dattola's algorithm and of the algorithm of this study. As may be seen }

43




XII-30

ADI Collection

(as ordered)

Cranfield 424

Single Pass Dattola Single Dattola
Pass 2-level
l-level 2-level l-level
Fractional overlap .17 .33 .01 Ay .23
Average cluster size
(No. of documents) 10.7 12.1 9.2 24.2 23.7
Average cluster size/
collection size .13 .1u8 112 .057 .056
No. of clusters 9 9 9 20 22
No. of clusters/
collection size 11 11 A1 0u7 .052
No. of vector compari-
sons (Search Cost) 990 1105 966 13,103 12,200
Fractional search cost .35 .39 .34 .20 .186
No. of documents sought
in search 10 10 10 43 43

Summary of Cluster Statistics
and Search Costs

Table 2
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in Table 2, higher overlap values cccurred with the better results on the
ADI collection, but the reverse is true for the two runs made on the Cran-

field 424 collection.

D) Search Results of Clustered Cranfield Collection

The Cranfield 424 collection is known to have sequential groupings
of some of the documents relevant to certain queries. Consequently, a ran-
dom ordering of the collection is used as input to the single level clustering
run performed with the algorithm of this study. Figures 9 and 10 show the
recall and precision curves from a search on this set of clusters compared
with a search on a set of clusters produced with Dattola's algorithm. In
the case of Dattola's algorithm [4] clustering is done over two levels
using clustering parameters which were found to be optimal on the ADI and
Cranfield 200 collections.

As may be seen from Figures 9 and 10 the algorithm of this study
produced a slightly better recall and precision curve than Dattola's.
Additional runs on several permutations of the collection are needed to
establish whether a significant difference is shown consistently. Search
costs on the Cranfield 424 collection using the single pass algorithm are
comparable to search costs using Dattola's clusters. As shown in Table 2,
the present algorithm requires 13,103 vector comparisons, compared with '
12,200 for Dattola's case. A more useful measure, which allows comparison
of collections of different size, is the fractional search cost, defined as
the number of vector comparisons per document per query. Fractional search
costs on the Cranfield collections for the single pass method and for Dattola's

are roughly similar, as seen in Table 2.
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Precision —0- Dattola's Clusters

4 —0o- Single Pass '
1.0F

A 8§
o .1 .2 3 4 5 6 7 8 9 10 Reca

Recall Level Averages for Dattola and Single Pass Clustered
. Search of Cr;:nfield 424 Collection

Fig. 10

5P

B S N VIR YN

o s e e A P A A T e v

o el Y



XII-34

7. Conclusions

The single pass algorithm of this study is substantially less costly
to execute than other clustering algorithms, Dattola's in particular. As
may be expected, however, the quality of the cluster set depends to a large
degree on the order in which the documents are encountered by the algorithm.
On the ADI collection, some orderings produce search results, measured by
recall and precision curves, better than Dattola's clusters in the low recall
range. Other orderings are worse at virtually all points on the curve.

A single clustering run is reported for a larger collection, the Cran-
field 424. It indicates that cluster quality is not degraded when the algo-
rithm is applied to a collection about five times as large as ﬁhe ADI.

Multilevel clustering using the basic single pass approach of this
study is shown both to be cheaper and to produce substantially better clusters
as measured by search results. There is a strong suggestion that further i
work could establish the multilevel single pass algorithm to be as good or
better than Dattola's algorithm for most orderings of the collection.

The basic limitations of the single pass method appear to be overcome

Y e i v

best when multilevel clusters form a binary tree. It is possible that the
contents of a collection would dictate nodes in the tree of higher degree.
The trade offs involved in such cases should be investigated.

The multilevel clustering of this study is confined to presenting
only the lowest level of the tree to the search algorithm. However, the en-

1
tire tree gould easily be made available to the search algorithm. If so, two

t

I

possible ways of construction presant themselves. The first is to fetch each
document description from the collection only once. Each document would be
passed down the tree and all decisions relative to it would be made in sequence,

level by level. In effect, many levels of single pass clustering would be

04J
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carried on simultaneously, each cluster at each level being treated as the
collection Ffrom which its sons are formed. In the case of a binary tree,
for example, the first document in the collection would be passed down the
entire leftmost branch of the tree to the predetermined lowest level. It
would define, at first, the leftmost cluster at each level. The next docu-
ment would then be passed down the tree. As long as it was admitted to
existing clusters it would add to their definition. At the point (if any)
where it was selected to define its own cluster, it would form a right
branch and then a sequence of left branches down to the lowest level. Sub-
sequent documents would be processed similarly.

The second method of construction is to form each level completely
before the next level is begun. Document descriptions would have to be
fetched from the collection once for each level plus additional occurrences
caused by overlap. However, cluster quality might well be better since the
direction of passing over the documents can be reversed at each level.

Even when just two sons are formed from each father in the tree,
there still exists the possibility that natural clusters will be split
into fragments. By the nature of the process, once two documents are
separated, they cannot be associated again. To a certain degree, searching
over multiple clusters allows these documents to be found. It would be best,
however, to have them properly associated in the tree. It is proposed,
therefore, that the leaves of a completed tree be cqmpared one to another.
Those with particularly high correlations would be coalesced into a single
cluster taken to be.the son of both fathers. Such a coalescing process
would deform the tree only at the lowest level and could be expected to
reassociate sets of documents which were of roughly equal size and large

enough to be a majority of the members of the clusters involved. Any
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further investigation will necessarily include experiments designed to

strzngthen, if possible, the results already found and to consider further

the selection of optimum clustering parameters.
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XIII. A Systematic Study of Query-Clustering Techniques:
A Progress Report

S. Worouna

Abstract

An experiment using various techniques of query clustering on the

Cranfield 424 document collection is described and some preliminary results

are given. Several methods of evaluating the performance of clustered
searches in the context of query-clustering are discussed. Finally, some
observations are made concerning use of the SMART system as implemented

at Cornell University.

1. Introduction

The idea of query-clustering as an aid to information retrieval
systems is first defined and examined by V. K. Lesser {1} . In that report,
a two-level clustering algorithm is described in which members of a docu-
meét collection are assigned to clusters according to their relationship
with previously-formed clusters of queries.

It is argued that there are three advantages to performing the
clustering in this manner; first, the accuracy of a given search procedure
may be increased by comparing queries to sets of related queries already
processed by the retrieval system, instead of sets of related documents.
Second, it is likely that such a system will perform better as time

passes and more queries are available for clustering. Finally, because

the cost of most clustering algorithms increases with the size of the

Q7

FOpPry

P



‘¢lustering technique, because-it is hoped that search results improve with
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collection being clustered, it is more economical to use a query collection
than the associated — and much larger — document collection. A more
thorough general discussion of the first two of these points can be found in
[2], as well as in the original paper by Lesser. Applications of these ideas
to various methods of query clustering are discussed below. (For additiénal
iﬁformation on clustering algorithms, see [3,4,5,6,7,8]. Background material
and further reférences may be found in [9].)

Thé géneral process of query clustering may be divided inté. three

parts, or "phases":

1) generation of query clusters;
- 2) geneﬁétion:of document clusters from the query clusters of
.phase 1; and
3) definition and assignment of centrcids for the phase 2 document
clusters.
Each of these threé phases may be accomplished in several different ways.
A combination, of three- such methods ~that is, one for each phase—is termed
an "implementation" of query clustering, or a particular query-clustering
‘technique.
Many procedures exist for performing phase 1, that is, intheinital
éiuStering:jgb; The'variables in using these algorithms include the nimber
éf clusters desired, the amount of overlap permitted, and the number of,queries.

to be clustered. The last parameter is particularly important to a query-

an increase in the number of iqueries clustered.

Phase 2 may be implemented inany of the following three ways:

"58;
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1) Relevancy decisions
2) Correlation with query centroids

3) Correlations with clustered queries.

In the first case, documents which dre relevant to oné or more queries
in any one query cluster are grouped. For case 2, all documents are
correlated against each query centroid, and thoéé documents correlating
highly with any such centroid are put into one cluster. In the third
casé, the docvments aré corrélated with all quéries used in clustering,
and a document ¢luster is formed from those correlating highly with one
OF more queries in any given query cluster. In aillfhree methods, one
documént cluster is formed for each query cluster generated in phase 1.
The .query clusteér froim which such a document cluster is formed (whether

by relevancy decisions, centroid correlations, or query .corréelations)

1S~caIleduits'U§défljing;ggggzic;qstér;

Theré is much disagreement about the mannér in which a centroid
is c¢hosen to fépfeSent thé documents in a c¢luster. Concepts may be
logical or weighted, with very high or very low weights arbitrarily either
retained -opr qrgpped;by ohe of sevéral méthods [10]. In query clustering,
however, the. choice of the type of centroids ﬁsed (phase 3) is much more

basic — the centroids for each phase 2 cluster may be -either the document

\§§§F?§id,fqpmgd,frém thé documents of the qluséer,‘or the query centroid
of theﬂunderiyinéhgugryé¢lgster.

There are obviously .a large nuinber .of query-clustering techniques
_ which may.be formed from: différent combinations of the above variations
bf/theitﬁfggﬁghasggm At this time, the only available studies of query

¢lustering ate focised on varying phase 1 methods, whilé using relevancy

B
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decisions for phase 2 and query centroids in phase 3. This paper deals
with an experiment which considers all six combinations of second- and
third-phase variations, while also using different numbers of queries in
phase 1. This produces éighteén different query-clustering techniques,
which are then compared to a standard full séarch, and also to a set of
"normally-generated" clusters (formed using Dattola's Algérithm).
Becausé of the large volume of dAta genérated by the experiment, a
'thoréugh ana1ysis of the results is not yet available. The présént réport
will be followed by such an analysis, using the parameters developed in
{21.

2. The Experiment
&) Splitting the Colléction
In &1l éxperiments with: query clustering, it is first necessary

t6. divide the query collection used into two disjoint subcollections: a

~c;gster-ge§,ahd*a:;espgggté (The collection used in this case is the

© . 155-=query ‘set éSépcigted with the Cranfield 424 documents;) In general,

the clustér-set provides the queries for élustering; these clusters are then
;uséd'foggenergte‘phase,2'dbCumeﬁt.qihstérév "When a tree (that is, a
hierarchy of .documents and centroids) has thus been formed, the test-set
queries dre uséd to. déteérmine the performancé of the particular method used.
,’This”Simuiatés‘the actipn{of-an:athal information-retrieval system, and
;makégméieaﬁ'fhé‘péQuiremepxithaf*thé‘iWQ.gueryesets‘bevdisjpint. (Since
one gf{fhé”hyﬁpthéseSVbeiﬁgi¢ésté&nsta%es that new queries entering a
Ysiéiémﬁbeﬁéfit?biftﬁezﬁyeééﬁcéféffSimilar queries already processed, it

 would be unrealistic to.test iiethods of quéry clustering which allow the
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"new" queries to be present in the system already.)

Because of the nature of the query collection used, another

consideration in this splitting is the authorship of the queries.

In a real system, it is unlikely that a given author would submit

two queriés with similar sets of reléevant documents. (If this wefe

thé case, relévancé-feedback from the vesults of the previous query
should best be uSed‘in»ﬁandling the lateér query.) Thé Cranfield
‘quéries, however, contain many instances of authors' submitting seveéral
.gpéfiés with similap sets of relevant docéuments. It is not uhreasonable,
then, that in splitting such a test colléction into two sets of queriés,
it -should be required that authov=sets not be broken. That is, if any
*qgéry'of a giﬁgn author appéars in éne of the sets, thefm all queries

of that author are put into that sét.

With these considerations in mind, the 155 quéries are -split
into two author-consistent sets of 30 (test=set) and 125 (cluster-sét)
nquéfieé édch. This is doné by geherating random numbérs between 1
aﬁdé155@“éthiﬁélﬁdihg‘ih*the test-set those quéries whose numbers are
ndréwﬁwat'?épdoms,aéww¢ll-as=éllv¢thér queries by ‘the same author.
¥R§ﬁd¢ﬁ.numbérsxébpﬁe8§0ﬁding‘thqueriéS—already«selectédAéﬁé passed
by in subsequéent dvawings. Appendix A, Table Al .gives the results of
this splitting, including authcr number for- all queries selected.

QAftgn the generation of the test-set, the cluster=séet is
-forméa:frpm:théefemaiﬁiﬁg'queries, In order to allow the expéeriment
‘ﬁp’téSi the effect of enlarging the base of clustered queries, the

- 125=iten clustersset is subdivided randomly into sets of 75 and 100
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queries, such that the first is a subset of the second. Three cluster-sets —
called CS1, CS2, and CS3 — are thus formed — with 75, 100, and 125 quéries,
respectively — where the inérease in size from one to the next is caused only
by the inclusion of additional queries. This, too, mirrors the action of a
real systeém, whéré an increase in queries procéssed is caused by addition,
rather than by reéformulation. Tablé A2 in Appendix A 1ists the queries

included in these three cluster-sets.

B) Phase 1 Clustering the Queries

The thréeé sets of .cluster—queries formed by splitting the Cranfield
42l collection queries ave clustered using Dattola's algorithm «(see [7]).
Essential to this algorithm is a Specification of the number of clusters
désired and the amount of overlap permitted. The results -of the experimerit
,iﬁ IQ].iﬁdigate'thét:GVerlap iﬁ¢sﬁch;ga§ét“6f query clusters in greatly
. maghified when the relatéd documént colléction is formgd,—-pérficuiaﬁly,‘When
relevance: decisions are used in phase 2. It is apparent, moreover, that
overlap will also be increased by most other implementations of phase 2.
- Since the overlap obtdined in [2] was far too great, it was decided that the
;queﬁy'clusterS‘fbfmea?heré'should'haVe~no-9Vérlap-

Not so .easy to answer is the question of how many clusters should
be formed. This is .a problem in any one-level query-clustering technique.
Eifsta'asHmanysguenyrclﬁstérsémQSfpbé~fqrmgd:as the number of desired
docunént. clsters: Furthermove, the nuiber of queries to be clustered is
gggheféiiyﬁfapuié§§ than: the number of documents; Thus, the number of clusters
acannctlbé:thimalﬁféf‘béthsfhquueriesland~the»dbcumensz According to [81,

the best number of équai-sized clusters which can be formed from n items is

o e e ey Am—————n
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of the érder ox“\/zg- Thus, for the 424 documents of the Cranfield
collection, approximately 21 clusters should be made, while the three
ciuster-sets of queries require, roughly, 9, 10, and 12 clusters,
pespectively. One solution to the problem is to abandon the single-

leveél hierarchy in favor of a multiple-level tree, where the clusters on
level 1 are formed by breaking up the queéry-clusterirg-generated clusters
on lével 2. (sée Figure 1.) This method is currently under investigation
by Magliozzo and Bodenstein {11].

Becausé this experiment is not designéd to consider such variations
in query clustering, a solution other than that mentioned above is desir-
able. Awqdmpromise; therefore, is made between the different optimal
numbers. of clustérs vequired by the four collections, Dattola's algorithm
is asked to provide 15 clusters for each set of quéries and documents to be
¢lustered. The 15 clusters o6f the 424 documents thus generated are later
used as a "standard clustering" against which the query-clusterings are
cémpaped; (The actual generation of so précise a number of ¢lusters is
not a trivial matter, as is discussed in Appendix C.) The results of
using, Dattola's algorithm to clustér these collections are given in

Appendix A, Tables A3 and Ak:

Documeny c¢lusters
() formed by clustering
T\ higher l4qvel clusters

(a) Single-level | (b) Multipie-level
Single+ and Multiple-Lievel Clustering

65
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C) Phase 2: Clustering the Documents .

In general, the most convenient way to implement phase 2 consists
in using relevancy decisions. This is done by assigning each document to
the cluster or clusters whose undérlying query c¢luster(s) contain(s) one
or more queries to which it is relevant. Unfortunately, this process deals
‘with only part of the documents in the collectidn, in most cases. Although
éach document in the Cranfield 424 collection is reélevant to one or more
Qperiés‘in that collection, not all of theseé quéries aré present iu any of
the cluster-sets -GS1, CS2, and CS3. Thé documents not assigned to clusters
by anadlysis of relevance may be c¢alled "loose documents" (see [8] for a full
deécfiptién of the term), and must be "blended" into the clusters already
formed. In all three cases the number of loosé .documents i rather substan-
tial: 135 in GS1,.'89 in CS2, andj5hiin‘cs3; (It should be noted here that,

'becauSéAofwihé'relatiqﬁship betiieen these.fhreé’ciuStér-séts, the loose

documénts of ‘CS3 are a subset of those of CS2, which are, in turn, a subset

~of those of CS1.)

Because: of thewlargg numbers of loose documénts, tke method used to
iﬁcoﬁpépate suéh‘do¢qménts'into;partidhlar clusters isrquite important, and
.musﬁ,be the subject of careful scrutiny in anYaéfuaL:ﬁse of this method.
ﬁoﬁ thefpﬁeSént éxPéfiﬁent, however, where the major ébject is the examina-

tiqnwof’the¥pesults~of,Varying;aSPects of the clustering scheme other than

the blending wethod, &n arbitrary wdy of assigning loose documents to ¢lusters
1§ chosén, The methiod consists in ‘correlating each loose document with the
15 centroids of ‘the given cluster-set, and t¢ add each document. to the document

- eluster(s),. for which. the éentroid of the underlying query cluster(s) satisfies

phéqu”ﬁhewfolgbwigg=pdhditignsf eitheb the ccrrélatién between query cen-

’%fsél
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troid and document is 0.250 or higher, or the centroid-document correlation
is higher than the correlation with all other query centoids. The reason
for this method will become clear when method 2b is discussed below.
Results of this assignment - relevancy combined with blending — are given
in Appéndix A, Table AS.

It is this type of clustering which has been studied previously,
and which séems most likely to produce improveménts over standard algorithms
whiéh do not use query clusters. The effect is to ¢lassify documents accord-
ing to the questions to which they rvelate, rather than according to similari-
\' tieég in word content. Tt is, moreover, this method which seems likely to
a ;repdncOu;d;be’cgﬁfirmgd, this type of query-ciustering would produce
a way for an. information-retrieval system to "learn" from its past successes,
while keeping it from pepeating past mistakes. It might also be a way of
impTicitly altering a System to éompensate for changes in terminology, or
_to antic¢ipate the development of new fields of information. For these
@éaééﬁés‘this form of query clustering may have the same type of advantages
as.-documént-space modification, & technique -exarined in Brauen [12].

;Type\Q‘dpcngnt:éluStehS‘are'formed according to correlations between
documents -and. -centroids of the clustevs formed in: phase 1. In some ways,:
thiis might be looked at as a standard -clustéring algorithm which begins with
‘¢§rt§ihfg;usﬁpr$~a;néédyzfdrmed”-and~cénfinues.by.bléﬁding into these the
_ sét, of documents to:‘be clustered. Ié«might,QVeﬁtualLy be shown experimentally
,théﬁ‘usingﬂsqéh ¢§htféidé:gs~aﬂ"Se¢dfc¢11eciiohﬁ‘in any of the standard
‘a@g@fifhmé Wi;lﬁpﬁbduCE-impﬁQVe&:perfdpmancé from the f£inal clusters.

in=fhe~é¥Periméht\atfhan§,~the»9rqcédure is the following for

2
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phase 2 using type 2 clusters: all 424 documents are correlated with all
15 query centroids in each cluster set. A document is assigned to any
document cluster, for which the centroid of the underlying query cluster
satisfies either of two conditions:

a) the centroid and the document corre.ete at a level of
0.250 or higher;

b) the correlation with the document is higher than that

achieved by all other centorids.

Note that thisQis the same condition under which a loose document is blended
into a cluster for method 1. This criterion is chosen, by inspection, to
apprbximate‘the)Sizé;and-degree of overlap of what might be considered
"standard clusters'., While such an aﬁbitrary\cutoff value is likely to be
used 'in any -operational implementaion of this method, the cutoff may, of
course, be varied to achieve different clusterings. In appendix A, Table A6
it ‘may be noted that the sizes of the clusters formed vary greatly, from a
minimum<gf’uvby~081 to a maximum of 85 by CS3. This is clearly an undesirable
fesﬁit;pandﬁgxmetbod of avoiding it is suggested below. (Varying the cutoff
ﬁigthréduge the problem, but would probably not solve it entirely.)

It :should be noted here that method 2 is unlike the previous one in
ithat hévléése*dbcuments result. This is due,; of course, to taking each
doéument‘indiViduall§-and assinging it to one or more clusters. The problem
of non-uniformly-sized clusters may be solved if the generation of loose
@pcnmentsxisxéermittedQ instgéd of correlating documents against centroids,
it is possible to reverse the process, matching centroids against documents.
In,fh;s‘variétign of method 2, the top n, say, correlants of each centroid

érewghéséh*for‘inclusibﬁ'in the document cluster telated to that centroid.

ffgg;\
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Thus, all clusters have the same number of items. By varying the cutoff
(n), and imposing additional restrictions on correlations of included
documents, it seems likely that interesting results could be obtained.
This range of experimentation is not, however, included in the current
study.

Finally, the third form of phase 2 is achieved here by correlating
all of the 424 documents against the 75, 100, and 125 queries of the three
cluster-sets. Documents are assigned to any document cluster whose under-
lying query cluster contains one or more queries such that either a) that
query correlates more highly with that document than any other query, or
b) the correlation between the query and the document is 0.250 or more.

The motivation for this choice of method is the same as that for the type 2
method; and the .same comments apply. In this application, also, a

disparity arises in c¢luster sizes. Table A7 of Appendix A shows that
cluster-set CS1 produces both thé largést ¢luster (11l documents) and

the Smél;gSti(S documents) generated by method 3.

As before, a reverse strategy may be used which would ensure an
evén -distribution of the documents throughout the clusters (aside from
fpe blending of loose documents).

This ‘method (in either variation) may be regarded as "pre-searching"
thé‘dbcumeﬁt cql;egtiop in'qrder to make later searches more effective.
If,Jqs\aSSumedg/many new ngriesﬂgye-similar to queries already present in
éﬁ;iﬁfbﬁmationéggtpieyal‘éystem, then such '@ new query should easily find
»‘thgjglhstgr’a§$ogiat§d3yith‘ﬁh¢sé similar queries. This method of
*as$ignigg’d9¢ﬁm§nt§ to clustrs thus guarantges.that the documents in
fhétgcluster are those which correlate highly with the old, similar queries

(and,, thus, hopefully, with the new query).

&'}"‘ :\‘
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Both of these last two implementations of phase 2 are inheren:ly more
expensive than the first. Relevant documents for a given already-processed
-query can be easily selected, without the necessity of correlating large
numbers of concept vectors. In the case of methcd 2, each document must be
correlated against as many centroids as there are query clusters. Method 3
requires a full search of all queries against all documents, although this
would: be done only once for each document and query. For method 2, a new
éorﬁélgti¢n by all -docutients would be required with éach update .of the query
.c;u§tep§, Further analysis -of comparative costs of these three methods is

possible, but Leyond the scope of ‘this paper.

D) Phase 3: Assigning Centroids

The ¢wozmethéds ofsassigning centroids: to document clusters are quite
straightforiard. In one casé, the centroid is taken as that of the underlying
:QQQﬁy*uiustgng «In~thé-otheﬁ,\it.is-ihe‘Standapd\cenfpoididetinedlby-the‘dbéus
ments in the cluster.

Note ththusing-dédumenf»Ceﬁfféias\genéraily‘ﬁéQuiresAah additional
‘sguiés.ofﬂqqmbutgﬁionsﬂw5iié the?u$é~df‘queby centroids does not, This is
théyﬁaséﬁhéCauségﬁas ;‘rulé,,fhe piouéss,of Query;ciusfering in phase 1 pro-

f\lduees the. query centr01ds as a 51de-effect, at no addltlonal cost.. In addi-
“tlon, -query: centr01dsutend 15 be small, taklng up less storage ance ‘within
'the’machlne ¢han rouuent uen£r01ds. On thefother hand,‘lt,may ‘be that'docu&

:3ment centroxds —-whlch contamn more of the 1nformatlon about the documents

u‘jV;héybrepresent -:form a. better vehlcle for comblnlng documen*s than qu xry

i ] centr01db. Even the beqt clusuers wlll achleve,poor ‘pérformance if the cen=-

\ tromds ureypoorly ueflnéd -see Sectlon 4 of this paper — so that this choice,
. also, 1s'cru01ai. ﬁ | :3" |
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E) Summary

The diagram of Figure 2 indicates the variations used in forming
18 .¢luster trees from the Cranfield 424 collection. The cluster-collection
names used in thé rest of this paper may be drived from this diagram by
-concatenating the three keys describing the particular collection. For
example, the collection formed fromfcsz (100 queries) using documents
ass1gned by method Z (centroid ¢orrelations) and query centroids in phase

3.1is '100CCOGC' .

3. Results

For the most part, the results of this experiment are unexpected.
“(Graﬁhs~of.recallzprecisicn values for all 18 clusters are given ir Appendix
B,.tcgetber*withxgraphs,fcrfthe’“Standard“ clusters .and a full search using
the tést-sget queriés.) -Consider, for example, the six corparisons which
fiay be rade varying only the nuiber of queries clustered. (The list,

including the nanes introduced in I'igure 2, is given in Table 1 below.)

'intuitiVely@nthe'expectedtrenking.iﬁ all cases is 125-100-075, best to wWorst.

‘*ip@Olef§n¢’Qésé out of six, however; is this order achieved: clusters
\;2§QGQQ¢;,ioéngchlgpdﬁo75Q00éc; (See Rigurets%.): In four of the five
*%ctﬁer céses3‘the.c1uster87usihngS2f(100 queries) performed best. (In the

“rcmalnlng case, nnnRBLQC CS3 was best but: CS1.was second—best 1nstead of

i

f.last.) Moreover only three of the elghteen cluster-sets produced better
y;lresults than the "standard" clusters (clusters 1GORELDC in Figure B2 and

.....

) lOOCCODC and 075CCODC in Flgure BS ) Reference [2] predlcts a different

g result.

-

e /Thé&é#?iéﬁ?ti@ﬁ%‘fbr‘theseﬂresultSMmust await further analysis. At

. present; Somg.cbservations: may beé given. It must bé noted first that the
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decisions on the rankings of two or nioré search results is being made on the
basis only of cursory anaijsis of the recall-precision graphs presented in
Appendix B. On that basis, for example, clusters 100RELDC (Figure B2) are
being called "better" than the standard clusters of Figure Bl, even though
the latteér rises..above the former from.recall level .35 drward. A iore
thorough investigation of thése graphs is needédlto reach firm conclusions
concernfngwtheFpreférredwciustering~mefhod,

The poss bil “ies of experlmental errors flust alsod be considered.

~In Appendix C the procedures used in setting up all of these collections ave

des¢ribed. Because of -the large amount of handwork that went into this stage

of the experlment, and: because. 6f the lack of complete vepification of the
resultlng llStS, it ds posslble that Some degree cf error has been intro-
_-duced intthisﬂwéyy,i |

. fhe final potat to be mentioned hére concerns the search strategy
3gse§uﬂIngEék;:itﬂis,nécéésapywtosgompenéayé.fgr\unusqarly\iarge»ciusters
dlnyfmanyiﬁgwtﬁésﬁﬁmnéf dﬁ;clusters«expandEdiduringrsearching. Since this is

}not a. problem in. the present experlment, a fixed: number of clusters is ek~

;panded ;n,all’searches. It is poss1ble that thls number does. not allow
.mpropermrépresentatgonngf‘the:propertiequf'the existing;cqlleqtions. Future.

”'L;ééarchésfwiiiQiﬁciuaeffixééﬁexpansiéné:éf-aifferehiu&aiués, along with ex-

"ﬂpan 1ons whlch vary w1th correlatlon and number of documents searched. This

1:1;Qlast cons1deratlon seems“most promlslng 4§ an explanatlon of the results

fﬂ% Principlesuof Bvaluatlon\

~{ ':‘suggested that dlfferent types of evaluation. parameters
are needed fn full- and clustered—searches. Lnﬁpart;gular, 1n\a clustered

: Lo e . . PRAREEE N . A . - N
> N Y - Y Vv, . . RPREARA
I SO ., \ , vy W £7 «
. N [N = v"' LY bl 1\
. .

At
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search, it is possible to isclate the cause of good (or bad) performince to
one of three areas:

1) Cluster generation

2) Centréid definition

3), Search strategy.
When. the search ‘is ‘dotie without clustéring, only the third explanation
applies. In-addition, the amount of work done .in searching a clustered

coldection may vary from -query to .query and from one implementation to

another, .and should also be measured. Although such a measure is sometimes
included in the basic performance of a. system; it Seems ¢lear that the two
areds of ahalysis are quité separateé and Should be treated as such.

Tn general, search résults are compared to an “optimal" system:

qnefwhich;ﬁrédﬁqes~ailf?élevaﬁt,documents,for.all.Queﬁieé ranked at the
»At§p;6f thesiistucﬁxretrieved items.. It such a system thé recall<precision
@énaﬁh/échieves*g*hériz¢ntai iine af:yeintercept 1 (see Figure 3). In the
same Way-s 1t is psss1ble to: rank the flrst~level clustérs in any clustered
’collectlon for each query, in. order of “des1rab111ty" (thelthat the
:aﬁélg$i$wﬁhich~féiieﬁéhiS«thvdiféctly*ap§ki¢ablevto‘mulfipierlevel
“1f§i§§teffnéss ThlS proble S discussed in [lO] and [23F4)
- leen the conflguratlon of Flgure 4 the hoped-for orderlng of
tnese‘cltsters‘before expan31on 1s obv1ously (hlgh to low number of velevant
documents)\D;C-AzBsE. Note that two cons1deratlons are 1nvolved here:

. \
.s,‘ o , .

Flrsta 1t 1s requlred that the clusters conta1n1ng the greatest number of
. .s ,

N f?QQ relevant documents be ranked hlghest.‘ Second between two clusters whose

contents of relevant documen s are the*same, thc smaller ghould be first.

5Th ‘deflnltlon of the centr01d for~each cluster determlnes how: hlgh «each




XIII-18

PRECISION

)

1,04 mmmim s mae

L e . - &y RECALL
- 0:5 1.0

R | . Optimal Recdll-Precision: Graph

‘Figure 3
= I :}“"f DOCUMENT CLUSTERS
P o (Documents Not Shown)

ST Sares v ans .

o

relevant to p_ ?5

‘"»’:'“?;-?.’\‘?ﬁ‘;;féihgiters w:n:h‘ ‘Relevant Documents for Query 2

R ; . . Lo, , .
T C e, ‘ .

D R S ,

BTN Lok At g

Ve e Flgure uw

ot a0 K L.
Lo Yo, LT R . - .
R . PN N - e Y /4
; P - . . ; 3
' - ' ' - ;\
- . { -
iy A

PAFulToxt Provided by ERIC

’?QVﬂnii“‘fffé CLUéTﬁR } f@ NO. IN CLUSTER ~
R 1 _
30
1 50 ;
s




XIII-19

well (or poorly) because the proper clusters are (or are not) expanded.
Consider now a search which orders the clusters of Figure 4 in their
"optimal" ranking. This seéarch will, in general, pérform less well than a
similar one with the clusters of Figure 5, where the clusters are also consid-
ered to be. ordered correctly’before expansion; ‘The reason is ¢lear: in
mthe-former/caSé it is necessary to examine 135 documents before all rélevant
may be included, while with the second group orly 80 document correlations
must. bé fiade, The clusterfset exhibited in thé ‘second set possesses as few
.nonreléVant;aswpoSSible for those clusters containing all relevant, This
property is determined by cluster géneration, as apart from centroid genera-
'inB%aDa?Seaf@h§ffét¢gY¥> | |
:ThreenparameterSyarehihtroducedgin {Qi for«dealing-With these concépts.
@heyxére "aimﬁ; "target" and "re]ectlon" deflned as' follows: 'GiVén a query
4 with n ‘rté.lévah"c documients. It is: assumed that a clustered document collec-
tiof is to be e‘iiéltiaj‘tsédaaéqcrvdihgz to its clustering siccess and its achieve-
f'r:rié;f.nfc".i-'ﬁ: éeﬁt@i‘d; :d.efini“tién} For eac\hmn,umber g 6f clusters expanded,

a) the alm clusters are‘those (2 clusters ranked flrst by

whatever correlatlon procedure 1s used in ranking

*jclusters, and

~ PR

'5@?{ the target clusters .are those c clusters ranked first

Y

uof axnumber of relevant contalned and size. CFor‘a

Emore preclse‘descrlptlon, lncludlng the questicn of

Wl “‘;’1‘32#;;4?u“how documents appearlng 1n more than‘one cluster are
oL T e be treated, see [2] ) '
ot e L
SR & .
L ;5 e L - o :
3;¢;‘ ' D numbenwof relevant documents 1n alm clusters;
T - o v N T m—
Y ‘ - ‘ 3»‘—\ L N . .
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and the target value is

number of relevant documents in target clusters

N

Similarly, rejection is defined as

occurrences . of rel., documents in target clusters.

occurrencés: of rel. documents in all clusters

In the measures above, optimal performancé is achieved when both the aim-to-

target-ratio (sglfrdéfining)mand:the.ﬁejectibh'are“l when averaged over all

queries. This is a restatement of the definitions. of 2], in a more precise

forms.

The recall-precision graphs are: ircéluded in Appendix B, and an ex-

planation of the programming tasks is given in Appendix C.

N
(A
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"CranuzNumber"*
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'f5qd'.‘é1us TTew [ od [Clus [ ok [ cn [ @ Clus [ C# | Ci¥

;;199g=245am§i 85.:L.Cs2. | 50 {119
‘100217 } | 61 " | 56 131 .
33 295 | | 87 | " | 57 |132 |
05 |-230 | | 88| ™ | 98 [135 1}
231 || se| " | 87 {1u8 |
f1o08 L2334 9o " | 78 {148 ]
1109 Tous | | 91 "™ | 87 |190
440 foue | F 92 " | 93205
Jiad Fou7 | | 9| "™ | ro1 1218 :)
{113 252 L | 9w | ™ |102 f224 }
115 259 f | 95 | " [422)278
277 265 | f 96 { " |127 | 288 |
3266 | | 974 ™ |185 299 |
1120.T269 f | 98| " |448 |882
La2d 272 44 991 " 1145 /3385 |
-a2% 283 | 100 | " }150 1852 4
125 ‘|28l | fa01 | css 1 57 18 |

{120 f208 | Jaos v | au] oen |

‘;;ggs,f'jidsg’v“ 1 §5ﬁ§101 1
ﬂiBQQwﬁi[iQE'f‘"k % 39 1206 |
38 314 | f107 § " ) u1 f108 |
39 1315 | 408 f " | w2 {109 |
gieléfiitiqédﬁ "o ue 116 |
e a0 f v | 70 {456 |
i§82é~ﬂ[s1li;j‘ﬂ' | 73 .|:160 |
fase | aaa f v | 79 Jaee |
yy auy f|aa3 ) " | 83 [182:
ug; ks | | 2aud il 89 1200 4
53. ;356|125 ™ . | 90 [:201 .
{254 {360 | 1228 | *  |107 | 292 |
' fass. figes | 417 v 142/)250
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A4} 39 Jld20| M j419.1268 |
| 66 5| 21 | " 4130 294 ¢

? 72-x;ii§2§f"ﬂ Jdu4 {333
flags) ™ Jaug. 349

dou f 151 1353
4258 " 152 1355 -

<ﬁ
QD

l$ the query number 1nsthe 42uxcollectlon.
?@s thg:qggry number in the 1400 collectlon. |
*’«.”~and ‘QSS" hark the beglnnlng of ‘the additional queries:

ns.~ CSl con31sts of querles 1-75 CSZ .consists of
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- Collection Name | cst |  es2 | css

:;.rNo.fof;ouerres 1 5, . 100 : 125.
i 1nfcollect10n | PSSP P & SRR
?i fNumber of ;7
: clusters formedg

Items in largest 1 | 9 \ 1 it :; - i&{‘
cluster (no ) R S O T (6) T (5,10)

I %oF collectlon ' ” 1 .  § ‘
i i 1 t 11 1 12
. 1n largest &L, - N S .

B

BRI I | 15

{ Items 1n\smallest‘2~‘ 2 ?: 3 roow
~ cluster (no.) 1. «(20,12) (8,13,1u4) . | . (8,11,12) i}

% of collectloné : . | ok
’%“;. 1n smallest cl—,_? TR (PP (ISR

N B [ Rl 5 N o Rttt [y [ R T I e -~ I e ~ a e -

EPINN

el 1 Repetltlon 0. ;
B factor* ' .0 "9' O

Deflned -as the‘number of total gecurrences of documents or querles
throughout a cluster d<collectlon, “divided” by the number of drstlnct
1tems in the‘collectlonni‘r

- Results of Query Clusterlng
:'.Tiabl?e:f A3
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Appendix C

The SMART ‘System

In [14] the basig facts about the SMART system implemented at Cor-
nell University ar¢ given: At the time of its design, however, no large-
scdle uSeuoflquery~elustéring}hadlbeeﬁ attempted, and none was. planned.

/Therefore, the experlment descrlbed Ain: this report requlred some ad hoc

dprogrammlng -and' some; tiresome hand work. It,1S‘hoped.that futuré experi-

mentors: w1th ‘query clusterlng W1ll beneflt from the descrlptlon given here

'kqf the. procedures necessary’ to: Work within this implementation of SMART

L e e e e

in order to. carry -out such Work:

et %

No prov131on GXIStS in SMART for*performlng the type 6f random-

;number generatlon and author-oet-malntenance»descrlbed 1n Sectlon 2, (This

~

is: by no means a fds,fwml,ency -of .the, :1mplementatl¢n since such a program is

of little general uses) A program was therefore written in FORTRAN to take

-t SRET G I W s ST wre Nttt b s as

the information about. authors of queries and produce a randomlj-sélected
set -subject. to the constraints mentioned prévidusly. .Such authér information

1§ readily available. L

1
AL

' ) y ¥ “, \}J‘A, 5 ; . o N = " 22 - . . 5. Y -
At the:'beginning of .the eéxperiment no SMART procedure existed for

forming. & subéollection of & quéry or document collection included within
the. system. -Another priogram was- thévefore written (also in FORTRAN) to

“subdivide the Cranfleld 4oy . colleCtionTs‘Qﬁerieé into the four subsets

ta

fm%@@m&mmwwmmwmemmmmmmmwm

" - ‘system which: perforns the fiecéssary subsettiiig within SMART,

After creatlng the clustenvsets €S1, Gs2, and CS3, Dattola S§ algorithin

(1mplemented by the SMART procedure DCLSTR) was. applled to these collectlons.

K
,‘:\;.,

— B R U = SN
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At the same time, the Cranfield 424 documénts were processed by DCLSTR.
As éxplained in the text, exadctly 15 clusters were required in all

cases. It is a property -of Dattola's algérithm that the number of clusters

 prdducéd?at“any»fiﬁe is a flinction of the collection used, the random seed
-épécifiéd, and the number of clusters requested. It is thus not possible
tga?regiéfvwith:accufacy how. many clusteérs will be produced from any set
\of%thgséwpargmeterSgA'Tg:dbtaih;exactly 15 clusters of the Cranfield
«ﬁqéuméﬁ;s it was necessary to use several attempts: cluster-set cs2
?gqui?éd¥4fﬁhiéégsclustgphset3CSS‘ﬁ§éded 75 while only CS1 was success-
:Eully .q;‘viQécf ,ini:‘o 15. clh‘.st,’ejii’s.tti.if; just 1 aft‘ieipp,t, A simmary of these
fﬁ‘iéf&réhd“eérﬁéﬁ‘ processes is given in Table Cl.
:Meﬁzéd": lof phase. 2 vas implemented by keypinching the numbers
" of the documents: velévant to éaéﬁpéf‘the;querieskin~gach cluster of CS1,
,:QSQ,‘aﬁéACSQ? and then sérting theSé;thﬁégxiistsaﬁith another specially-
wﬁi%féna(élthpghrtﬁi?iay):progfam,‘yigldiﬁg*a listing of the "non-loose"
documetits.. ‘The corrésponding 1ldosé documents were listed by hand. It
uﬁéé*biigiﬁéilyw355umed\that methods 2 and 3 would be done by simple
xSMARTAsearéhés;'by~using the 424 documents as éueries against the three
§ef§59f~¢ehtbdid$uaﬁdl¢hé'three sets of queries. Ths large number of
1"gﬁériesﬁ:pféved»ﬁpwérkdbie in the system, and another program modifica- .
tion was: required..

 After the definitions for all 9 cluster sets were completed, it
<réﬁéiﬁed;fqmggnératé‘l8—céntfcia sets, and unite these two parts of the
'nitim,afgcq’i;iec;i;igns;. A ‘SMART routine called CRDCEN has as its purpose
%hié;gkacf functions Thélekperiméht‘was delayed, however, by the
_ﬁéj%géity‘t@?kgjphnbhwa;gréatadéal of information from the previous

fapglatioﬁéy In it.néédmmehdeq that whén a préogram is written to perform

(T
g‘f

:.‘ a—




- XI11+38

e e e e s e st <ot e 20k P 1 1 68300 e s o

Caaet e

| cruster set |

Attempt ] Seed

Re qﬁe

¥ N@@-Clﬁéteﬁs?I;No. Clusters

Received

PR

15%

et

82

f
o pt HE
‘\

i '.f'_" »Q)N»N‘:H'

I 1255 |

| :i2sus |
E%'¢543?i:f‘
| osue |}

15

16

L 15

.15

a2y

12
13
L4
15%

Cs3

1Noosawnk

§ 12345 f
‘5 45432l‘i

f cresss
1 .12345 F
| 2as |
L 54321
-4, 5u321, f -

17

15
15,
16
18
17

14
16
L
14
16
16
_15%

42l d6es:

Kok

| LTS
| <1235

S
18

11
15%

P

%satisfactory clusters e

‘ Parameters Used in Generating Clusters.
with Dattola's Algorithm
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thé required tabulation automatically, this should be done with a v.ew to
.obtaining the data and format required by CRDCEN, the process to which the
results will eventually be passed.

Eventaully, the entire :précess s'hoi.Il;'l be made a part of the SMART

ysten to be irivoked like: any standard clustering algorithm,

 aa &
e

L



