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This summary discusses all 5 parts of Information Storage

and Retrieval (ISR-18), which is available in its entirety as
LI 002 719., Only the papers from Part Oze are reproduced here
as LT (N2 720. See LI 002 721 thru LI 002 724 for Parts 2 - 5,

Summary

The present repcrt ir the eighteenth in a series describing research
in automatic information storage and retrieval conducted by the Department
of Computer Science at Cornell University. The report covering work carried
out by the SMART project for approximately one year (summer 1969 to summer
1970} is separated into five parts: automatic content analysis (Sections
I to IV), automatic dictionary construction (Sections V to VIT), user feed-
back procedures (Sections VIII to XT), document end guery clustering methods
(Sections XII and XIII), and SMART systems design for on-line operations
(Sections XIV and XV).

Most recipients of SMART project reports will experience a gap in
the series of scientific reports received to date. Report ISR-17, consisting
of a master's thesis by Thomas Brauen entitled "Document Vector Modification
in On-line Inforration Retrieval Systems" was prepared for limited distribu-
tion during the fall of 19€9. Report [SR-17 is available from the Nalional
Technical Information Service in Springfi:ld, Virginia 22151, under order
number P8 186-135.

The SMART system continues to operate in a batch processing mode
on the IBM 360 wodel 65 system at Cornell University. The standard processing
mode is eventually to be replaced by an on-line system using time-shaired
console devices for input and output. The overall design for such an on-line
version of SMART has been completed, and is described in Section XIV of thz2
present report. While awaiting the time-sharing implementation of the
system, new retrieval experiments hove been performed using larger document

collections within the existing system. Attempts to compare the performance

xv 19



of several collections of different sizes must take into account the
ctollection "generality". A study of this problem is made in Section II of
the present repo.t. Of special interest may also be the new procedures
for the automatic recognition of "common" words in Fnglish texts (Section
VI}, and the automatic construction of thesauruses and dictionaries for use
in an automatic language analysis system (Section VII). Finally, a new
inexpensive method of document classification and term grouping is
described and evaluated in Section XII of the present report.
Sections I to IV cover experiments in automatic content analysis
and automatic indexing. Section I by S. F. Weiss contains the results of
i edperiments, using statistical and syntactic procedures for tue autuiatic
recognition of phrases in written texts. It is shown once again that he-
cause of the relative heterogeneity of most dncument collections, and

the sparseness of the document space, phrases are not normally needed

for content identification.
[ In Section il by G. Salton, the "generality" problem is e~amined
i which arises when two or more distinct collec%ions are compared in a
retrieval environment, It is shown that proportionately fewer nonxelevant
items tend to be retrieved when larger collections {of low generality)
are used, than when small, high generality collections serve for evaluation
purposes. The systems viewpoint thus normally favors the larger, low
generality output, whereas the user viewpoint prefers tre performance of
the smaller collection.

The eftechiveness of bibliographic citations for content analysis
purposes is examined in Section I1J by G. Salton. It is shown that in

some situations when the citation space is reasonablv dense, the use of

:]EIQJ!:‘ xvi
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citations attached to docunents is even more effective than the use of
standard keywords or descriptors. In any case, citations should be idded
to the normal descriptors whenever they happen to be available.

In the last section of Part 1, certain template analysis metnods
are applied to the automatic resolution of ambiguous constructions
(Section IV by 5. F. Weiss). It is shown that a set of contextual rules
can be constructed by a semi~automatic learning process, which will eventually
lead to an automatic recojnition of over ninety percent of the existing
textual ambiguities.

Part 2, consisting of Sections V, VI and VII covers procedures
for the autcw.:atic construction of dic4ionaries «nd thesanruses useful in
text analysis systems. 1In Section V by D. Bergmark it is sho'/n that word
stem methods using large common word lists are more effective in an infor-
mation retrieval environment that some manually constructed thesauruses,
even though the latter also include synonym recogrition facilities.

A new model for the automatic determination of "common"” words
(which are not to be used for content identification) is proposed and
evaluated in S:ction VI by K. Bonwit and J. Aste-Tonsmann. The resulting
process can be incorporated into fully automatic dictionary construction
systems. The complete thesavrus construction problem is reviewed in Section
VII by G. Salton, and the effectiveness of a variety of automatic dictionaries
is evaluated.

Part 3, consisting of Sections VIII through XI, deals with a
number of refincments of the normal relevance feedback process which has
been examined in a number of previous veports in this series. In Section
VIII by T. P. Baker, a query splitting process is evaluated in which input
O

ERIC
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queries are split int> two or more parts during feedback whenever the
relevant documents identified by the user are separated by one or .ore non-
relevant ones.

The effectiveness of relevanc2 feedback techniques in an environ-
ment of variable generality is examined in Section IX by B. Capps and M.
Yin. It is shown that some of the feedback tzchniques are equally applica-
ble to collecticons of small and large generality. Technigues of negative
feedback (when no relevant items are identified by the users, but only
nonrelevant ones) are considerad in Section X by M. Kerchner. It is shown
that a number of selective negative techniques, in which only certain
specific concepts are actually modified during the feedback process, bring
good improvements in vetrieval effectiveness over the standard nonselective
methods.

Finally, a new feedback methodolcgy in which a number of documents
jointly identified as relesant to earlier queries are used as a set for
relevance feedback purposes is proposed and evaluated in Section XI by L.
Paavola.

Two new clustering techniques are examined in Part 3 of this report,
consisting of Sections XII and XI1II. A controlled, inexpensive, single-pass
clustering algorithm is described and evaluated in Section XII by D. B.
Johnson and J. M. Lafuente. 1In this clustering method, each docurient is
examined only once, and the procedure is shown to be egquivalent in certain
circumstances to other more demanding clustering procedures.

The query clustering process, in which query groups are used to
define the information search strategy is studied in Section XIII by S.

Worona. A variety of parameter values is evaluated in a retrieval environ-

EMC xviii
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ment to be used for clusisr generat:on, centroid deafinition, angd final
search strategy.

The last part, number fire, consisting of Sections XIV and XV,
covers the design of on-line information retrieval systems. A new
SMART system design for on-line use is proposed in Cection XIV by D. and
R. Williamson, based on the concepts of pseudo-batching and the interacticn
of a cycling program with a cor.sole monitor. The user interface and
conversational facilities are also described.

A template analysis techrique is used in Section XV by S. F. Weiss
for the implementation of conversational retrieval systems used in a time-
sharing environment. The effectiveness of the wethod is discussecd, as
well as its implementation in a retrieval situation.

Additional automatic content analysis and secrch procedures used
with the SMART system are described in several previous reports in this
series, including notably reports ISR-11 to ISR-16 published between 1966
and 1969. These reports are all available from the Natioral Technical

Information Service in Springfield, Virginia.

G. Salton

ERIC
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J. Content Analysis in Information Retrieval

S. F. Weiss

Abstract
in information retrieval there exist a humber of centent analysig
schemes which analyze natural lanquage text to varying degrees of complexity.
Regardless of how well the text analysis is performed by each process,
the true value of a given process lies in its effectiveness as an information
retrieval tool. The performance may in each case be investiyated by
cctual retrieval tests using the various proposed content analysis schencs.
Resu’.ts obtained with a variety of linguistic phrase recognition
methods show that very little, if any, improvenents i . retrieval effectiveness
are obtained when any of the refined content analysis schemes are used
with existing document collections. The main reason appears to be the fact
that the value of refined content arnalysis systems resides in their
effectiveness in separating lexically similar, but semantically different
donuments. Existing collections ore too sparse, and do not contain many
close documents., When denser collections are crea”ed, i can be shown that
linguisztic content analysis methods become of increasing value as the density
increases. The queries also influence the type of conteat analysis to be
used. In general, queries of the question-answering variety show improved
retrieval results wi;h increasing refinements in the content analysis.
Document retrieval queries do not exhibit this type of improvement.
’ Future wor}. must be devoted to a determination of what makes a user
judge a particular document to be relevant. With more insight into the
relevance area, the role of linguistic content analysis in information

retrieval may become more clearly defined.
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1. 1Introduction

The purpose of a content analysis system as considered in this study
is as an information retrieval aid. It is therefore necessary to perform
retrieval using various content analysis methods to determine how well it
fulfills its actual role. This study presents experiments and results
aimed at determining the conditions under which content analysis improvas
retrieval results as well as the degree of improvement obtained. Aall
information retrieval systems use some degree of content analysis in its
broadest sense. This is generally in the form of assignment of concept
indicators to individual words. But in this study content analysis refers
to the analysis and utilization of multi-word groups as information
retrieval tools.

Using phrases determined by content analysis as an information
retrieval aid is theoretically very appealing., it adds cnother dimension
to search capabilities beyond the single word matching used Ly most
infromation retrieval systems. Documents and greries are matched not
only on _.ontent, but on the interrelationship of content elements as well.
Hutchins {3] has proposed an information retrieval system baséd sclely
on the cooccurrence of phrases in documents and queries. However, some
experimente 'indicate that phrases alone may be too strict a criterion
for useful results. A more reasonable approach is to use phrases in
conjunction with a less structured method such as word or concept matching.
1nerefoure in this study phrases are consicdered as an adjunct to single concent
matching.

A number of existing information retrieval systems permit
searching on multi-word structured information. Some systems such as that

)
E T(jgned by Curtice and Jones at Arthur D. Little [1] index dscumernts
o
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and queries by contiguous word pairs as well as individual words. Retrieval
is thus aided by this rudimentary form of phrase analysis. The IBM

Document Processing System ([4) takes this capability one step further.
Multi-word search keys can be specified using a number of options besides
simple contiguity. For example, consider the sample gueries below. Query A
retrieves deocuments containing "information" and "retrieval" in that order
and separated by at most one other word. Query B rectrieves documents

with the same two words separated by at most one word but with no restriction
on ordering., This will retrieve "information retrieval" as w:.l as
'retrieval of information". Queries C and D further relax the proximity
criterion and retrieve documents in which "information" an4 "retrieval"

occur within the same sentence and the same paragraph respectively,

A. INFORMATION RETRIEVAL (+1)
B. INFORMATION RETRIEVAL (-+1)
C. INFORMATION RETRIEVAL (SEN)

D. INFORMATION RETRIEVAL (PAR)

This specification is an attempt to perfourm some degree of seinantic
normalization. It permits *he association of phrases which are semantically
similar but structurally uifferent. lowever the 1BM system and others like
it approach the semantic normalization by structural rather than semantic
means. The resultant semantic processes are hence necessarily vexy
superficial. As Lesk points out, phrases determined by processes of this
type may cooccur in documents and queries too infreguently for them to Le

of any practical value, Lesk therefore proposes an information retrieval
system in which documents and gqueries are subjected to a complex syntactic

Q _semantic arnalysis. Phrase normalization is then based on meaning rather
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than just structure [5]. A few .ther semantically based content analysis
schemes exist such as the manual indexiny process developed by Mandersloot,
Dorglas and Spicer [2]. Of all existing information reirieval systems with
content analysis capabilities, the SMART system provides the greatest
variety of content analysis methods. This makes SMART an excellent
experimental facility for testing content analysis in general. The various
SMART content analysis methods are presented in some detail later in this
study.

In information retrieval, phrases can do two things. First, they
can distinguish between two documents with similar content clements but
different meaning. For examnple, the two inputs below are assigned identical
concept vectors by normal text cracking methods. 7T distinguish between
then requires that the structure as well as the content of the input be

considered.

2. Design cof computer systems

B. Computerized design systems

A second job performed by phrases is that of reinforcing correlations
between queries and documents which have similar phrases. 1In this way the
cooccurrence in the document and query of concepts which form a phrase is
weighted more heavily than the cooccurrence of a similar number of unrelated
concepts. While this might appear to be a convincing case in faver of using
phrases in information retrieval, the previous argument is purely theoret-
ical. It remains to test the theory by performing retrieval using various
phrase determination methods, It is nccessdary to analyze the results
obtained not only to determine how the overall results compare with those
achieved without the use of pnrases, but also to delermine the coxact cause
Q
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of the phrase method results. Thac is, are the new results & function of
the document or query collections used., the rhrase determining tachnique,

tne matching procedure, or a combination of saverel factcrs?

2. ADl Experiments

The first set of experiments uses the ADI collection. This is
2 set of elghty-two documents and thirty-five queries in the field of ducumen-
tation. About half of the queries ask fr specific information while the
other half are of a more general nature. A set of ten queries, five general
and five specific, is chosen as representative of the various query forms
and constructions. A normal SMART retrieval run is then performed on the
entire ADI collecticn and the ten test queries. For each query the ten
most highly correlated documents are identified. These documents along
with any others, relevant to the test queries but not in the top ten, are
collected to form a test document set. The total set contains 56 of the 82
ADI docunmenits. In all the ~xperiments phrases are determined for this test
set only. It is felt that the results achieved with this limited set will
differ little from those of the full set. The use of a restricted set
such as this is also a practical necessity sir 72 the great quantity of hand
analysis required by these experiments prec)udes tne use of the full docu-
ment and query sets. Figure 1 indicates the results of a normal cosine
retrieval process using the ten test queries. The followin3 subsections

discuss experimentation using various Phrase determining techniques.

A) Statistical Fhrases

The statistical phrase process uses a predetermined list of phrases.

O
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The occurrence of the phrase elements itn a document or query is¢ considered
an occurrence of that phrase regardless of the syntactic relation of the
phrase compouents. A concept nnumber is associated with a phrase and the
appropriate concepts are appended to the document or query vectors. This
irathod is clearly the simplest way to determine phrases since it requires
ro syntactic analysis of the text. However, statistical phrases have

some serious drawbacks. Most obvious is the fact that they may recognize
false phrases; that is, occurrences of the desired phrase elements but

not in the proper syntactic relation. This problem can be minimized in
small collections dealing with a narrow subject area by judicious selection
of the statistical phrase list. In a corpus dealing with computer systems,
for example, the occurrence of the words ‘'real” and "time" can be viewed
with relative certainty to be an ocucurrence of the phrase '"real time".
Yowever as the collection grows and the subject area broadens, these
decisions become less certain. Also the difriculty in creating the phrase
list is increased as the corpvs is enlarged. The phrase list can be
determined by statistical means; however, weaknesses in this methed can
create problems. In the ADI collection for example, of the 409 statistical
phrases in the test document set, only 153, roughtly 37%, are syntactically
correct. Figure 2 shows the results achieved using statistical phrases
along with the standard no-phrase results. The results for statistical
phrases are slightly higher in places, lower in others and siiow nc signifi-

cant overall improvement in retrieval quality.

B) Syntactic phrases
As mentioned previously, almost two-thirds of the statistical phrases

determined for the test set turn out to be syntactically incorrect. Removal

20
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of the false phrases would allow the phrase component of the conc:pt vector
te represent more closely the true ctructure of the document or Juery. an
automated process to perform this would first locate statistical phrases and
then, using some syntactic analysis technique, weed o1t the errnoneous ornes.
The svntactic analysis process required here is considerably simpler than
general syntactic analysis since the process need only check the ccrrectness
of a statistical phrase rather than perform a complete ryntactic parse.
However, since the purpose of this study i3 to determine the value of
syntactic phrases as a retrieval aid and not to test a syntactic analyzer,
the analyses are done by hand. Removal of false phrases leaves 153 of the
original 409 document phrases and 6 of the 12 query phrases. Results of
this process ere presented in Figure 3, and are adain, disappointing.

Statistical phrases show no significant improvement in retrieval performance.

) Cooccurrence

The easiest way to handle phrases, and the way used in the previous
experiments, is simply to assign each phrase a concept number and append
the number onto the appropriate concept vector. After assignment, phrase
concepts become indistinguishable from single word concepts, and the
covrelation coefficient operates normally. Unfortunately this gives rise
to a number of serious problems. First, is the dilution effect caused by
unmatched phrase concepts. T©he probability of a phrase match between a
document and query is guite small due to the added structural requirements
inherent in phrase matching. rurthermore since documents are typically
much longer than queries, the document contains many phrases which cannot
possibly match the query. As a consesuc¢nce many phrase concepts are not
matched. These unmatched concepts lower the correlation and partially if

O
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not completely offset any gain achieved by matched phrases. Thus tie
inclusion of too many phrases can dilute the vector with nusuble information
and inferior results may be produced.

A second problem deals with the value of a phrase as a nonrelevancy
indicator. Individual word concepts are about eqgual as relevancy and
nonrelevancy indicators. That is the cooccurrence of cencept 2 in document
D and query Q is as good a rmeasure of D's relevance to Q as the lack of this
cooccurrence is a measure of D's nonrelevance. As more structure is
imposed on the comparison of documents and gueries, cooccurrences become
more significant but less frequent while non-cooccurring structures keccae
less significant and more frequent. For example if documents are retrieved
only if they match, word for word, the complete query, few if any documents
would be returned. However any document which is retrieved by this scherme
would alrmost certainly be relevant. On the other hand, the fact that
some documents do not match the complete guery is not a good indicator of
their nonrelevance. The situation is sir .ar for phrases. Thus treating
phrase concepts simply as additional word concepts over-emphasizes their role
as ,onrelevancy indicators and while it may provide improved precision, it
has disastrous effects on recall.

The problems presented above make it necessary to treat phrase and
word concepts differently. In particuler the role of phrases as a relevancy
indieator must b2 weighted much rore heav.ly than their role as a nonrelevancy
indicator. The method designed to accomplish this is called cooccurrence
matching and considers phrases only when they cocccur between a document and
a query. Its operation ray be seen from the following example. Let D znd
Q be the word concept veccors for a par icular document and query, and PL

\)and PQ, their associated phrase concept vectors. 1f phrase concepts are
ERIC
30



: treated as word concepts, the ccrrelation is calculated betweenl D + PD

{ and Q@ + PQ. The cooccurience methcd on the other hand first calculates

C =PQN PD. That is, C is the set of phrase concepts common to both the

query and document. Correlation is then calculated between D + C and Q + C.

In this way it is guaranteed that phrase concepts cannot lower the correlation,

and in the worst case where C is empty, the correlation is unaffected by

the phrases. This process avoids the two previously discussed pitfalls
associated with phrase use. First, by ignoring all unmatched phrase
concepts, the vectors cannot become dilvted with useless and possibly
detrimental information. Secondly. phrases are used oniy as a relevancy
indicetor while their far weaker role of nonrelevancy indicator is not
consid2red. The experiments performed in the remainder of this study all
employ th2 cooccurrence principle for handling phrase ~oncepts. The next
two experiments are repeats of the previous two with the addition of the
use of the cooccurrence phrase matching technigque. The results are

shown in Figures 4 and 5 and once again show no improvement over the no
phrase method. A more complete analysis of these results is presented

below.

D} Eliminaticn of the pPhrase List
A1l methods discussed so far for using phrases in retrieval have
required a phrase list. As previously mentioned the creation of these
lists, whether by hand or by statistical processes, raises certain inher-
ent problems. In general, it is far more desirable to be able to determine
phrases witiiout the need of such a list. One possible solution is to per-
for: a syntactic analysis of the text, and determine all the phrases.
The set of phrases thus generated is then normalized to associate all
Q
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syntactically different but semantically idertical phrases. This is accom-
plished, for example, by transformational kernelization of the phrases
or by the use of a criterion tree matching scheme. Each phrase in the
reduced set is then assigned a ccncept number, and retrieval proceeds
as in the previous cases. However the syntactic aralysis and normalization
processes are prohibitively complex and produce a very large number ol
phrases. For these reasons an alternate method is used.

One of the easiest ways of accomplishing some degree of phrase

processing without a phrase list is by means of the implicit phrase method.

‘the philosophy behind this technigue is that the cooccurrence in the docu-
ment and guery of several different concepts should be considered a

better relevancy indicator than the cooccurrence of a single concept which
has multiple occurrences and hence a higher weight. Consider the sample
query and document vectors in Figure 6. The cosine correlation assigns

the same correlation valur to poth. The second document however would seem
to be more relevant to the query. The use of implicit phrases allows this
fact to be reflected in the final coriclation value. The basis of this

process is a modified correlation coefficient formu.a:

qu

witere m is the number of different concepts which vce cvr in “lhie document
and query, and X is a constant. In the gereral case ¥ 4 *P where P is
an experimental parameter. In this way each palr ot coccciurring concepts
in the document and query is treated as a phrase and the corrclation is

is treated accordingly. 1In Figure 6 for example, the 1rpiicit phrases
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QUERY: INFORMATION RETRIEVAL

DOC-1 INFORMATION ABOUT INFORMATION
DOC-2 INFORMATION RETRIEVAL AND SYSTEMS ANALYSIS

VECTORS :
INFORMATION RETRIEVAL SYSTEMS | ANALYSIS !'| CORRELATION
WITH QUERY
QUERY 12 12
poc-1 24 0.786
DOC-2 12 12 1z 12 0.786

Sample Document and Query Vectors

Figure ©
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correlation between document 1 and the query remains unchanged while the
correlation of document 2 is raised to U.774 thus reflecting its apvarent
greater relevancy. Figure 7 shows the results of retrieval using the ADI
collection and tne implicit phrase process with various values for P. It
indicates that some improvement is achieved over the no-phrase prccess.
However, one of the main drawbacks of the procasss is that it fails to ful-
fill one of the primary objectives for phrase use. That is it cannot
discriminate between documents with similar concepts but Jdifferent structrral
relationships among these concepts. For this reason a more syntactically
oriented approach to phrase processing must be used.

The syntactic process used is relational content analysis. This
process determines syntactic relations between pairs of text words. The
details of relational content analysis are discussed by Weiss (%). Concegts
which are determined to be related by the content analyzer are encoded into
a special phrase concept number, XXXXYYYYZZ, where XXX rerresents the con-
cept number of the first word, YYYY the second, and 2Z is the relation
between them. The order of the two concepts is siunificant for all relations
except parallel in which the smaller concept number appears first. The
encoded relational phrases are treated as concept numbers and assembled into
a phrase concept vector. The phrase vector .nust be }lept separate from the
word vector to permit the use of the cooccurrence phrase matching process.
The retrieval results for this technique with the ADI test set appear in
Figure 8.

Using this type of process for phrase detcrmination has a number
of advantages. First, it alleviates the neel for an a priori phrase list.
Also, being a re.atively simple process, it has significantly nore practical

) .
]: T(:value than some of tne more complex systems. Clearly a yreat deal of
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RECALL IMPLICIT PHRASE TRIAL
S D N !
0.1 6124 .6333+ .6310+ .HR278+
0.2 5524 6333+ .6310+ .6278+
0.3 4862 .5643+ » 5643+ « 5577+
0.4 4286 <4392+ .4356+ .4291+
0.5 .4335 +4309- . 4273~ .4255~
U.6 .3351 . 3441+ . 3341~ .3341-
0.7 .2608 . 2651+ .2565- . 2538~
3.8 . 2569 .2682+ . 2597+ .2570+
0.9 .2493 . 2590+ .2549+ . 2427~
1.0 .2493 . 2590+ .2549+ . 2427~

2
3.
4

. = standard, no phrases

= implicit, p=1.0

= jmplicit, p=1.5

n

implicit, p=2.0

+ indicates b2.ter than trial 1

- indicates worst

O
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than trial 1

ADI with Implicit Phrases

Figure 7
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syntactic information is lost since only word pairs are considerel however,
cooccurrences 1n documents and queries of syntactic structures more complex
than word pairs is exceedingly rare. Thus despite its simplicity, relation-
al content analysis does perform the particular aspect of syntactic analysis
most relevant to information retrieval. Besides the advantages there are
also some diradvantages inherent in this type of system. Most serious

is its inability to associate semantically similar phrases. A systa=m that
uses a phrase list can recognize eyuivalent phrases whose constituent
concepts are not eqgiivalent. For example, the phrases "memory holding”

and "data processing" are both assigned tite same phrase concept by the
SMART phrase list for the ADI collection, while each ©f the four words

falls into a different concept class. The recognition of such equivalent
phrases is impossible for systems which do not employ such a list of
extensive semantic normalization. It may therefore be expected that
retrieval results achieved by the relational concept analyzer wil; be
inferior to those achieved in previous experiments. However, retrieval
without the reguirement of a phrase list seems to be a more reasonable
approach to the problem. This is especially true in the case of large
document collections where manual creation of a phrase list is impossible

and statistical creation in unreliable.

E) Analysis of ADI R.sults
The results of the reven retrieval experiments are summarized in
Figure 9. The plus or minus to the right of each figure indicates whether
if is above (+) or below(~) the standard no-phrase value achieved for
that recall level, (experiment 1). The results clearly show that there
\}is no great gain achieved by the use of phrases and in some cases their
ERIC
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R 1 2 3 4 5 6 7
0.1 .6124 6258+ 6500+ . 5876~ .6124 .6333+ .5458-
0.2 . 5524 .6258+ L6000+ .5276- .5524 6333+ .4858-
0.3 .4862 4957+ . 4798~ .4639- .4826- 5643+ .4862
0.4 .4287 .4078- .4423+ 4223~ .4244~ 4392+ .4280-
0.5 .4335 . 4059~ .4470+ . 4096~ .4327- .4309- . 4327~
0.6 .3351 .3234- .3312- . 3208~ . 3338+ . 3441+ . 3376+
0.7 .2608 2742+ .2547- . 2608 L2617+ .2651+ . 2586~
0.8 . 2569 .2782+ L2426~ . 2555- L2571+ .2682+ 2506~
0.2 .2493 L2675+ . 2346~ .2433~ «2492- . 2590+ .2435-
1.0 .2493 2675+ .2346- .2433- 2492~ . 2590+ .2435-

1. = standard
2. = statistical, no occurrence
3. = syntactic, no cooccurrence
4. = statistical, cooccurrence
. = syntactic, cooccurrence
6. = implicit, p=l
7. = relational
Summary of Phrase Method Results
Figure 9
O
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use appears to be actually detrimental. However, upon more careful
analysis of these results, a nurber of unusual factors are found which
make these results somewhat less discouraging than they initially
appear.

Consider first the results obtained with the statistical and
syntactic phrases. It is argued in section C that the use of cooceur=
rence improves the retrieval guality. The results seem 0 indicate
that exactly the opposite is true for experiment 4 and that experiment
5 results exceed experiment 3 at only half of the recall points.

Upon analysis of the retyrieval output it is discovered that the reason
for this apparent turnabout is the dilution of nonrelevant concept
vectors due to unmatched concepts. For many of the queries anrlyzed,
there is one or more documents, highly correlated to that Juery, but
nonrelevant, and which has a relatively large number of phrases which
are not matched in the query. Because of the dilvtion effect which
occurs when cooccurrence is not used, the correlations for these docu-
ments are lowered, often to a level below that of one of the relevant
documents. The rank of the relevant dacument i3 thus raised by default
even though its own correlation is not altered. cConsider for example
the correlation of document 11 with query A4, With no phrascs used,
this nonrelevant document ranks sixth with a correlation of 0.248189.
The document has 13 statistical phrases which do not match the

query. When retrieval is performed using these rhrases without cooccur-
rence, the coefficient is reduced to 0.15599 and the rank lowered to
ninth place. This allows one of the relevant documents to move ahead

producing an apparent improvement in retrieval quality. When cooccurrence

RIC
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is used there are non phrase matches, the coefficient remains 0.21818, and
the relevant document is not allowed to move up. Considering the entire

set of 33 documents relevant to the test gueries, the ranks of 16 are
improved by the use of statistical phrases with no cooccurrence. However,
of these, only 7 actually move up ir correlation coefficient. The remaining
9 lose in correlation but gain in rank due to the dilution ard consequent
lowering of ncnrelevant documents. Ten oi the 33 relevant documents lose

in both rank and coefficient, mostly due to being diluted themselves,

while 7 remained fixed in rank. Of these 7, 5 are reduced in coefficient
but by an amount insufficient to drop the rank. BAlso most of the documents
with a large number of phrases are not relevant to any test query. Thus

the apparent superiority of the no-cooccurrence process (experiments 2

and 3) over the normal method (experiment 1) and the cooccu.rence process
(experiments 4 and 5} is almoct entirely due to the lowering of the
correlation coefficient of certain nonrelevant cocuments. This in turn

is aided by the fact that most documents with & large number of phrases

are not relevant to any query. The reduction in rank of these documents
with respect to any query is thus guaranteced to cause, at worst, no harm
and possibly produce a default raise in rank of a relevant docaaenv. This
situation is clearly not typical. 1In general, ecvery document must be
considered as a potential relevant document. Lowering thc rank for some set
of documents for all qgueries would thus help retrieval in some cases, harm
it in others. The results of experiments 2 and 3 reflcct sore positive
effect caused by increasing the correlation in relevant documents. However,
this ecfiect is quite small. 1In general it can be ¢ ncluded that since the
condi ciens which led to the results of experiments 2 and 3 cannot be considered

ypical of document and guery collecticns, the apparent improvement in

-
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retrieval quality achieved with no-coaccurrence must therefore bhe held
suspect.

Attention is next focused on experiments 4 and 5 which use
statistical and syntactic phrases with the cooccurience technique. When
compared with experiment 1, the results seem to indicate that the
cooccurrernice processes are harmful to retrieval guality. However, this
result is misleading as a result of a peculiar situation. This can be
understood by considering the results of experiment 4. Of the 33 relevant
docurents, this phrase process improves poth the rank and correlation for
9; 5 are reduced in rank; while the remaining 19 are unchanged. Overall
this seems tc be an improvement, but the tabulated results in Figurc 9
do not bear this out. The reason for this lack of improvement lies
almost entirely with query B5. It has only one relevant document and
the phrase prccess lowers its rank from second to fifth thus lowering
its precision for all recall levels from 0.5 to 0.2. This is & consider-
able d:c:ease in precision, and since the values are averaged over only
ten gueries, the effect on the average is substantial. If precision
values are taken for the nine other queries only, the values for the phrase
processes exceed those for the no-phrase experiment for nearly all recall
levels. Thus except for a rather unusual query, these phrase processes
using cooccurrence provide some degree of improved retrieval results. 5.2
main drawback of such a process is the need for an a_priori phrase list.
And it is for this reason that the major emphasis in this study is on
phrase methods which do not require predetermined lists.

The tabulations in Figure 9 indicate that results achie- . by using
the no-phrase-list method based on relational content analysis (experiment
7) are inferior to both the phrase list and no-phrase results. This is in
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part due to the method's inability to associate phrases with differant

constituent concepts. Tne inferior results can also ke blamed cn the

very small number oé cooccurrences. Of the rore than 800 relations

entered, only 28 cooccurrences between “>cuments and queries are found.

This very low number can be blamed, at least in part, on the queries.

They are all quite short and contain very few phrases. The queries also

end to be quite general. Since retrieval is performed by concept matching

and not by hierarchical expansion, general gqueries do not always produce

the desired results. ©f the 28 cooccurrences, only 5 occur between a

guery and one of its relevant documents. In the ten test gqueries, three

have no cooccurrences at all, and their results are clearly not altered

from the no-phrase case. FPour gqueries have cooccurrences in nonrelevant

documents only and these results are obviously lowered. The three remaining

queries have cooccurrences in relevant documents; however an improvement is

realized in onlv one. Of the other two, one shows an improvemen% in

correlation coefficient, but insufficient for a rank change, and the other

has cooccurrences in nonrelevant documents which overshadew any improvement,

These results might aprear to cast some doubt on the value of this method.

However this evidence is inconclusive and thus any decision is premature.
From the previous experiments it appears that the various phrase

and structure methods can provide some degree of improvement in retrieval

guality. But this improvement may be insufficient to warrant the additional

work needed to use them. This deficiency, however, cannot be bluzmed entirely

on weaknesées in\the methods used. In the introduction to this study one

of the primary uses of phrases in information retrieval is stated to be the

separation of highly correlated, but not semantically identical, documents.

A document collection must therefore contain such close documents in order
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for phrases tov demonstrate any significant retrieval improvement. To d:ter-
mine if the AD1 collection provides a fair testbed for phrase use, a
document-document correlation is preformed. The results indicate an average
document-document correlation ¢f 0.1 and a maximum of 0.B. This indicates
that the ADI document space is in genrral quite sparse: but it may still
contain some dense clumps of documents. To test for this, a third statistic
is calculated; the average maximum document-document correlation {(AMC).

This is the correlation between a given document and its nearest neighbor
averaged over all document-docunent pairs. In the ADI collection the AMC

is less than 0.4 thus indicating the general absence of dense document
clumps. Thus the documents in the ADI collection are seen to be quite spread
out in the document space; and the extra dimension of refinement added

to the documents and gueries by the use of syntax is superfluous. There-
fore to test more conclusively the usefulness of phrases in information
retrieval, a more dense collection must be tried. Experiments with various

other collections comprise the remainder of this study.

3. The Cranfield Collection

The Cranfield-424 Collection 1s a set of 424 documents in the field
of aerodynamics. Because of its single specialized theme it might conceivably
provide a denser collection on which to perform phrase experiments. Unfor-
tunately this is not the case. Results of a document-document correlation
are effectively the same as those for the ADI. The average document-document
correlation is less than 0.1 and the AMC is about 0.4. It may therefore
be expected that the Cranfield and ADI chare the sane undesirable character-
istics concerning phrase use. For this rcason the Cranfield collection is
dgot used in this study.

4ERIC
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4. The TIME Subset Collection

3} Construction

Because the existing collections do not exhibi: the desired
characteristics for conclusive testing of phrase technigques, a new zollection
is constructed. The process for creating such & collecticn is as follaws.
From an existing set of documents and queries, a subset of closely related
gueries is chosen. The set of docunents relevant to any query in the subset
is taken as the now document collection. The fact that these documents are
all relevant to closely related queries guarantees that the documents then-
selves are also highly correlated. The collection chosen for this study
is a set of articles from the "World" section of "TIME Magazine"” (19C3)
with an associated set of current events gueries. The largest number of
related queries is six which deal with the Viet Ham war and particularly with
the religiocus and political strife leading up to the overtnro’ of the Diem
government. A total of 27 documents are relevant to these queries and this
forms the TIME suhset collection. The relatively small size of this document
set detracts scmewhat frem the significance of the results of experiments
using it, but not as much as might ke expected. This is true for several
reasons. First, the subset can be thought of as a single cluster in a large
clustered document set. Since the subset contains all of the Viet Nam
arti:les, its cluster centroid would clearly rcorrelate highly with any Viet
lam related query.  The real retrieval problem than becormes picking the
desired articles from within the cluster. And sccond, the purpose of this
set is to test the usefulness of phrases in information retireval, and

phrases are micru rathcr than macre inforration retriewval aids. That is,

the primary use for phrases is in determinine fine differences in ciosely
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related documents, and not in producing tremendous rank increases for low
ranking documents. Thus thic type of collection is sufficient for testing
phrase processes.

The TIME articles are written in a very conversational and chatty
style as opposed to the technical style fo the ADI and Cranfield collections

For example, a document dealing with the Vietnamese coup begins:

Coping with Capricorn in business, count the costs hefore you
act. The moon now in Capricorn suggests keeping practical
values in mind. Tomorrow is rather too energstic for comfort,
but that may be because everybody is on the move. (A late
August horoscope.) Syndicated horoscopes, many of them from
abroad are a popular feature in many South Vietnamese news-
papers, but last week the government banned them, presumably
on a theory that some star-minded dissident might be moved

to try a coup on an astrologically auspicicus day.

["TIME", 9/6/63, page 19]

The article then presents its true purpose, that of describing the increas-
ing United States dissatisfaction with the present South Vietnamese govern-
ment and the possibility of an American-encouraged coup. The article
goes on by describing the martial law measures being taken by the Vietnamese
government to prevent a coup, and then gives a brief biography of several
generals who might stage the coup. Thus the crux of the article is to
describe the tenuous political situation in Viet Nam, not to discuss astrology.
The paragrarh guoted above thus serves merely as a light introducticn.
Construction of deocument vectors from the full text of articles such
as this could very well result in a tremendous amount of spurious information
in the vector. For this reason, and because of the document length, it is
necessary to form abstracts. The abstracts used are about one hundred words
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in length and present the main idcas of the article using much tihe sanme
vocabulary and constructions as in the original cext. The abstracts thus
capture the gist of the article in both content and style while eliminating
most of the unrelated chaff. Using these abstracts, a vocabulary is con-
structed and document vectors are formed using standard SMART dictionary
construction and vector creation programs. The dictionary assigns a single
concept number to all words witih & cormon stem. Figure 10 presents tie results
of a normal SMART search with the TIML subset collection. The results are
consistent with retrieval results using other collections. There thus
seems to be nothing particularly unusual about this document and query set
which might tend to diminish the significance of any exXperimental results.
Three sets of phrase expveriments are performed using the TIME subset
collections. The first two are the implicit and relaticnal as presented
earlier. As before, various paraneters are used to weight the importance of
a phrase match in the correlation calculation. A third phrase process called

half relational is also used. This is a weaker form of relational bhrase

matching (heretofore referred to as full relational for clarity). In full
relational, a phrase match occurs only when the document and gquery have the
same concept pair and the concepts are joined by the same relation. In Ficure
11 below, the query phrase QP matches only document phrase DPl. 1In half
relational matching, a match occurs when the document and query sharc a
concept which occurs in the same relational context in both vectors. For
exatple in Figuie 11, the query ¢P matches document phrases D1, 2, aad 3

Lut not 4. +while the quory concept matches in DI 4, the relational context

does not. That is, in P concept 5 is a rmodifier while in DR it is

rodified. Thus as the name irelics, half relati nal matches require only one
of *:f two related concepts tc nratch, This bt clearly 1 -wwocaker natchina
I: l(:nent and is expacted to produce mors riatches than Yull relaticnal.  Thas
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could be of value in cases where cooccurrences oi whole phrases are rare;

but it may also give many improper matches.

QP <5, 7,MOD>
DPl1 < 5, 7,MOD>
Dp2 < 5, 9,MOD>
DP3 <13, 7,MOD>
Dp4 < 3, 5,MOD>

Sample Query and Document Relations Phrases

Figure 11

The results for these experiments are shown in Figure 12 A, B, and
C. PFigure 13 gives the tabulated results for each method using the weighting
parameter which provides the best results. While these represent the best
values, the results achieved for other parameter values are only very slightly
lower. As before the figure shows whether the results of the phrase experi-~
ment are above (+) or below (-) those acnieved when no phrases are used.
Thece results reveal that implicit phrase matching is harmful to retrieval
quality and gets worse as *the weighting parameter is increased. Haif relational
shows some slight improvement for low recall values while full relational is
generally worse. However in these latter two methods, all differences are

very small and effectively insignificant.

B) Analysis of Results

The most surprising result uf this set of experiments is the harmful
effect caused by implicit phrases. This is inconsis*%ent with the results
obtsined with the ADI collection. This apparent turnabout can be explained
by recalling the orjginal purpose for using implicit phrases. This is to

separate those documents whose corrclation is based on a cococcurrence of

31}



STANDARD TIME IMPLICIT PHRASES

P=0.5 P=1.0 P=1.5 P=2.0
0.1 -64286 .6333- . 5639~ .5635- .5635-
0.2 . . 6426 6333~ .5639- . 5635~ .5635~
0.3 .5537 . 5778+ . 5639+ . 5635+ .5635+
0.4 +5500 .5361- +5125~ +5135- . 5135~
0.5 «5500 .53351~- .5125- .5135- .5135~
0.6 .4781 .4604- <4447~ -4429- .4429~
6.7 «4217 - 4215- «4256+ .4183~- .4183~
0.8 « 3745 . 3652~ . 3564- «3579- + 3579~
2.9 . 3702 .3577- + 3555~ . 3496~ . 3496~
1.0 . 3669 -3577- « 3555~ . 3496~ . 3496~
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RECALL | STANDARD TIME FULL RELATIONAL PHRASES

P=0.5 P=1.0 P=1.5 P=2.0
0.1 .6426 .6389- +5359~ «6333- 6333~
0.2 .6426 .6389- +6359~ .6333- «6333-
0.3 .5537 .5500- + 5803+ .5778+ 5778+
0.4 . 5500 .5417- . 5215~ .5190~ .5190~
0.5 . 5500 .5417- .5215- .5190- .5190-
0.6 .4781 .4614- 4520 .4578- .4634-
0.7 .4217 .4079- .4041- . 4099~ .4154-
0.8 . 3745 .3632- . 3602~ .3577- « 3577~
0.9 . 3702 .3632~ . 3602~ <3577~ . 3577~
1.0 . 3669 .3632~ . 3602~ . 3577~ . 3577~

Summary of TIME Full Relational
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RECALL | STANDARD TIME HALF RELATIONAL PHRASES

P=0.5 P=1.0 P=1.5 P=2.0

-
0.1 .6476 .6274- .6274- .6274- .6663+
0.2 .6426 .6274- .6274~ .5857~ .6107-
0.3 .5537 .5218- .5163- .5718+ 6107+
0.4 . 5500 .5218~ .5112- . 3649+ .5788+
0.% . 5500 .5218- .5112- . 5649+ .5788+
0.6 .4781 .4448 .4362- . 4468~ .4468-
0.7 .4217 .4111- .4062- .4111- .4111-
0.8 . 3745 . 3395- . 3350~ . 3259~ . 3198~
0.9 . 3702 . 3395~ . 3350- . 3259- . 3198-
1.0 . 3669 . 3372~ . 3327- .3236- . 3175-

summary of TI¥E Half Relational Phrase Experiments
Figure 12C
0 ‘
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RECALL

STANDARD IMPLICIT FULL HALF

P= 0.5 P=0.5 P=2.0

0.1 .6426 .6333~ .6389- «6333+
0.2 .6426 .6333- .6389- .6107-
0.3 .5537 .5778+ . 5500~ .6107+
0.4 .5500 5361~ . 5417~ .5788+
0.5 . 5500 .5361- . 5417~ . 5788+
0.6 .4781 .4604- .4614~- .4468-
0.7 .4217 .4215- .4079~ 4111~
0.8 . 3745 . 4652~ - 3632~ .3198-
0.9 . 3702 «3577- . 3632- . 3198~
1.0 . 3669 + 3577~ .3632- . 3175-

Summary of TIME Processes

Best Results Used for Each

Figure 13
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several concepts in the document and query from those docume' . s whose correla-
tion results from one or twc highly weighted concepts. In the ADI collec:cion,
there are many concepts in the Jdocuments with weights of twenty-four or

more so that there is a real need for such a separa:i:n technique. As a
result, implicit phrases provide improved retrieval for the ADI. 1In the

TIME collection occurrences of highly weighfed concepts are much rarer.

than in the ALI. Consequently the reason for using implicit phrases does

not exist. Employing the phrase technique thus does not accomplish the
rurpose for which it is designed and hence no improvement is realized. Thus
it appears that implicit phrases may be a useful technique but only when

used with collections which meet certain requirements as to the presence

of highly weighted concepts.

The results achieved using both half and full relational content
analysis are discouraging. They may be the result of weakness in the phrase
process or, as in the case of the ADI collection, they may be caused by the
collection itself. Figure 14 shows for each method how many phrases are
matched with relevant and nonrelevant documents. In both cases only about
one~third of the phrase matches are between a query and one of the relevant
documents. This seems tc indicate that the weakness may lie in the phrase
matching method, however this is only partially true. The reason for the
poor results for the half relational is simply that the matching criteria
are too weak. 7Too many false and incorrect phrases are matched and the lower
retrieval quality results. It therefore seems the half relational method
is worthless although some further testing is necessary to finalize the
decision. The reason for the poor results with the full relational methed

is not so clearly the fault of the matching scheme. Of the 82 phrase
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matches between documents and queries, 65, or roughly 80%, are matches

of the phrases "South viet" or "viet Nam". Since the entire collection
deals with South Viet Nam, these phrases occur almost uniformly throughcut
the document set. And since each query has an avevage of three times as
many nonrelevant as relevant documents, the results in Figure 14 are to

be expected. If this document collection were considered as ore cluster
of a larger collection, the phrase South Viet Nam would be useful in
gaining access to the cluster. However, within the cluster it is a poor
discriminator and thus cannot help retrieval. If Suuth Viet Nam is removed
from the set of phrase matches, more than two-thirds of the remaining phrase
matches occur between a gquery and a relevant document and retrieval would
clearly be improved. However the small number of relations that remain
seem to indicate the same vollection sparseness as is found in the 2DI and

Cranfield collections.

Number of Phrase Matches
With Rel With Nonrel Total
Documents Documents
Half
Relational 89 32% 186 67% 277
Full
Relational 28 34% 54 65% 82

Phrase Matches (TIME)

Figure 14

A document-document correlation on the TIME subset collection reveals
that the average correlation is 0.2. This is twice as high as the ADI or
[]{j}:anfield and is to be expected since the TIME collection is designed

Aruitoxt provided by Eic:

a
c



[E

O

1-3%

specifically for high density. However, the average maximum correlation
(AMC) which is a more important reasure is 0.41, roughly the same as for
previous collections. This indicates that the increased density in the
collaction is achieved by the omission of low correlating documents, and
not by the occurrence of highly correlated document pairs. And this
collection is seen as no hetter for Phrase experimentation than the ADI.
Tnus is appears that ewven though this collection is constructed specifically
for phrase use, it does not satisfy some of the theoretical prerequisites.
The natural guestion at this point is exactly in what type of collection
are phrases useful. This quest;on is treated in the next section.

Beside collection density, there js another factor affecting the
usefulness of phrases. This is the type of relations occurring betwecen
text eleménts. There are basically two types of semantic relations by

whnich phrase words may ke associated: reversible and nonreversible. A

reversible relation is one in which the ordering of the constituent words
has no effect on the.meaning. For example the words "information" and
"retrieval", occurring in almost any structure means "information retrieval”,
and hence the words are related by a reversible relaticn. A nonreversible
relation is one in which the phrase structure is significant. The relation
between "U. s." and "Russia” in the sentence belcw is an example of a

nonreversible relaticn.
The U. S. influences Russia.

There is also a third type of relation, which is usually a specialized

subset of nonreversible, called trivial nonreversible. These are phrases

whose reaning depends on the structure and are technically nonreversible.
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ilowever, with these special phrases, all but one of the potential meenings
do not occur in practice, and the relationr assumes reversible characteris-

tiecs. For example, consider the sentence:
The U. S. invades Cambodia.

Since it s possible for the U. S. to invade Cambodia and vice versa. the
relation ketween U, S. and Cambodia is clearly nonreversible. However,
since in fact Cambodia has not and probahly will rnever invade -he United
States, the relation is actually trivial nonreversible and hence i:s
structure Lecomes unimportant. As mentioned earlier, one of the primary
objectives of the use of structured phrases is in matching phrases whose
meaning is a tunction ¢f both its content and its structure, that is,
phrases with nonreversible relations. If such phrases do not occur in

the analyvzed text, structured phrase use can clearly provide little or ne
help in retrieval. This is the case in the TIME collection. Of the
phrases isolatad, a vast majority are reversible or trivial nonreversiple.
Thus the lack of nonreversible relations is another reason for the failure

of the content. r.aalysis scheme to achieve improved resulte.

5. A Third Collection

In the previous sections it is shovwn that the ADI and TIME
collactions <o not require the use cf phrases because they do not demon-
strate the characteristics which provide the theoretical basis of phrase
use. They ar2 neither dense enougin nor do tney contain large numbers of
nonreversible relations. And hence no significant advantage is gained
throudgt the use of phrases. Analysis of other natural cellections such

O
[z l(:‘the Cranfield reveals the same sjtuaticn. The natural question at
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this point is this: what is a collection lixe which has the desired
characteristics? To attempt to answer this a purelv artificial collection
is constriucted. The collection ceonsists ¢f twenty documents and fourteen
gueries., each in the form of a short senternce. The subject matter deals
with the relation between birds and worms end is inspired by an example

by Simmons [8]. This highly speccific subject guarantees a highly dense
document space. In addition, the documents are specifically written to

in¢lnude nonreversible relations. For example, in

Birds eat worms.

Worms eat grass.

The words "worms" and "grass" are clearly nonreversibly related. Thuis
coliection might thus be considered an ideal testbad for phrase experimen-
tation.

Resulls are tabulated in Figure 15 and shown graphically in Figure
16. Because of the extreme closeness of the various results, cnly the
best of each set is shown. Also the resuits of implicit phrases are not
shown on the jraph in Figure 16 since they coincide with the no phrase
results. The lack of improvement here is caused, as in the TIME collection,
by the lack of highly weighted concepts in the document and query vectors.
Thus the.problem which implicit phrases are designed to solve simply does

; not exist. The results for half relationral phrasazs show a slight improvement

at all recall levels. More important, however, are the results in Figure

17. This indicates that onlv about a third of the half relational phrase

natches are between a query and one uf its related documents. This seens

to finalize the conjecture stated earlier that half relational matching

is too weak a criterion and results in too many improper phrase matches.
: o
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RECALL STANDARD IMPLICIT FULL HALF
0.1 . 8440 + 8440 . 9286+ .8810-
0.2 . 8440 . 8440 .9286+ .8810-
0.3 . 8440 . 8440 .9286+ .9810-
0.4 .8440 . 8440 .9286+ .8810-
0.5 . 8440 . 8440 .9286+ .8810-
0.6 . 8083 . 8383 . 9000+ .8524+
0.7 . 7798 . 7798 +9000+ .8524+
c.8 . 7798 . 7798 - 8929+ .8333+
0.9 .7518 . 7548 L8393+ . 7554+
1.0 .7548 . 7548 8393+ . 7554+

Summary of B&W Phrase Processes

Figure 15
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It thus appears to be an unsuitable phrase process. As Figure 17 indicates,
quite the opposite is true for full relational phrases. IMore than two-
thirds of the full relational phrase riatches are with relevant documents.
This fact is also reflected in the improved precisinn at all recall levels
achieved by any full relational matching. These results can be treated
both uptimistically and pessimistically. On the one hand, they show
conclusively that stiuctural phrases can be of value in information retrieval.
On the other hand, this improvement in retrieval results is not achieved

in "natural" collections such as the ADI, but rather only for one which is
highly artificial and contrived. It is not clear at this point whether any
natural collection can meet all of the requirements for advantagecus phrase

use.

6. Conclusion
The general conclusions that can be drawn from these experiments are

that a number of different typres of phrase processes are useful in informa-
tion 1etrieval preovided certain characteristics exist in the document set.
This is especially true in the case of structural phrases where it appears
that effective phrase use depends more on the collection than on the specifcc
phrase process.

| The implicit phrase prcces:c is designed to boost correlations based
on the cooccurrence of many concepts in the document and query as opposed
to those correlations which are the result of a very few matches of highly
weighted concepts. Results indicate thet it performs the job quite well.
However, if the collection has relatively few high weights, the need for
implicit phrases no longer exists. Using iwplicit phrases with such

;ollections is thus a wasted effort and may even lead to downgraded retrieval

ERIC
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NUMBER OF PHRASE MATCHES
WITH REL WITH NONREL TOTAL
DOCUMENTS DOCUMENTS
HALF
RELATIONAL 62 38% 102 62% 164
FULL
RELATIONAL 36 69% 16 31% 52

O
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Phrase Matches (B & W)

Figure 17




For structured phrases to be of value in information retrieval, a
number of conditicis must be met. First the collection must ke sufficiently
dense, or at least have some dense clumps of deruments. Second, the docu-
ment must contain nonreversible relations. Along the same line, the docu-
ments in any particular clump must ke sufficiently different semantically
sO that conceivebly some but not all could b: relevant to a given query.

In other words, there must be a potential need to dis:riminate between
closely related documents. This restriction is necessary for the following
reason. It is conceivable that a particular clump of documents could be

so closely related that either all or none are related to any query. While
this clump satisfies the density reguirement and may have nonreversible
relations as well, it does not require the use of phrases. There is no need
to distinguish among members of the clump and thus phrases cannot help.
Finally, it is necessary that the queries contain nonreversible relations.
If such relations are not requested in the query, as 1is true in the ADI
collection, nv advantage is gained by using them in the documents. Testing
this condition is easy when dealing with experimentai doctments and
queries, but clearly impossible in real applications. However, it is

t ssible to predict the general form for expected queries and thereby
detcermine if thney meet the phrase regquirement. As a general guideline,
quéries are more applicable to phrase use if they are of the question-
answering variety rather than pure document retireval.

Tha fin.. conclusion that is reached from this scudy is that,
contrary to intuition, phrases do not seem to exert a large effect on a
user choice of relevant documents. Future work must be done on determining
the factors that go into a user's relevancy decisicns. With more insight

]: i%:unto thir area, the role of stru ture in information retrieval will become
Alz\y

EIEEEIEH uch more clearly defined. Gl
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II. The "Generality" Effect and the Retrieval
Evaluation for Large Collections

G. Salton

Abstract

The recrieval effectiveness of large document collections is
normally assessed Dy using small subsections of the file for test purposer,
and extrapolating the data upward to represent tha results for the full
collection. The accuracy of such an extrapolation unhappily depends on

~ the "generality" of the respective collections.

In the present study the role of the generality effect in
retrieval system evaluation is assessed, and evaluation results are
given for the comparison of several document collections of distinct sice

and generality in the.areas of documentation and aerodynamics.

1. Iatroduction

Over the past few years ¢ great many studies have been undertaken
in an attempt to assess the retrieval effectiveness of a variety of
automatic analysis and search procedures. Under normal circumstances,
a single test collection is used which is subjected to a variety of pro-
cessing methods; paired comparisons are then made between two or more
procedures for this collection in order to determine which methods are
most effective in a retrieval environment. [1,2,3)

Occasionally, however, it is necessary to use several different
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dccument collections in a test situation and co compare the results for
distinct collections {rather than for distinct processing methods). Such
is the case notably when a varfable is tested for which a single collection
is not normally usable (for example, the language in which the documents art
wpitten {4]), or when an attempt is made to extrapolate from a smali test
collection to a large operational one. [5] In such situations, special
precautions dre necded to insure that the evaluation measures actually reflect
the performance differences between the respective collections.

Consider as an erample, two distinct document collecticns. Performance
differences might then emerge as a result of the following collection

characteristics:

a) differences in subject matter;

b) differeunces in the scope of the collections;

¢} differencss in the document tlypes available for processing;
d) differences in query types; -

e) differences in the collection size;

and f) differences in the relevance judgments of queries witli respect

to documents.

In the present study, the First four variables are not under inves-
tigation in the sense that comparisons are made only for collections of
document abstracts of similar scope within a specific subject area, using
standard user requests of the type often submitted to an information center.
The other two variables, namely collection size and type of relevance
assessments ar¢ of special interest, since both of them affect the eveluation

results obtained for large operational systems. These varlables to a large
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extent determine tiie generality of the collecticn, tha* ia, tie average
nrumber of relevant items per query, and generality in turn affzcts the
evaluation paramaters.

In the remainder of this study, two different generality problems
are examined by using on the one hand collecticns of different size for
which the relevance judgments agree, and, cn the other hand, collections
of Identical size with different relevance prcperties. The variations
obtained in the evaluation results afe examined, and en attempt is wade

to interpret the respective performance differences.

Z. Baric System Parameters

The evaluation parameters used to assess the retrieval performance
of a given set of user queries with respect to a document collection ave
normally based on a two by two contingency table which distinguishes he-
tween the docunents retrieved in answer t¢ a given query and those rnot
retrievad, and between items judg:d to be relevant to the query and those
not relevant. A typical contingency table is jresented ia Table 1(a),
and four common evaluation measures d:rived frow it are contaired in
Table 1(b).

Each of the measures listed in Table 1 is initially defined for
each qQuery separately. However, procedures exist for averaging the
measures over a complete query set and for suitably displaying the
resulting values in the form of recall-precision, or recall-fallout graphs.
{6) These graphs ave then expected to reflect the performance of an
entire system for a given set of users.

It should be noted that the four retrieval measures are not
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Relevant Not Relevant
Retrieved b ] atb
Not Retrieved d c+d J
atc b+a atbtct+d
-3
(a) Contingercy Table
Symbol Evaluation Formula Fxplaration
Measure
_a_ proportion of relevant
R Recall atc artually retrieved
< . a propertion of retrievad
P Precision atb actually relevant
5 proportion of nonrele-
F Fallout t+a vant actually
retrieved
N . atc roportion of relevant
C Cenerality ——— P
y atnrctd per query

(b) Principal Evaluation Measures

Retrieval Evaluation Measures

Table 1
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independent (f cach othar. Specifically, three of the measures will autc-
matically determine the fourth. As an =zxample, equation (1) can be
used to derive precision in terms of recall, fallcut, and generality, as

rcllows:

R'G

T(RG) + F(1-C) L

P =

Most of the retrisval evaluation wesults published in the literature
have been presented in terms of recall and precision. Since rz2call pro-
vides an indication of the prorortion of relevant actually cbtained as
a result of a search, while precision is a measure of the efficiency with
which these relevant are retrizved, a recail-precision output is user-
criented, in the sense that the user is normally interested in optimizing
the retrieval of relevant items. Gn the other haud, fallout is a measure
of the efficiency of rejecting the nonrelevani itewms, and includes as a
factor the total number of nonrelevant in the collection {which in many
cases is approximately equivalent to the collection size). For this reacon,
a recali-fallout display is normally considered to be systems-sciented
since it indicates iow well the nonreleant are rejected as a function of
collection size.

In view of their special orientation, it would then eppear tha®
some «f the measures are more appropriate in certain circumstances than
in others: in particular, if a systems viewpoint is important which
takes into account the amount of work devoted to the retrieval of non-
relesvant iiems as well 1s the ccllection =ize, a i1allout display may be
more desirable than a graph based on pracision.

The sitnation is unfortunately ccmplicated by the fact that the

ERIC
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various medsures d5 not vary in the same manner when a comparison is made
of the performance of several distinct document collections. Consider, as
as example, the parameter variations produced by changes in collection
gensrality. As the generality increases, that is, as the average number
¢’ relevant per query grows larger, the nuuwer of relevant retrieved may
also be expected to increase. In terms of the varlables introduced in
Table 1, a ead atc may then be expected to grow directly with generality;
on the cther hand at+b, and b+d (the total reirievad, and the total non-
relevant) remain relatively corstant.

As G increases, the following picture then emerges for k, P,

and F, respectively:

t 4 _ >
R—T, Pzoee F ==

where the uoward arrow dencote: o increesing quantity, and the horszonte .
arr:w a quantity more or tess ccnctant. Thus, R and F should remain
reasonably censtant uith chang2s in generality, since numerator and denom-
in>tor vavy in the same dir2c¢tion. Precision, on the other nand, shculd
vary direcily wich generality because of the inoreasing numerator teogether
with the constant denominator.

This kind ¢f scpument has been used in the past to show that the
use of recall-precis. .n ecraphs is generally undesirabie, [7), and to
claim that performance figures obtained with small sample ccllections in a
laLoratory environment cannot bhe applied to large operational collecrtions

18]. This question is further exumined in the next section.
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3. Variaticns in Collection Size

A) Theoretical Considerations

Co' sider a performance comparison for twec collections of different
size within a given subject area. Such collections generally exhibit
different generality characteristics, since the larger collection is
likely to contain on the average many more nonrelevaat items per query,
and therefore proportionately many fewer relevant ones.

In going from the smaller (test) collection to the larger (opera-

tional) o:z, two limiting cases may be distingulshed:

a) if the relevance of the documents added t2 the small
collaction in ovrder to produce the large one is difficult
tc assess In 2 clear-cut way, and nonrelevant items that
are hard cr easy to reject cre added roughly in the same
proportion as originally present, then ‘or a given level of
vecall a larger number of relcvant items will have to be
retrieved; thic will imply the simultaneous retrieval of a
larger number of nonrelevant, thereby depressing precision,

but keeping fallout roughly constant;

b) on thc other hand, if the documents added are clearly
extranecus to the query topics and the nonrelevant ones
are easily rejectable, the number of relevant and nonrele-
vant retrieved at a given recall level remains constant,
thereby producing a constant precision but lower fallout
for the larger collection: the situation is summarized in
Table 2.

If case 2 were to occur in practice, that is, if one coula insure

that any nonrelevant documents added to the small collection would be

ERIC
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Large Collection

Addition of Partly

(:) Addition of

Small Relevant and Non- Extraneous
Collection relevant in same Clearly Non-
Proportion relevant
P P ¥ P »
F F - F ¢

Precision and Fallout Performarce

in Collection Size

Table 2

for Variations
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easy to reject, then the standard recall-precision plot would furnish

a completely adequate evaluation tool, since the precision would then be
independent of the generality change, and would in fact be identical for
both collections at each common recall level. If, on the other hand,
case 1 is taken as typical, then fallout can be assumed to be constant.
This makes it possible to compute au "adjusted precision" value as a
function of generality, to accouat for the generality change in upgrading
from a small crllection to a large one.

Consider, as an example, a document collection with generality Gl’

and a giver precision P1 at a racall level of Rl. If the size of the

collection is altered to a new generality G,, then, for any given recall

2

level, equation (1) can be used to compute the adjusted precision P2

for the larger colliection. Iun fact, if the generality change is subject

to the rules of case 1, one has (from equation (1)):

R1°G2

(2)
(Rl'G2) + P1(1-G2)

P, {(adjusted) =

where the computa.icns are mada for a given recall level R, = R2, and

1

fallout is assumed constant. Equation (2) then provides a means for com-
puting the precision transformation for the case where all factors other
than generality remain constant.

Cleverdon and Keen propose a three-step procedure for effecting the

precision transformation as follows: [1]

a) given Gy» R1 and P1 compute Fl;

1 = .
b) assume vy F2,

)
I{Iﬂ:( c) given G2, R1 = R2, and Pl, compute PQ.

Aruitoxt provided by Eic:
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An example for a collection of generality 0.005 and racall and precision
values of 0.60 and 0.25 respectively is <hown in Table 3. The precision

adjusted to a generality level of G = 0.002 is seen to be ¢.1l1.

B) Evaluation Results

The theoretical considerations outlined in the last few paragraphs
indicate that ihe retrieval evaluation provides an accurate picture for the
case where the expansion in collection size is caused by the addition to a
small document collection of clearly nonrelevant items which are easily
rejectable, and for the case where fallout remains constant, that is,
where relevant and nonrelevant items are added in & proportion roughly
equivalent to that which origigally existed,

Unfortunately, when the assumptions of cases 1 and 2 are tested on
actual document collections of different generality, they are found not
to hold in practice. For example, in a test conducted some years ago
with two document coliections of 200 and 1400 documents in aerodynamics,
respectively, and a sample of 42 queries, Cleverdon and Keen found for a

specified cutoff and processing method that

"b (tha nonrelevant retrieved) has increased by a factor of
5.2352 while the total number of nonrelevant documents in ithe

ccllection (b+d) has increased by a factor of 7.1ub3." [1, p.74]

For the example considered, fallcut therefore did not remain constant,
and many of the nonrelevant included in the larger collection of 1400
items obviously exhibited a lower probability of beinz retrieved than the

nonrelevant included in the smaller suhcollection.

O
r ’
RIS




Large Coliection

@ Addition of Partly @ Addition of
Small Relevant and Extraneous Clearly
Collection Nonrelevant in same Nonrelevant
Propertion
P P+ P~
F F- F v

Precision and Fallout Performance for Variations

in Collection Size

Table 2

Parameter Cecllection 1 Collection 2
G . 005 .002
R .60 .60
P stepl «25 step 13 .11 (adjusted P)
F .00905 {;00905
— +
step 2

Precision Transformation for Constant Fallout

O
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To verify this result, the two collections originally used by
Cleverdon were subjected to a complete retrieval test, using a set of 36
queries with identical relevance properties in both collections (the set
of relevant items was the same for each query in bhoth collections). The
collection characteristics are summarized in Table 4, and recall-precision,
as well as recall-fallout, plots are included in Fig. 1, averaged over
the 36 test queries. ({9}

It may be seen from the cutput of Table 4 and Fig. 1 that although
the collection generality decreases by a factor of about seven in the transi-
tion from small to large collection, the fallour decreases by a factor of
only three on the avercge. Thus the proportion of nonrelevant retrieved is
much smaller for the large collection than for the small cne, producing tre
recall~fallout plet of Fig. 1(b) which favors the large cotlection {the
smaller the fallout, the better is the performance).® The recall-precision
plot, on the other hand, favors the small collection {the higher the pre-
cisién, the Letter is the perforience), indicating that at a given recall
level, fewer nonrelevant will have been retrieved for the small collection
than for the large one. (

The data of Table 5, containing the average number of nonrelevant
documents retrieved ai various recall levels, indicate that the seven-fold
decrease in collection generality is accompanied by an increase in the
average rumber of nonrelevant retrieved, ranging from a factor of 2 at a
recall of 0. ' . a factor of only 3,2 at a recall of 0.3 and 0.5, This
explains the superior systems-oriented performance of the large 1400

collection in comparison with the small one.

%The average number of nonrelevant items ret-ieved at variocus recall levels
O  shown in Taole 5 for the Cranfield 200 and 1}' 90 collections.

ERI!
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-
Property Cranfield 200 Cranfield 1400
Source Cranfield document Cranfield document

abstracts in abstracts in
aerodynamics aerodynamics
Document Word stem process Word stem process
Analysis
Number of 200 1400
Documents
Number of 36 36
Queries
Number of 160 160
Relevant
Documents
Type of Full search Full search
Search
Genevality .0222 .0031
Average .0248 .0081
Fallout

Collection Propertics for Cranfield 270 and 1400

Table 4

l Average Nunber of Nonrelevant Factor of
Retrieved Increase
Recall “rom 200
Cranfield 200 | Cranfield 1mpo | T© 1%90
L
0.1 0,33 0.67 2
0.3 1.35 4,32 3.2
0.5 2.79 8.82 3.2
0.7 6.21 16.15 2.6
0.9 13.89 30.54 2.2

ERIC

Aruitoxt provided by Eic:

Table 5

Increase in Nonrelevant Retrieved
froim Cranfield 200 to Cranfield 1400
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In practice, it is seen that the larger the collection (and therefore
the smaller the generality), the larger will he the number of nonrele-
vant items which will have been retrieved at any given recall level;
howaver '« e resulting decrease in precision performance is much smaller
than expected by the factor of increase in collection size and nonrele-

vant item:, added. Neither of the two simple g=nerality transformations

discussed in the preceding subsection appears to be applicable in practice,

since both precision and fallout may be expected to decrease with a

decrease in collection generality.®

C) Feedback Performance

It is known that interactive search methods in which the user
influences the retrieval process by providing appropriate feedback infor-
mation during the course of the operations can be used profitably in a
retrieval environment. [10,11] In fact, some of the feedback methods
which have been tested over the last few years, including, in particular,

the relevance feedback process regularly used with the automatic SMART

docuvment retrieval system, provide anywhere from five to twenty percent
improvemeat in precision at a given recall level. Most other refinements
in retrieval methodology — such as, for example, a particularly
sophisticated language analysis scheme — may bring improvements in per-
formance of the order of a few percent at best.

The relevance feedback process utilizes user relevance judgments

“Tf the precision transformation of equation (1) were (incorrectly) to be
applied to the precision performance of the small collection to reduce its
generality t. that of the large collection (.003l), the adjusted precision

curve of Fig. 2 would result. This adjusted precisior is an inverse function

of fallout, which accounts for its inferior performance compared with that
.f the large collection.

Aruitoxt provided by Eic:
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for documents previously retrieved by an initial search in order to
construct an improved query formulation which ~an subsequently be used in
a new "first iteration", or "second iteration" search. Specifically, an
initial search is performed for each request received, and a small amount
of output, consisting of some of the highest scoring documents, is pre-
sented to the user. Some of the retrieved output is then examined by the
user who identifies each document as being e.rther relevant (R) or not rele-
vant (N) to his puvpose. These relevance judgments are later returned to
the system, and used automatically to adjust the initial search request in
such a way that query terms present in the relevant documents are promoted
(by increasing their weight), whereas terms occurring in the docuinznts
designat:ed as nonrelevant are similarly demcted. This process produces
an altered search request which may be expected to exhibit greater simi-
larity with the relevant document subset, ard greater dissimilarity with
the nonrelevant set.

The altered request can next be submitted to the system, and a
second search can be performed using the new request formulation. If the
system performs as expected, additional relevant materie) may then be

retrieved, or, in any case, the relevant items may prcduce a grezter

similarity with ipe a'tered request that with *the orig:  ~ The newly
ratrieved items can again be examiiled by the user, ar ‘ ‘vance
assessments car be used tc obtain a second :efoumulation ‘2 request.

This process can be continued over several iterations, until such time

as the user is satisfied with the results obtained.
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in order to determine whetlhier the relevance feedback process is
usable with large document collecticns in an operational environment, the
feedback procedure was tested using two collections in aerodynamics of
different generality. ({12] If comparable feedbeck impro ements could be
obtained for collections of varying size and generality, then it would appear
reaconable to conclude that the feedback process will be valuable under
operaticnal conditions.

The two collections being tested consiut of 200 and 424 document
abstracts in aerodynamics, respectively, together with 22 queries with
iden*ical relevance properties in both collections. The collection char-
acteristics are summarized in Table 6, and the recall-precision and recall-
fallout graphs obtained with a "positive" feedback strategy are shown for
both collections if Figs. 3 and 4.

It may be noted that once again the recall-precision output favors
the small collection, whereas the recall-failout output is more favorable
to the larger collection. Furthermore, while the generality decreases by
a fantor of over 2 from small to large callection, the fallout drops by
less than one-half. These results are entirely in agreement witﬁ those
previously obtained for the Cranfield 1u20 collection. The cutput of
Figs. 3 and % for the positive feedback strategy also indicates that the
magnitude of improvement provided by one feedback iteration is approximately
comparable for th: wWo collections.

In order to investigate the question of feedback improvement in
more detail, several feedback procedures wers tested including, in parti-
cular, the folluwing thres types (based on the retrieval of the top five

documents in each case):

Q
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Property Cranfield 200 Cranfield 424
Source Abstracts in Abstracts in
aerodynamics aerodynamics
Analysis Word stem process Word stem process

No. Documents
No. Queries

No. of Relevant
Search
Generality

Ave. Fallout

200

22

115
Feedback search

.0261

.0333

e

22

115

Feedback search

.0173

L0212

Cellection Properties for Feedback Searches

Table 6

Using Cranfield 200 and 42u

I1-19
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al positivé feedback, where information obtained from docu-
ments known tc bs relevant is used to update the query

formulation;

b) selective negative feedback, where positive information is
derived from the relevant documents together with negative

information obtained from the top retrieved nonrelevant item;

¢} modified selective regative feedback, where the negative
infrrmation derived from the nonrelevant documents is used

caly when no positive information is available.

The evaluation is based principally on two evaluation functions,
which measure respectively the precision improvement and the fallout

improvement as follows: [12]

Frecision improvement = P1 - PO s

where P, is the precisicn of the initial search, and P

0 is the precision

1

of the feedback iteration at a sp.~ified fixed recall point; an

Fallout improvement = FO - Fl ,

where F, is initial fallout, and Fl the fallout of the feedback jteration.

C
(A performance improvenment implies that the fallout for the feedback iteration
is smaller thanlthe initial fallout.)

The output for a selective negative feedback strategy which does
not operate zatisfactorily in an enviromment of decreasing gersrality is
shown in Fig. 5. It is seen that for the larger collection the precision
imprevement is negative for most recall points, showing that the feedback
process in fact hurts the performance. The same is true for some points of
the follout improvement curve. Appavently, the strategy represented by

Q
8ERIC
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the curves of Fig. 5 uses too many nonrelevant items for fecdback purposes
thereby hurting retrieval. (Fewer relevant items are retrieved early in the
search for the Cran 424 collection, than for Cran 200.)

The performance for two feedback strategies which operate excellently
with decreases in generality is shown by the precision and fallout improve-
ment curves of Figs. 6 and 7. Fig. 6 covers the positive-feedback strategy
which is seen to operate equally well for both collections. Still larger
improvements are noted in Fig. 7 for the modified negative strategy in
which a nonrelevant item is used for feedback purposes only when positive
information (in the form of relevant retrieved documents)} is not available.

From the output of Figs. 6 and 7 it appeavs that feedback strategies
can be implemented which operate equally well for collections of low and
high generulity. These strategies should be implemesntable in a realistic
environmen* comprising thousands of items where they may Le expected to
produce the performance imprcvements previously noted for small test collec-

tions.

4, Variations in Relevance Judgments

A generality problem arises not only when collections of different
size but identical relevance properties are to be compared, but also when
the same collection is processed with different types of relevance assess-
ments., In a previous study, a collection of 1268 documents in library

science and documentaticn was examined using four types of relevance grades:

a) the A judgments representing relevance assessments by the

query authors;

b) the B judgments representing nonauthor judges;

ERIC
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¢) the C judgments representing the disjunction between the
A and B judgments (that is, a document is judged relevant

to a query if either A or B judges termed it relevanc);

d) the D judgments representing the conjunction between A aru
B judgments (a document is judged relevant if both A and B

Sudges termed it relevant).

It was demonstrated in the previocus study (13}, that the recall-precision
performance graphs are r:latively invariant to the variations caused by
the multiple relevance assessments, and by the resulting changes in
generality.

In an attempt to determine whether the performance characteristics
obtained with coilections of different size can L2 relatved to those pro-
duced by collections with varying relevance properties, the C and D
collections are processed once again under slightly modified ceuditioas.
The collection properties are outlined in Table 7.

It will be noted that in the present case the generality change is
produced not by adding any documents to the C collection in order to obtain
the other collection of lower generality, but rather by subtracting from
the set of relevant docurents a number of items about which a unanimity
of opinion could not be obtained by the relevance assessors. Nevertheless,
the performance figures given in Table 7, and in Fig. 8(a) show that
once again somewhat better recall-precision data for the collection of
high genzrality (the C collection) are coupled with somewhat better
fallout data for the collection of low generality (the D colle:tion).®

This reflects the fact, on the one hand, that precision varies somewhat

AThe recall-precision figures shown in Fig. B8{a) are not directly comparable
to those produced in the earlier study [13) because of a small difference in
the method used to produce performance averages over the *total number of queries.

9<



11-238

Property Isrra C Ispra D

Source Document abstracts Document abstracts
in dncumentation in documentation

Analysis Thesaurus Thesaurus

No. Documents 1268 1268

No. Queries 45 45

No. of Relevant 1260 306

Search Full search Full search

Generality .0241 .0058

Average Fallout « 1409 .0819

Collection Properties for Ispra C and D Collecticns

Table 7
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with generality, and therefore the collection with higher generaiity is likely
to produce better precisicn. On the other hand, the collection of low
generality exhibits better relevance judgments, since at least two judges
had to agree on the relevance of each document; there exists therefore
a greater certainty about the relevance (or nonrelevance) of each document
with respect to each query, which implies that the nonrelevant are easier
to reject using the D relevance judgments.

In order to see how the performance data change under a generality
transformation, the C collection with high generality (.0241) is reduced

to the generality of the D collection (.0058) in two different ways:

a) collection C mod 1 is produced by taking 962 relevant docu-
ments chosen at random and calling them nonrelevani; this
reduces the original set of 1260 relevant documents in C
to a total of 306 relevant (equal to the number of relevant
in D);

b) collection C mod 2 is produced by retaining 306 out of the
1260 originally relevant items; the remaining 962 formerly
relevant items are ascigred random rau‘vs in the col.ection

instead of being retained with the rank they initial.y

possessed as in C mod 1).%

The performance of the modified C collections which now exhibit
the same generality as the standard D is presented in the recall-precision
graphs of Fig. 8(b). It is seen that when the generality is kept invariant,
as it is for the three collections of Fig. 8(b), the collection with the
most reliable relevance judgments (the standard D) produzes the best per-

formance. Of the two modified C collections obtained oy the generality

*The reranking process foliowed is describe2 in a note by Williamson. {iu)
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transformation, the second produces tetter output than the first, since it
is more carefully constructed by randomly cdeleting relevant items, and

then randomly reintroducing them as rnonrelevant ones with new ranks.

5. Summary

A variety of retrieval tests were perfcrmed with collections of
varying generality in the areas of azrcdynamics and documentation. Since
precision varies with generality, the precisicn output generally favors
the (small) collection of high generality. However, as the generality
drops by a factor of k, the precision drops by a much smaller factor, and
the fallout, which had been thought to remain invariant with generality
changes, in 1act decreases with generality, and thus favors the (large)
low generality collections.

No clear extrapoletion appears possible at this time which would
permit a prediction to be made sbout the likely performance of very large
collections of several hundred thousand items. However, the fallout
data obtained in this stu’'y make it clear, that an argumentaticn which c<laims
that the retrieval of 20 nonrelevant items for a collection of 1000 items
would necessarily lead to an expected retrieval of 20,000 nonrelevant for
4 collection of a million is fallacious, since it assumes a constant
fallout performance.

The user feedback procedures appear t» b~ useful fov collectinus
of varying generality, and they should be implemented in operational
environments. Finally, when generality variaticns arise from inconsistencies
in the relevance assessrents, tho collection with the most secure relevance
data performs vest.

As larger document collections come into experimental use, the
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fallout and precision figures should continue to be compared with the
generality variations. In this fashion, it may be possible, in time,
to obtain reliable projections for the performance with large collections

under operational conditions.
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III. Automatic Indexing Using Bibliographic Citations

G. Salton

Abstract

Bibliographic citations attached to technical documents have been
used variously to refer te related items in the literature, to cocnfar
importance to a given piece of writing, and to serve as supplementary
indications of document content. In the present study, citations aie
used directly to identify document content, and an attempt is mad: to
evaluate their effectiveness in a retrieval environment. It is shown
that the use of bibliographic citations in addition to the normal keyword.
type indicators praiuces improved retrieval performance, ani that in some
circumstances, citations are more effective for retrieval purposes than

other more conventional terms and concepts.

1. Significance of Bibliographic Citations

The role of bibliographic citations attached to scientific and
technical documents has received intensive study for many years. Several
authors have noted, in particular, that the number of incoming citations
(that is, the number of citations from a given set of outside documents
to a specified target document) constitute usefui indicators of document
type and importance [1,2]). In consequence, the so-called "bibliographic
network"” consisting of documents and citations between them has beeo used
to assess the characteristics of scientific and tethnical communications. (3]

In addition to providing indirations of document influence,
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blplicgraphic citations also play a role as content identifisi's. “he
close affinity between the citatiors attsched to a given dccument and the
normal keyword-type content indicators has been expressed by Garfield

in the following terms [4):

"By using the author's rererences in conpiling the citaticn index,
we are in reality using an army of indexers, for every time an

author makes a referencs, he is in effect indexing that document

from his point of view...."

Furthermore, only a very small proportion of documents appears to le2 totally
disconnected from the bibliographic natwork, in the sense that these docu-

nents do not cite any other documents nor are they vited from the outside(3]:

"...there is a lower bound of »ne percent of all papers that are
totally disconnected in a pure citaticn network, and could

be found only by topic indexing...."

As a result, search tools such as the "citation index" which lists all
incoming citations for each document in the index have proved to be useful
adjuncts to information search and retrieval.

A variety of studies have been undertaken in an attempt to deter-
mine the relationship between standard keywords and bibliographic citations
for content analysis purposes. Thus, it was determined that papers which
were related by similarities in biblicgraphic citation patterns also pro-
vided a large number of common subject identifiers. [5) Furthermore, the
correlation between citation similarities on the one hand, and index tern
similarities on the other is found to be far gieater than expected for
rando:n document set:s. (6]

While bibliographic citations appear not to have been used directly
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as content indicators for retrieval purposes up to the present time, a

number of experiments have been performed in which citations were incorporated
as feedback information during the search process, in an atterpt at retriev-
ing additicnal information similar to that being identified in the search.
(7,8] Specifically, an initial search would be made, leading to the retrieval
of a rnumber of documents. These would be scanned by the user, and information
about these documents — including in particular document authors, citations
made by the documents, and authcrs of these citations — would be returned to
the system to be incorporated into an improved search formulation. The

evaluation of this bibliographic feedback process proved, in particular, that

[8]:

"...nc differences greater than four percent were found between
the rzsults of feeding back only subject data, and those of
feeding back only bibliographic data. This implies that the
usefulness of bibliographic data for feedback is of the same

order as that of subject descriptors.”

In addition, the same study showed that when citation data were added to
standard subject indicators in a feedback environment, improveﬁents of up
to ten percent in re.rieval effecti-eness were obtained over and above

the results produced by subject information alone, This led to the con-

jecture thai [8):

Y"Since the bibiiographic information is useful for feadback
purpuses, it should alsoc prove valuable for initial retrieval

seaiches."

&n attempt is made in the remainder of this study to evaluate tle
cerrectness of this statement. Specifically, a collection of 200 documents

. in the field ¢’ aerodynamics is processed against a s2t of 42 queriers using
v
o o e _1()1
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first the normal content analysic methods incorporated into the automatic SMART
document retrieval system [9], and then a modified process based on the
bibliographic citations attached to the documents. The test design and evalua-

tion results are covered in the remaining sections of thiec report.

2. The Citatinn Test

Consider a given document collection available in the form of English
language abstracts, together with a corresponding set of user queries. Given
such a collection, various linguistic analysis procedures may serve to reduce

each item into analyzed vector form. A concept vector, representing either a

document or a query, normally consists of a set of terms, or concepts, tcgether
with the respective concept weights. Two of the coatent analysis methods mest

frequently used with the SMART retrieval system are the word stem, and the

thesaurus processes. In a word stem analysis, each concept incorporated into

O

a normal concept vector represents a word stem extrécted from the document,
whereas for the thesaurus procedure, the concept. represent thesaurus categories
obtained by consulting an automatic dictionary during the analysis operations.
Word stems, or thesaurus categories are then concepts somewhat similar to the
standard subject indicutors normally assigned manually to queries and documents.
In such an environment, the normal retrieval operation would consist in matching
the concept vectors for queries and documents, and in retrieving for the users'’
attention all documents whose vectols exhibit a reasonable degree of similarity

with the corresponding query vectors.

If it is assumed that each docunent carries with it a set of bibliographic

citations {either to or from the deccument), it 1s possible to add to the normal
docurment concept ventors, suitably chosen codes representing the bibliographic

citations; alternatively, the citation ccdes might replace the normal concepts.
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In order to obtain a match between citation codes attached to documents
and normal user queries, it becomes necessary to attach citation informa-

tion alsc to the queries. This can be done in one of two ways:

a) some queries may have been formulated by the user population
in response to a set of documents known in advance to be
relevant; that is, for each query one or more Source
documents exist, and the user's query is designed to
retrieve additional items similar to the respective source

documents®;

b) alternatively, a source document does not exist in advance,
but the user is able to designate some other document as

likely to L>» relevant to his query.

In either case, it becomes possible to add to the query vectors citation
codes corresponding to source document citations, or to citations attached
to the designated relevant do:uments, as the case may be.

These operations then produce expanded query and document vectors
consisting partly of standard concept codes, and partly of citation codes,
as shown schematically in Figure 1. Three types of retrieval operations

become possible:

a) using only standard subject identifiers {the 'x' concepts

of Figure 1);
b) wusing only citation concepts (the 'y'! concepts of Figure 1);

c) using both the standard and the citation concepts (the 'x'

*#In a previous test in which original query formulations were replaced
by source document vectors, it was shown that the retrieval effective-
ness produced by the sotirce document 'queries" was substantially better
than that obtained with the standard queries. [10)

O
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and 'y' information).

In these - ~cumstances, the relative value of the citation information may
be ascertained by comparing the results obtained with these three types of
concept vectors.

For the test under discussion, a collection of 200 document abstracts
in aerodynamics was used with 42 search requests obtained from research
workers in aerodynamics (the Cranfield collection [11]). Each document carried
an average of 18 bibliographic references (outgoing citations to other
documents), and each-query was originally formulated in response to a source
document. The set of source documents were similar in nature to the standard
documents, in the sense that bibliographic citations were available for each;
however, no source document was included among the stancard 200.

To generate the citation portion of the document and query vectors,
each citation was represented by a 15-character code. The citation coding
is outlined in Figure 2, and some encoded sa~ple documents are exhibited in
the appendix. In order to increase the similarity coefficient for all
documents cited by the query source documents, a citation code was added to
each document vector not only for all outgoing citations, but also for each
of the original documents. That is, each document is assumed implicitly to
cite asso itself (self-citation). A match between a query citation concept

and a document citation concept may then be due to one of two ccuses:

a) a request citation (source document citation) is identical

with the document itself (request cites document);

%) a request citation is identical with a citation from a

document {request and document have a common citation).

A cumparison between citation effectiveness and standard concepts

104
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is obtained as usual by computing recall and precisic . +alues for the
various runs while comparing the output.®# The performuuce results are

described in the remaining sections of this study.

3. Evaluation Results

The computation of recall and precision results depends on the
availability of rw.evance assessments stating the relevance characteristics
of each document with respect to each query. The original ("A'") relevance
assaessments for the Cranfield collection were obtainec by first submitting
to the query authors for assessment the set of all documents cited by the
source document, followed by additional items likely to be relevant. Since
the source document citations were thus given special treatment, a bias may
exist in favor o. vhese citstions — that is, an itein cited hy the source
document may be more . kely tc¢ -e assessed as relevant than other extraneous
documents. For this reasous, thrz2e additional sets of relevance judgments
were independently obtained from nonauthor subject experts, for which all
documents were trea‘ed equaily; that is, no spucial identification was
provided for source docurent ~itations. The characteristics of the four
sets of relevance assesswents eve summarized in Table 1.%:%

It may be seen that thes four types of relevance assessments fall

into two main categories as follows:

a) sets A and B have low grnerality characteristics — only four

*Recall is the proportion of relevant documents retrieved, and precision is

the propertion of retrieved items actually resevant., Ideally one would like

to retrieve all relevant and reject all nonrelevant to produce recall and

precision values equdl to 1. When recall is plotted against precision, as in

a standard recall-precision graph, curves clos: to the upper right-hand corner
represent superior performance, since both 12call and precision are then maximized.

) . . . . ‘- .
]E T(:he writer is indebted to Mr. C. W. Cleverdor for making availiable the Cranfield

! llection together with the varicus relevance assessments. 1[)_
Pt e /
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Relevance Judgments

Cenerality
{Average Number of

Percent Crerlap
with "A" Judgments

_ _ An X
Relevant per Query) v x]
Original Judgments 4. 70 100.00%
"A“
"B" Judgments 4.28 BO.75%
e Judgments 11.94 37.09%
"p" Judgments 11.70 37.83%

Relevance Assessments

Table 1
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to five relevant items per query - corresponding tc a strict
interpretation of relevance; furthermore the A and B assess-
ments are very similar in nature in view of the overlap of
over 80 percent in the respective sets of relevant items

per query;

b) sets C and D exhibit much higher generality — almost 12 relevant
items per query — corresponding to & less narrow relevarnce
interpretation, ard the similarity with the originaj A

judgments is much smaller.

Under normal circumstances, one would expect a better recall-precision
performance for the high-generality case, while fcr equivalent generality,
the best relevance assessments would produce the best performance {12].
The actual retrieval effect of the four types of relevance assaessments is
outlined in the graphs of Figure 3.

It may be seen that when citations only are used in query and document

'y' portions), the low generality A and B assessments give

veccors (the
much superior performance (Figure 3 (a)). On the other hand, when stanwuard
thesaurus concepts are used in addition to citations, as in Figure 3(b),

the differences among the four types of assessments largely disappear. The
same is true when the thesaurus alone is used for analysis purposes (without
the additional citations). The latter results are in agreement with earlier
studies showing that only minor differences cccur in averaged recall-procision
graphs with normal variations in relevance assessments. ([13] The large
differences in the performance of the "citations only" run of rigure 3(a)

must then be due to the peculiar nature of relevance assessments 'A' and 'B',
and to the special treatment accorded to the source document citations during
the relevance jucging procedure. For practical purposes, it appears safer

to use the 'C' and 'D' judgments in assessing the relative importance of

109
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citation date ar< standard subject indicators in a retrieval enviicnment.

The main output results are shown in Figure u fcr both 'A' and 'C'
relevance assessments. It may be seen that in both cases the augmented
thesaurus vectors, obtained try adding citaticn concepts to standard subject
indicators, improve the precision performance by up to ten percent for a
given recall point. The short "citations only" vectors providz superior
performance for the 'A' relevance assessments for the reasons clready stated.
Even with the 'C' judgments, the citation indexing &alone provides a very
high standard of performance in the low recall range.

The usefulness of bibliographic citaticns for content analysis
purposes is further illustrated by the cutput of Figure 5 in which a standard
word stem matching process is compared'with the word stem vectors augmented
by citation information. It can be seen from tue output  Figure 5(a} that
the augmented stem vectors generally produce better performance then the
standard word stems; this confirms the iresults nbtaired in Figure 4 for the
thesaurus process. Furthermore, the output of Figure 5(b) shows that
augmented thesaurus vectors are slightly preferable to augmented word stem
vectors.

The performance dota of Figures 3 to 3 were cbtained by adding sovrce
document citations to the normal query formulations. Since the source
documents exhibit especially strong relevance characteristics — each user
knows in advance that the source documents are immediately germane to *he
information queries — an attempt was made to relax the re-uirement for
source document citations by replacing them by the citations attached to a
randomly chosen relevant document.

Specifically, each query is Ffirst processed in the standard manner

~sing a normal thesaurus look-up procedure. A cocument identified as relevant
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after the fact — but not known to the user in advance — Is thern used 11 lieu

cf the normal source document, and citatious irom this relevent documan* arse
used to form the augrented gquery vector. The relevant dccurnsnts chosen for
this purpose are elimirated from the document collectisn for evaluation purposes.
The cutput of Figure 6 shows that the citatlons cbtained from the randomly
chosen relevant documents do not nave sufficiently s*“rong relevance charac-
teristics to lead to an improvec retrieval performance over aunid ahove the
standard thesaurus nethod.

The following principal results emerge i.om the present citation test:

a) the general usefulness of bibliographic citations for decumen*
ccntent aralysis, previously noteld hy 2 number of other investi-

gators, 1s entirely ccnfirmed;

b) biblicgraphic citations used for document content identifica-
tion provide a retrieval effectiveness fully comparadble to
that obtainable by standard subject indicators at the low

recall-high precision end of the pevformance range)

c) the augmented document vectors, consisting of standard concepts
plus bibliographic citation identifiers appear to provide a
considerably better retrieval performance than the standard

vectors made up of normal sabiect .adicators onlys

d) the bibliocgraphic citations attached to informaticn requests
should be taken from documents whose strong relevance <haracter-
istics to thL . respective queries is known In advance by the user

population.

The present experiment then leads to the conclusion that documents

processed in a retrieval system should normally cavey bibliegraphilc clitation

codes in additior to standard content indicaters. Vhen quories are received
frem the user population, improved service can be obtained ly using

[]zj}:ument citat’ons as part of the query forrmnlaticns wlhenever documents with
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a priori reievance characteristics are identified by the users at the time of
query submission. If no documents with strong relevance characteristics are

available when the query is first received, bibliographic citations can still
be used as a feedback device by updating the query formulations with citations

from previously retrieved relevant documents.

o
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IY. Automatic Resolution of Ambiguities from Natural Language Text

S. F. Weiss

Abstract

This study investigates automatic disambiguation by template analysis.
The evolutionary process by which ambiguities are created is discussed.
This leads to a classification of ambiguities into three classes: true,
contextual, and syntactic. The class assigned ¢> a given word is
dependent on the syntactic and semantic functions performed by the word.
Only true ambiguities are suitable for automatic resolution.

In this study, automacic disambiguation is accomplished by an
extended version of template analysis. The.process consists in locating
an ambiguous word and in testing its environment against a predetermined
set of rules for occurrences of words and st uctures whiclh indicate the
intended interpretation. Fxperiments using this process show that a nigh
degree of accuracy in resolution can be achieved.

The nrocess under consideration is not completely automatic
because it requires that a set of disambiguation rules be creaéed a priori.
The creation of this rule set, however, is sufficiently straight forward
that it may eventually be done automatically. A learning program is imple-
mented to accemplish this. The process reads input words and attempts to
resolve any existing ambiguities. 1If a resolution of the ambiguity is
pexrformed incorrectly, the rule set is augmented and modificd appropriately,
and the next input is considered.

The experimental results obtained are poor for the first few inputs.

The performance steadily improves as more inputs are processed, and finally
Q
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levels off at above 90% accuracy. A i{rue learning process is thus indicated.
The proposed learning process is not only useful for disambiguation,
but can also serve for a number of other applications, where it may ke desired

to tailor a process to a particular user need.

1. Introduction

An ambiguous word is defined as a word which can have two or more
different reanings. There exist a great many such ambiguous words and their
occurrence in text is fairly common. In general they create no problem for a
human reader because he 1is constantly aware of the context of the material
he is reading and of the real world. This usually makes obvious the proper
definition of an ambiguous word. For example, the word BOARD may mean, amcay
other things, a piece of wood or a group of people. 1In the first of the two
sample sentences below, the ambiguity is resolved by the context of the sen-
tence while in the second, resclution is achieved by the reader's knowledge
of the real world. In other words the reader knows from his general knowledge
that it is much more likely to cut a piece of wood than a group of people,

even though it is technically possible to do both.

A: He is a member of the board of directors.

B: He cut up the board.

Disambiguation by computer is considerably more difficult. A computer does

not automatically conceptualize the context of the text as it is read. Aalso

a computer cannot be expected to contain the vast store of knowledge that a

human reader possesses. This study presents some technigques fo' automatic
semantic disambiguation of words from natural language text and the application of

template analysis to this pProcess. A complete discussion of template analysis
O
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is presented in Weiss [1B8].

The justification for such a study ic that ambiguities in text are

detrimental to any natural language process which uses that text. The

extent of the damage imposed by ambiguities varies with the natural language

process as is shown by the three examples below.

O

ERIC

Aruitoxt provided by Eic:

1.

In a SMART-like information retrieval system ambiguous words
are assigned multiple concepts to represent their various
possible definitions. Since only cne of the definitions is
is actually correct, this process adds erroneous material to
the document and query vectors. But this is not a seriocus
problem since ambiguous concepts are rare and thus make up
only a small part of a document or guery vector. Resolution
of ambiguities makes a very small change in a concept vector
and hence causes only a very small change in document-query
correlations. Thus in a retrieval environment, ambiguities
may not pose a very serious problem and are hardly worth
resolving; Examples 2 and 3 present envircnments in which
the conseqguences of ambiguities are more serious and dis-

ambiguation is more justified.

A serious problem in automatic syntactic analysis is that an
analyzer may produce many analyses for a single input. It

is very difficult if not impossible to determine the intended
analysis from among this set. Thus syntactic analysis Schemes
which generate as few analyses as possible are clearly the most
desirable. One cause of rultiple analyses is words which have
more than one syntactic role. For example, the word FLYING

can be either a verb or an adjective. 1This in turn gives

rise to several analyses of
THEY ARE FLYING PLANES.

Some systems perform semantic tests to determine which of
the syntactic analyses is semantically feasible. An even better

approach is to resolve ambiguities prior to syntactic analysis

121



thus reducing the number of analyses produced. It sometimes happens
that syntactically ambiguous words are also semantically ambiguous.
NEGATIVE for example is usually an adjective when it means NOT and
a noun in the photographic conteat. Thus by resolving the semantic
ambiguity, the syntactic ambiguity is also removed. In this way
resolution of semantic ambiguity can reduce the numper of analyses
resultant from an automatic syntactic aralysis scheme and hence

simplify the task of determining the correct analysis.

3. In natural language command analysis or a natural language programming
language, cach statement must be mapped into a unigque command or
command sequence. Statements which due to ambiquities simultaneously
specify more than one command seguence are unexecutable. Current
programming languages such as FORTRAN and ALGOL deal with this
problem simply by prohibiting all but the most trivially resolvable
ampbiguities (such as the minus sign which may be unary or bina»y).
This is not possible in natural language command analysis and thus

all ambiguities must be resolved before execution is possible.

These three examples show how the problems caused by ambiguities in
natural language text vary according to the application. In the third example
resolution is a necessity while it is more or less a convenience in the other
two. In general it appears that at best, ambiguities do no harm and at worst
they are disastercus. In no case do they ever seem to have constructive effects.
Of course there are other examples of consequences of ambiguities but these
three seem svfficient to justify further investigation into the area of

automatic disambiguation.

2. The Nature of Ambiquities
Most words in isolation do not have a well defined mzaning. The exact
meaning of a word is formed by the interaction of the word and its context.

\§=hh word is both acted upon by its context and acts upon its context. The
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acticn that a word performs on its context is called its semantic function.

This can be thought of as a mathematical function with the word's context
as its argument and the total meaning as its value. An example is pvesented

in Figure 1 below.

Phrase: Bottom of the bottle

Word: Bottom

Semantic function: indicates lowest point in context

Context: "of the bottle"

Application of semantic function to context yields tha

value: lowest point in the bottle

Example of Semantic Function

Figure 1

Building on the concept of semantic function it is now possible
to define tiwree types of ambiguities. A word is a true ambiguity if it
has two or more distinct semantic functions. An example is the word
DEGREE. This may refer to a unit of temperature or angle as in "a 90
degree turn" or an award from a school as in '"college degrea2". These are
clearly two sepz2rate semantic functions. Some words have only cne
semantic fanction yet still appear ambiguous. This situation is produced
when a single semantic function, acting on a variety of contexts, produces

vastly different meanings. Such words are termed contextually ambiguous.

As an example, the word CORE is considered arbiguous in the ADI dictionary.
It refers to both a computer memory and the central part of something.
However there is only one semantic function at work here and it designates

;j central aspect of its context. A computer memory is at least

RIC
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conceptually if not physically the center of a computer. Thus CORE is a
contextual ambiguity according to the definition above.

A third type of ambiguity is syntactic ambiguity. The meaning of sucnh

a word is dependent upon its syntactic role. The meaning of ELABORATE, for
example, differs somewhat depending on whether it is used as a verb or adjective.
These differences in meaning, however, are generally just slight variations of
a single semantic concept.

The classification of an ambigucus wcrd into one of these categories
is not a strictly defined process. The categories are not completely disjoint;
and the ambiyuous words themselves are in a constant state of evolutionary
change much like biological evolution. A good example of the development of
an ambiguous word can be seen in the word BOARD which can mean a piece of
wood, a group of people (board of directors), or focd (room and board).
Originally board referred only to a piece of wood or a table. Because of
their close relation to the table, the people who met there and the food
served on it became associated with tre board. In time this connection
disappeared and BOARD currently appears to have three separate meanings. In
general, ambicuities seem to stem from idioms and associations due to
similarities such as between the food and the table on which it is served.
These words gradually evolve into contextual and finally true ambiguities.
Many of the words currently considered contextually ambiguous may eventiially
become true ambiguities. For example, it is conceivable that in the future,
computer memories may no longer be considered a central element of the machine
Thus CORE, shown previously to be a contextual ambiguity, may become a true
ambiguity. As another example, consider the word LUNACY. It was originally
ihfught that this form of insanity was caused by the moon and hence the name.
©

[E [(:‘however, the lunar influence is better understood, and there is no
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connection between the disease and the moon. Thus the common sten
LUNA represents an evolved ambiguity.

Before considering resolution of ambiguities, it is necessary
to decide which type or types can and should be resolved. There are
several criteria for this decision. First, does the resolution of the
ampiguity add any additicnal informa?ion to that already known? Second,
does the added information warrant the work involved to determine it?

And finally, what harmful effects night be expected if the ambiguity were
not resclved?

As shown above the meanings of the various forms of a syntactic
ambiguity wvary only slightly. Thus vexy little information is added if
resolution is performed. Also, harmful effects caused by syntactic ambiguities
are slight and occur only in special cases as is shown in the following
example. Let A, B, and C be words with A syntactically ambiguous and
having meanings in thesaurus classes 1 and 2 (see Figure 2). B and C are
not arbigucus. B is in thesaurus category 1 and C is in 2. Leaving A
unresolved, that is using only a single concept to represent A, would in
effect combine categories 1 and 2. This would make B appear synonymous to
C which is not really the case. However, as shown previously, the
differences in meaning of the various forms of syntactic ambiguities are
slight thereby necessitating categories 1 and 2 being very close in meaning.
Thus cembining B &nd C is not a particularly grave error. For this reason

it appears unwarranted to resolve syntactic ambiguities.

WORDS THES. CATEGORIES

1,2 (SYN AMB)

1
O
: C 2
Sample Syntactic Ambiguity .12-)

Fiaure 2
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As discussed previously, contextual ambiguities have only one semantic
function. The differences in meaning are caused by the context rather than
by the word itself. It is therefore guestionable whether such words should be
disambiguated at all. Also because contextﬁal anbiguities derive much of their
meaning from context, they may have a broad spectrum of meanings rather than
the few discrete meanings possessed by most true arbiguities. Intuitively at
least this seems to indicate that the resolution of contextual ambiguities is
both more difficult and less precise than res>lution of true ambiquities.
Experiments in this area show this tc be the case.

The remaining class, the true ambiguities, demonstrates the properties
necessary to justify their resolution. 7T:e remainder of this study deals with

techniques for auntomatic resolution of true ambiguities.

3. Approaches to Disambiguation

Many automatic natural language analysis systems have a facility for
automatic disanbiguation. For some this entails the use of semantic information
to resolve syntact - ambiguities and hence reduce the number of syntactic
parses. Other systeins ectually tackle the problem of true semantic ambiguities.
This section discusses some of these approdches to automatic disambiguation.

The easiest solution to the problem is simply te ignore it. This
approach is actually not as absurd as it initially appears. When the domain
of discourse is sufficiently limited, many ambiguities disappear. This is the
case with the information retrieval system implemented by Dimsdale and Lamson
(3). By limiting the subject area to the medical field, the problem of ambiguities
colves itself. For example, the word CELL has a number of possible meanings
{dry cell, jail cell, nuscle cell). However, only one of these interpretations
\)‘1 appropriate to medicine; and thus in this context, CELL may be treated as

‘ unambiguous word.
126
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As mentioned previously, one possible application for automatic
disambiguation is in indexing documents for information retrieval. There
are a number of possible technijues. Scme researchers, for example Ranganathan
[10}] and Mandersloot et. al. [4], suggest that ambiguous words be represented
by a number of concepts which resolve the ambiguity. One of these additional
concepts cculd be the hierarchical father of the word under consideration.
For example, the ambiguity caused by the word TYPE could ke resolved by
adding the concept for PRINTING. SMART uses a different method. 2n
ambiguous worcd is assigned the concepts of all its possible interpretatiomns.
The set of concepts then share the total weight. Thus SMART covers all
possibilities and is guaranteed of having the correct concept. hLowever it
is also guaranteed of having some wrong concepts. This inclusion of
error would appear to weaken the indexing scheme and hence damage retrieval;
but this is not the case. The occurrence of ambiguous words is quite rare
and hence the error introduced by the process represents only a very small
part of a total concept vector. Thus the effect on results is very small.
In addition problems can only be caused when a thesaurus is used that contains
words which are synonymous to some but not all of the interp;etations of an
ambiguous word. Actual expériments reveal that the resolution of
ambiguities in SMART concept vectors results in improvement of less than
1%. Thus the added effort reguired to resolve ambiguities in this type
of information retrieval context seems unwarranted.

Some question-answering systems with a restricted data base are
able to disambiguate simply by testing the various interpretations against
the data base and choosing the one that is applicable. DEACON is an
example of one such system [15). A query such as the one below is ambiguous
cin~e Guam is an island and an aircraft carrier. But since DEACON's data

ERIC
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base deals with ships, the latter interpretation is chosen.
How many people are on Guam?

Other systems perform a similar type of disambiguation by using lists of

true predicates. Coles' system, for example, tests the query against a set

of truth values. Similarly the process used by Schank and Tesler tests various
ambiguous interpretations for consistency with a set of real world at.ributes.

Another basic method for automatic disambiguation is to associate
semantic features with each word in the lexicon. Rules, similar to syntactic
rules, can then test various possible interpretations for semantic as well as
syntactic wellformedness. One such system is Simmons' FROTOSYNTHEX [12].

Each word is associated with its semantic class. For example, "angry" is a
type of emotion and "pitcher" is a type of person (baseball player) or a type
of container. Ambiguities such as "pitcher" are resolved by testing its
syntactic structure agairst a set ¢of semantic event forms. These indicate
possible valid relationships between semantic classes. The semantic event
forms reveal, for example, that a person can have an emotion while a contginer
cannot. Thus the disambiguation of "angry pitcher" is accomplished. Woods
accomplishes disambiguaticn in much the sarme way. Syatactic and semantic
features are attached to words; and rules indicate legitimate cnombinations of
these features.

Lesk uses a similar approach in his proposed natural language analysis
system, but with a unique statistical feature {7). 1In his system words are
assigned both syntactic and semantic role indicators by the dictionary. The
parse then determines syntactic dependencies and tests them for semantic
validity. Those interpretations which fail the semantic test are eliminated

thus accomplishing some disambiquatior.. In addition, each interpretation

ERIC
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of each ambiguous word has associated with it the probability of the
“correctness" of that interpretation. For example, in a sports text
the word "base" would be much more likely to refer to a baseball base
than to a military base; and probabilities may be assigned accordingly.
During the syntactic analysis a number of possible parses are developed,
The probability of correctnass for each is the product of its constituent
probabilities. 1In this way, interpretations with very low probabilities
of being valid may be eliminated thus accomplishing another form of
disambiguation.

The processes presented alwve use syntactic and semantic features
to qualify the words and then employ a common rule list to govern word
combination. A more detailed approach to disambiguation is to attach
specific combination rules to each word. The need for this can be seen in
the following simple example. Most noun phrases consisting of an adjective
and a noun assume the basic features of the noun. The phrase may then be
used anywhere that the nourn is legal. For example, the phrase "folding
money" may be used wherever "money" can be used. This is not true for
"folding" which in some sense loses its identity when combined with the noun.
Most of the systems which use a combination rule list can determine this
property. There are, however, exceptions to this rule. Consider the phrase
"Tompkins County"”. Here the word "Tompkins"”, acting as an adjective,
dominates the phrase. It is all right to say "Buffalo is in a county" but
"Buffalo is in Tompkins County" is semantically and geographically incorrect,
Thus in this case the phrase assumes the properties of tiie adjective. To
treat ; xoperly this and other similar cases, it is useful to associate
combination rules with individual words rather than using a comron rule list
Q
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for all words. Some of the automatic systems which employ this approach are
those by Kellogg [6), and Quillian [9].

Kellogg's scheme assigns a set of data structures to each interpretation
of each word. These include semantic features and selection restrictions.
For a particular worgd the selection restrictions limit the words with which
it can be associated to only those with specific semantic features. For
cxample, the verb "talk" can take only an animate subject.

In Quillian's Teachable Language Comprehender, memory is represented
as an interconnected network of nodes. The meanhing of a phrase is determined by
locating a path in the network from one constituent word to the cother. For
some phrases there are more than one legal path. This indicates an ambiguous
phrase. Disambiquation is achieved by using the shortest path. This represents
the most likely interpretation and is thus similar in approach to Lesk's
statistical scheme.

The processes discussed so far deal with disambiguation as a tool in
some sort of information retrievel or question-answering facility. Moyne (8)
summarizes this type of disambiguatic.l as falling into on& of four interacpion
types: interaction with the lexicon, with the data base, with the general
system capabilities, and if all else fails, interaction with the user. This
last type is strictly a last resort measure but is very helpful when unresolvable
ambiguities are encounterec.

As shown above, much of the work in disambiguation deals with larger
information retrieval and question-answering systems. But Some work has also
been done on ambiguities alone. 1In particular is the work by Stone [14], Coyaud
{2), and Rorillo and Virbel [1). 211 these schemes are based on resolution of
ambiguities by examination of semantic context. Associated with each word is

1) ~et of words and concepts which, if found near the ambiguous word, specify

ERIC
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a particular interpretation., Stone conceuntrates on the resolution of
ambiguities in high frequency words such as "matter". The study by Borillo
and Virbel represents the most detailed and complete discussion of dis-
ambiguation encountered in the literature. They discuss all forms of am-
biguities, and present for each, the methods needed for resolution. Ambiguous

words are divided into five classes:

1. key word

2, grammatical ambiguity

3. semantic ambiquity

4, combined semantic and grammatical

S. forced

The key words are words of variable importance whose resolution is not vital.
The forced words are so important that all interpretations must be repre-
sented. The remainder are self explanatory. The third and fourth classes
are most interesting and correspond roughly to the true ambiguities presented
in the previous section. Resolution is achieved by examing some environment
of the ambiguous word for certain structural or semantic clues. 1In addition,
Borillo and Virbel give a suggested list of attributes for a disambiguation
process. These are first, that the context of an ambiguous word should be
scanned in closest to farthest order. Second, resolution rules should be
weighted according to their probability of correctness. And third, the scope
of the context should be variable from word to word.
Building on this intreoduction, the next sections present an automatic
disambiguation scheme using the template analysis process. It ié designed
as a disambiguation package for a ratural language conversational system
and hence expected input is clearly restricted. 1In addition, each ambiguous
]E i%:l is treated separately and the relevant context of each word is quite

.
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4, Automatic Disambiguation

A} Application of Extended Template Analysis to Disambiguation.

Associated with each ambiguous word is a set of keywords oxr structures
which identify the intended meaning. For example, if within the context of
the word BOARD, there are references to "fir", "pine", or "ecak", a wooden
board is probakly intended. If "chairman" or "meeting" occurs, board would
be taken to mean a group of people. This key to the intended meaning of
am ambiguous word is usually found in the immediate context of that word,
often in the same sentence. The actual optimal scope of context varies from
word to word. Borillo and Virbel indicate that in general, best results are
obtained using large sentencé groups {document abstracts). In some cases,
however, this is too broad and permits erroneous resolution by matching the
wrong key. For this reason the scope of context is defined here to be the
sentence containing the ambiguous word. Each sentence containing an ambiguous
word is scanned for a resolution key. This resolution key may be a word,
group of words, or structure, which reveals the intended meaning. The process
is implemented using an extended version of template analysis [16]. This
section discusses the extensions to template analysis that are required to
facilitate automatic disambiguation. The disambiguation process is presented
in subsection B and the experimental results in subsection C.

A template is basically a string of words. It matches a natural
language input only if a substring of the input matches the template elements
exactly including ordering and contiguity. Many ambiauities may be resolved
using templates; but for cthers, templates are too strict a criterion. For
these words the presence of a resolution key anywhere in the input is sufficient
to warrant resolution. For this reason the context rule is used. Like a
temntate, the context rule is a string of words. However a context rule is

ERIC
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considered to match an input if the input contains all the woxrds of the rule
with no restriction on ordering or contiguity. 1In Figure 3 below, the template
matches only input A while the context rule matches A, B, and C. Thus a
contaxt rule represents a purely semantic test while a template requires
both semantics and syntax {structure).

The process used for matching the input against both templates and
context rules is a middle-outward search strategy. That is, the search begins
~at the ambiguous word and extends outward in both dirxections. This guarantees
finding the resolution key which lies closest to the ambiguous word. This is
necessitated for two reasons. First, if an input contains two or more
occurences of a particular ambiguous word, each must be paired with its
closest resolution key in order to obtain correct results. The examples
in FPigure 4, though admittedly rather contrived, demonstrate the need for

this technique.

B) The Disambiguation Process

The process of disambiguation requires the following elements:
a small thesaurus of words needed in the disambiguation process, a se: of
templates and a set of context rules. The process first reads &~ input
and each word is looked up in the disambiguation thesaurus. Most words
are not found and are classified as unknown. The input is first matched
against the template set and then the context rule set using the middle-out
search strategy. Disambiguation is performed by the first rule successfully
matched. The rules in each set are ordered so that the strongest rules,
that is the ones that are expected to provide the best disambiguation
performance, appear at the top. The weaker or last resort rules appear
near the bottom. Scanning the rule list top to bottom matches strong rules

O
E [(:‘Weak rules. This gritical ordering essentially weights the rules and
P e )
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Template: <COMPUTER PROGRAMMING
Context rule: COMPUTER PROGRAMMING

Inputs: A. Elements of computer programming
B. Programming of digital computers
C. Computer design and Erogramming

Template matches A only

Context rule matches A, B, and C

Comparison of Templates and Context Rules

Figure 3

Input A. It was very cold when he received his college

degree.

Action: COLLEGE rather than the temperature reference

must be used to disambiguate DEGREE.

Input B, His college degree was to a large degree, well

earned.

Action: Each DEGREE must be associated with its nearest

resolution key.

Search Strategy (Underline Indicates Resolution Key)

Figure 4
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ensures that an input is matched with the rule that has the greatest

chiance of providing a correct analysis. Associated with each rule is the
meaning appropriate to that resolution key. If no match is found between

an input and arv rule, the ambiguity is considered uniesolved. An option

may be used in connection with such unresolved inputs. For some ambiguous
words one interpretation is much more likely than all the rest. For these

a significant saving i.. the size of the rule sets and in the work involved
can be obtained by testing for all but the most likely interpretation. If

no matches occur the result is taken by default to be the most likely meaning.

This option is used for some of the experiments that follow.

C) Experiments
After classifying the ambigucus words found in the ADI1 dictionary
as true, contextuzl or syntactic, five true ambiguities are chosen for experi-

mentation. The words are:

DEGREE
TYPE
VOLUME
BOARD

CHARGE

For each word except DEGREE a corpus of 50 sentences is used. A larger corpus
is used for DLGREE to provide a more exhaustive test. Each corpus contains
all sentences from the ADI documents which contain the ambiguous word as

well as othe1 sentences written by the author and other informants. Each

corpus is divided into twe sets: S§-1, called the creation set, and S$-2,

1 The ADI Collection is a set of short papers on autcmation and scientific
communication published by the American Documentation Institute, 1963.
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called the test set. S-1 contains 20 sentences, S-2 contains the remainder
of the corpus. The experimental éfocedure used for each word is as follows.
First, using S-1 only, a thesaurus, template set and context rule set are
created by hand. The disambiguation program is then run on $-1., Appropriate
additions and modifications are made to the thesaurus and rule sets, and the
program is tried again. This continues until the process provides a high
degree of success in resolving ambiguities from S-1, The thesaurus and rule
sets existing at this point are thus effectively tuned to the creation set
Ss-1., Next, and without further modification of the thesaurus or rules, the
disambiguation process is run using S-2 as input. The process is thus tested
on an input set it has never seen before, and one to which it is not
specifically tuned. The result parameters used are shown in Figure 5 below.

Resolution recall indicates what proportion of the total number of ambiguities

in the input set are correctly resolved, while resolution precision indicates

what proportion of the analyses performed by the system are correct. In order
to perform satisfactorily, the process must give reasonably high values for
both RR and RP, 1In the optimal case both values are 1. The results obtained
for the five S-2 sets appear in Figure 6 along with totals for all five words.
The default option is used in the analysis of TYPE and CHARGE. Inputs for which
the system does not perform an analysis for these words are taken tc ke of a
particular interpretation. Thus no inputs are considered unanalyzed
(indicated in Figure 6 by an asterisk in the U column).

These results indicate that extended template analysis is a useful and
accurate technique for resolution of true ambiguities. The errors which do
occur are not, in general, generated by inputs with normal constructions.

Rather they are due mostly to idiomatic expressions which are not included in

RIC
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The Total number of ambiguities in the input set. (This number
ig sometimes larger than the number of sentences in the input
set because a few of the sentences contain multiple occurrences

of the ambiguous word).

The nurber of ambiguities correctly resolved

The number of ambiguities incorrectly resolved.

O

ERIC

Aruitoxt provided by Eic:

u The numpber of ambiguities nct resolved in any way.
Resolution Recall = C/T
Resolution precision = C/(C+I)}
Result Parameters
Figure 5
WORD T C I U RR RP
—_ _
DEGRFE 92 84 4 4 .92 .93
TYPE 30 29 1 * .97 .97
VOLUME 30 27 1 .20 .96
BOARD 30 22 0 8 .73 1.00
CHARGE 32 30 2 * .94 .94
= =
TOTAL 214 192 8 14 .90 .96
L

* indicates default used

Figure 6
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in the creation sct. As an example the expressicn ON BOARD is not in S-1

for BOARD. This in turn leads to a number of inputs in phe test set being un-
analyzed. While such idioms in natural language may prevent rerfe~«t dis-
arbiguation quality, they occuu relatively infreqguently in practice and thus

reduce the system performance only siightly.

D} Purther Disarbiguation Processes

A number of further processes are sugdested by the experiments
performed here, First, a statistical weighting can be attached to each
resolution. This would represent the probability of correctness of the
given rule. The context of the ambiguous word could then be searched for
all, not just one, resnlution key. For each key found, a correlation is
calcuiated which takes into account the probability of tha rule being correct
as well as the key's distance from the ambiguous word. The rule with the
highest ccrrelation is then used. In this way a stronyg resolution key can
take precedence over a wedk one lying closer to2 the ambiguous woxrd.

2 second additicn is the use of a variavle context. All methods
for disambiguation presented nere including those by Borillo and Virbel and
template @#naiysis use a fixed context size for all words. However the optimal
context size varies from word tc word. It would thus be ketter to associate
with each word, the context width that works. A third possible future
technique is to use antirules. These ere rules which if matched, tell what
interpretation of the amhigyuous woxds cannot be 1sed. For example, if Y
appears in an input, interpratation X is prohibited even if indicators for X
are present. These eXtansions, however, are beyond hoth the scope and the
and the spirit of the present study.

O
ERIC
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5. Learning to Disambiguate Automatically

A) Introduction

The processes of creatirg and modifying the scts of templates and
context rvles as presented in section 4 are relatively straightforward
and algorithmic in nature. Rules are constructed frcm creaticon set inputs
by fairly specific means. Likewise, in rule rodification an erroneous rule
is removed and replaced by one or more rules which perform correctly. It
seems possible that these tasks can be handled by computer. Thus instead
of telling the program what to do by manually supplying rules, the system
would learn to disambiguate by creating and modifying its own ruvle sets.
The advantages of such a system over che of the type described previously
are cbvious. First, it eliminates tle need for a human analyst to study
sample inputs and cr2ate template and context rule sets. Second, the system
is not static. By learning from inputs and its own mistakes it is constantly
improving its performance., This process can even be used to tailor a
system to an individual user, Disarmbiguation rules, or rules for any
number of other processes, that are designed by or for a particular user
are not always well suited for other.;. By allowing the system-to learn
serarately from each individual, the particular needs of each user are
satisfied. This section discusses some techniques for automatically learning

to disambiguate.

B} Dictionary and Corpua

When disamb’yguation rules are prepared by hand, the words which are
to be used in the disambiguation are known in advance. The disambiguation
dictionary need only cc itain these relevant words and thus is gquite small.
In the learning proress, there is no prior knowledge of the words that are

)
]E T(j)be used to facilitate disambiguation. ~For this reason a full dictionary
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containing all the words in the input must be employed initially. This
large dictionary, howaver, is needed only temporarily. After the initial
instability of the learning process has seitled down and relatively fixed
rule sets remain, the words in these rule sets may be used to construct a
small disambiguation dictionary which can be used thereafter.

The corpora used in th. s study are very spacial. 1In practice an
operational learning system has a very large input set. The learning process
may thus extend over hundredcs o even thousands of inputs. lHowever, such
large data sets are reither readily available nor practical for aa experimen-
tal system. For this reason it is necessary to develop a small corpus which
simulates a mu~h largex one. This is a tethnique used in a number of experi-
mental studies including Harris' investigation c¢f morpheme boundaries [5].

The rules governing this stem from two fundamental maxims of education. First,
a student or learning device cannot pe expected to answer a question about
something he has not seen previously. That is, a student’'s first exposure to
a concept must be in a learring not a testing environment. And second, to
evaluate learniny quality, testing is reguired. Basically these rules say

that to test properly a learning system, each concept to be learned must

ccour at least twice in the input, once for learning and subsequently for
testing. Single occurrences are undesirable because if they are considered

as a test, they violate the first rule, while if, as the first rule stipulates,
the single occurrence is considered for learning only, no testing can occur
and the second rule is violated. Large data collections are likely to have
multiple occurrences of most concepts. This however is not true for small
corpora; and care must be taken to onsure such repetition. To accomplish

this the following algorithm is used for corpus construction for each

fmbiguous word. First, a set of 20 short sentences is written, each containing

RIC
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the ambiguous word. No restriction on vocabulary or construction is
imposed for these first 2C sentences. Next, 40 more sentences are
written using only woxds found in the first 20. Again no restriction on
construction is imposed. The resulting 60 sentences are sufficiently
restricted in vocabulary to ensure that most words and constructs occur
at least twice. The corpus thus simulates a corner of a much larger
collection. To determine if the system is unlearning previously learned
information while learning new material, the actual input consists of the
set of 60 sentences repeated three.times. Each set ~f 60 is randomly
permuted to eliminate any prejudice due tc ordering. The input format
is summarized in Figure 7. Such corpora currently exist for three

anbiguous words:

DEGREE
TYPE

VOLUME

These are chosen from the set used in previcus experiments because VOLUME
is rather difficult to disamkiguate, TYPE is fairly easy, and DEGREE is
between, tending toward difficulty. It is felt that the results obtained
and the problems encountered with these words are typical of those to be

expected for most othar words.

C) The Learning Process

The learning process is implemented as a set of subroutines to the
system described in section 4. Dynamic template and ccntext rule lists
replace the fixed sets. Initially there are no rules in these scte. The

processing of each input sentence proceeds as follows. After the input is

ERIC
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A: Corpus, pernmutation 1
B: Corpus, permutation 2
C: Co.pus, permutation 3

Summary of Input lormat for Learning System

Figure 7

Aruitoxt provided by Eic:
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read and the awmbiguity located, the system attempts to disambiguete the

word using templates and context rules currently in the system. When the
analysis is conplete, the system looks at the correct answer. If the analysis
is correct, the system is assumed to contain the appropriate rules for the
recognition of the input structure and the system goes on to the next input,
If the system is unable to resolve the ambiguity, that is, if no existing
rule matches the input, new rules must be added. New templates and context
rules are created using the prespecified parameters I and J. I specifies the
size of the area around the ambiguous word from which templates are to be
made. Similarly J indicates the size of the area from which context rules
are to be made. In general J is larger than I since unstruccured resolution
keys can lie farther away fron.the ambiguous word than do structured keys.
For this study 7 and J have the values of 2 and 5 respectively. A template
is made for each word of the input sentence which lies within plus or minus

I of the ambiguous word. The templates preserve the ordering and the
relative distance between words. A context rule is created for each word
within plus or minus J of the ambiguous word provided the word is no; found

on a predefined exclusion list. As indicated previously, context rules have
no ordering or contiguity restriction. The exclusion list contains words
which are of no value in establishing context. These include articles, some
prepositions, farms of the verb TO BE, etc. The list is created by consider-
atic. of context in general and without any reference to specific words being
disambiguated. The exclusion list is not used in the creation of templates
because some apparently trivial words are actually important when found in
particular structural relationships to an ambigous word. For example, one
of the primary templates for the disambiguation of TYPE is

‘ TYPE OF
143
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The templates and context rules created by this process are first placed in a
temporary store and checked against rules already in the permanent template
and context rule sets. All rules in the temporary store which are not
duplicates of existing rules are added to the bottom of the appropriate
permanent set. This completes the action for an unanalyzed input.

The third possible outcome is for the system to produce an erroneous
analysis. 1In this case the rule sets not only lack the rules needed for
correct analysis, but also contain an erroneous rule. Therefore when this
situation arises, the rule which produces the incorrect result must first
be removed from the rule set. Each rule lying below the deleted rule is
then pcpped up one pcasition in the rule list. Next, templates and context
rules are added just as in the previous case. The operation is summarize¢
in Figure 8.

Critical ordering of rulec, as is done in section 4 is not possible
when rules are created automatically. However the process of deleting a
rdle and popping up those below it and then adding the new rules at the
bottom tends to make the better rules, that is those which do not get deleted,
filter to the top. While this method may not be as effective as critical
ordering by hand, it does tend to concentrate the better rules near the top
of the lists. The top down search strategy thus matches rules against an
input in rcughly best first oxder. Lxperimental results which verify this
are presented latozr.

Ideally, a system such as that described above opgrating on a corpus
of the form shown in Figure 7 should generate the following type of resul:s.
The first few inputs are of course unanalyzed due to the lack of information.
As more inputs are read, the overall system performance should begin a steady

Q
]EIQJ!::ement. Eventually the system should stabilize with a fixed :ule set
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and near perfect disambiguation., From this point the system should inever
unlearn. That is, it chould never err con an input that it previously
analyzed correctly. Likewise it should not be overly sensitive to the order
in which inputs are introduced. Actual experimental results cobtained com-
pare gquite favorably with this idealized behavior. These results are pre-

sented in subsection E.

D) Spurious Rules

The learning process presented in part B has a few inherent
problems. These center mainly around the treatment of spurious rules. A
spurious rule is defined to be a template or context rule which does not
discriminate between interpretations of an ambiguous word. As an example,
assume that templates and context rules for disambiquation of TYPE are made
from input A in Figure 9. One of the templates extracted from this input
is LARGE TYPE. This however is of no value as can be seen from input B.

Thus LARGE TYPE is considexed a spurious rule.

Input A: The book is printed in large type.

(interpretation 1, "printing”)
Input B: A tiger is a large type of cat.
{interpretation 2, "kind or variety")
Example of a Spurious Rule

Figure 9

The difficulty with the process as presented in sulsection C (to be

cal%ed version 1 in the remainder of this study), can be visualized by the

ERIC
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following example. Assume rules are learned from input A in Figure 9.
Included among these is the spurious rule LARGE TYPE which is associated
with interpretation 1. Assume also that input B is then processed by a
match with LARGE TYPE and hence incorrectly associated with interpretation
1. Version 1 then deletes the interpretation 1 template and substitutes
one which is identical except for its association with interpretation 2.
Thus a spurious rule is deleted but replaced with one equally spurious.
This actually produces a slight improvement since the new rule is inserted
at the bottom of the list and thus is less likely to be matched than the ones
it replaces. But the spurious rules remain and can cause further errors.
They may even cause a thrashing back and forth between interpretations and
thus prevent stability.

One possible solution to this is implemented in version 2. Whenever
a rule is to be deleted because it causes an incorract analysis, the set
of new inconing rules is checked for an occurrenca of this same rule. If
found, the matched rule is not added to the permanent rule set. Thus using
version 2, the incorrect analysis of input B would not only remove LARGE
TYPE from the template set but would also prevent this same template (with
a different interpretation) from entering the set at that time. 1In the
short run this has the effect of eliminating spurious rules from the system.
But since no record is kept, these same spurious rules may reent:r the system
the next time they occur. A reoccurrence of input A follwoing input B
for example, would put LARGE TYPE back on the rule list. Thus while version
2 does provide some advantages over ver iion l, there is still room for
improvement.

The second modification, version 3, solves the difficulty inherent

version 2. When spurious rules are located, they are removed from
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both the rule set and the new entering set as in version 2. But in addition
the rule is recorded on a list of undesirable rules. All incoming rules

are checked against the undesirable list. If a match is found, that incoming
rule is deleted. 1In this way a spurious rule, once found, is permanently
prevented from reentering the system. While this process may cause a mild
retardation in the learning rate due to the decreased number of rules used,

the slowdown is more than compensated by the increased accvracy of the results.

The workings of versions 1, 2, and 3 are summarized in Figure 10.

E) Experiments and Results

The experimentation consists of prccessing each of the turee corpora
with the three system versions, a total of nine runs in all. The corpora
are each 1890 sentences in length and are described previously in subsection
B. The performance measures that are taken are shown in Figure 11. These
results are tabulated in Figure 12. Figure 13 shows the resolution recalil
and precision for each word calculated at ten document intervals. Averages
for the results in Figure 13 are presented in Figure 14. These results
show how the nverall system performance improves as more inputs are seen, thus
indicating a ‘rue learning process. These charts also show the general
superiority oi version 3 over the other two. To indicate this fact more
clearly, Figure 15 shows the difference in resolution recall and precision
fof the three versions averaged over all corpora. Version 1 is taken as the
standard and liec on the X axis. Displacement above or below the x axis
represents superiority or inferiority relative to version 1. These graphs
show that vevsion 2 and especially wve:sion 3 improve both resolution recall
and precision over version 1. That is, not only do they perform more correct
analyses than version 1, they also perform fewer incorrect analyses. Usually

Q
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INPUT STATUS AFTER INPUT
v~1 Rule V-2 Rule v-3
Set* Set* Rule Set Undesirable
Rule List
A LARGE TYPE LARGE TYPE LARGE TYPE -
(1) ** (0 1)
B LARGE TYPE - = LARGE TYPE
(2) #*
A LARGE TYPE LARGE TYPE - LARGE TYPE
(1) (1) - LARGE TYPE

(1) (1)

* This chart shows only the part of the rule set that is
relevant to this discussion.

** Numbers in parentheses indicate the interxpretaticn
associated with the rule.

Interpretation 1 is printing

Interpretation 2 is kind or variety

Summary of Versions 1, 2, and 3

Figuxe 10

145

Iv-31



Iv-32

[ T The total number of ambiguitirs in the data set
o] The number of correctly resolved ambiguities
I The number of incorrectly resolved ambiguities
U The number of unresolved ambiguities
RR  Resolution Recall = c/T
RP Resolution Precision = C/{C+I)

Performance Measures

Figure 11
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WORD VERSION T C I U RR RP
DEGREE 1 180 155 19 . 6 .86 .89
DEGREE 2 180 158 14 8 .88 .91
DEGREE 3 180 160 12 8 .89 .93
TYPE 1 180 166 10 4 .92 .94
TYPE 2 180 166 7 7 .92 .96
TYPE 3 180 164 4 12 .91 .98
JOLUME . 1 180 144 30 6 .80 .83
oI UME 2 180 144 30 6 .80 .83
VOLUME 3 180 152 15 13 .84 .91
TOTALS 1 540 465 59 16 .86 .89

2 540 468 51 21 .87 .90

3 540 476 31 33 .88 .94

General Results of Learning Process

Figure 12
Q
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DEGRFE
NO. OF INPUTS VERSION 1 VERSION 2 VERSION 3
PROCESSED _ e
RR RP RR RP RR RP
10 .40 .60 .40 .80 .40 .80
20 .55 .79 .50 .77 .50 .77
30 .60 .75 .57 .77 W57 .77
40 .67 .79 .65 .81 .65 .81
50 .64 .72 .66 .79 .66 79
60 » 66 .74 .68 W75 .70 .81
790 70 .77 .71 .81 .73 .82
80 .71 .77 .74 .82 .75 .83
90 .73 .7¢ .77 .84 .78 .85
100 .76 .81 .79 .86 .80 .87
110 .78 .83 .80 .86 .82 .88
120 .80 .84 .82 .87 .83 .89
130 .82 .85 .83 .89 .85 .90
1490 .83 .86 .84 .89 - .86 W91
150 .83 .87 .35 .90 .87 .92
160 .84 .88 . 8¢ L 01 .87 .92
170 .85 188 .87 .91 88 »93
180 .86 .89 .88 .92 .89 .93
Recall and Precision Results at Ten Input Intervals
Ambiguous word is DEGREE
Figure 13A
Q
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TyPE

NG, OF INPUTS VERSION 1 VERSION 2 VERSION 3

PROCESSED
RR RP RR RP RR RP
10 .50 .71 .50 .71 .50 .71
20 .65 .76 .65 .81 .65 .81
30 LG7 .77 67 .83 .70 .88
40 .72 .81 .73 .85 .75 .88
50 .78 .85 .78 .89 .76 .90
60 .82 .88 .82 .91 ) .92
70 .84 .89 .84 .92 .83 .94
80 .86 el .86 .93 .85 .94
99 .88 .92 .88 .94 .84 .95
100 .89 .93 .89 .95 .86 .96
110 .89 .92 N .94 .87 .96
120 .89 .92 .90 .as .88 .96
130 .90 ¢3 .90 .95 .88 .97
140 .91 .93 .91 .95 .89 . 9%
150 .91 .94 ,91 .96 .89 .97
160 .91 .94 .91 .95 .90 .97
170 292 .94 ey .96 .91 .97
180 .92 +94 .92 .96 .91 .98

Recall and Precision Results at Ten Inpu”: Intervals
Ambiguous word is SYYPE
Figure 138
O
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VOLUME
NO. OF INPUTS VERSION 1 VERSION 2 VERSICN 3
PROCESSED

RR RP RR RP RR RP

|
10 .10 .17 .20 .33 .20 .33
20 .30 . €0 .35 .47 .45 .64
30 .40 .50 .43 .54 .53 .70
40 .47 .56 .50 .59 .55 .67
50 .54 .61 »54 .61 «60 71
60 .58 .65 .60 .67 .65 .75
70 .61 .67 +63 .69 .69 .79
80 .65 .70 .65 .70 .73 .82
90 .68 .73 .68 .73 .76 .84
100 W71 .76 .70 .74 .78 .86
110 .73 .77 .72 .76 .E0 .87
120 .74 .78 .73 .77 «79 .87
130 .76 .80 .75 .78 .80 .88
140 .77 .81 .76 .80 .81 .89
150 .78 .81 .77 .81 .83 .90
160 .79 .82 .73 .82 .83 .90
170 .79 . 82 .79 " .82 .84 .90
18C .80 .83 .80 .83 .84 .91

L

Recall and Precision Resutls at Ten Input Intervals
Ambiguous word is VOLUME
Figure 13C
Q
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AVERAGES
NO. CF INPUTS VERSION 1 VERSION 2 VERSION 3
PROCESSED
RR RP RR RP RR RP
10 .33 .56 .37 .61 .37 .61
20 .50 .65 .50 .68 .53 .74
30 .55 .67 «55 .71 .60 .78
40 .62 .72 .62 .75 .65 .79
50 .65 .72 .66 .76 .67 .80
60 .69 .76 .70 79 .72 .83
70 .72 .78 .72 .81 .75 .85
80 .74 .79 .75 .82 .78 .86
90 .76 .81 .78 .84 .79 .88
100 .79 .83 .79 .85 .81 .90
110 .80 .84 .80 .85 .83 .90
120 .81 .85 .82 .86 .83 .91
130 .82 .86 .83 .87 .84 .92
140 .84 .87 .84 .88 .85 .92
150 .84 .87 .84 .89 .86 .93
160 .85 .88 .85 .89 .87 .93
170 .85 .88 .86 .20 .88 .93
180 .86 .89 .87 .90 .88 .24
Average Recall and Precision for All Coxpora
Tabulated at Ten Input Intervals
Figure 14
O
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this results in an increased number of unanalyzed inputs. This is actually
a very desirable result since if a choice must be made between an input
Yaing analyzed incorrectly or not analyzed at all, the latter seems prefer-
able. &n example of this can be seen in Figure 12B. Version 2 produces only
a few more corrxect analyses than does version 1, and thus the recall results
show very little difference. However version 2 produces many fewer incorrect
analyses thus significantly improving the precision results.,

The results shown so far are prejudiced downward by the inclusion
of the start-up portion of the learning process which necessarily performs
poorly. Therefore a more important measure of system performance is a
moving average. Figure 16 shows for each word the number of disambiguations
performed correctly, incorrectly, and unanalyzed for each ten sentence
group. These charts clearly indicate the anticipated poor start, the
gradual improvement, and the final stabilization at near perfect performance.
A 10 in the "Correct" column represents perfect resolution for that sentence
group. These statistics are summarized by Figure 17. &and in Figure 18, these
averages are shown graphically. The X axis is the interval numbel. Interval
5, for example, contains inputs 41-50, etc. The y axis represents the
nurber of correct analyses ouc of a possible 10. These charts are very
graphic pxoof that the learning process builds and stabilizes at a high
pex formance level,

Several other statistics are worthy of note. Figure 19 shows for
each run the number of spursious templates and context rules contained in
the rule sets at the end of that run. This number is broken down to show how
many of these spurious rules ocncur ir the first, middle, and last third of
their respective rule sets. These figures indicate First that most rules

learnel by the system are not spurious; an.. secondly, that spuricus rules

RIC
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DEGREE
INPUTS VERSION 1 VERSION 2 VERSION 3
(o 1 U (o 1 v} o I u
1-10 4 1 5 4 1 5 4 1 5
11-20 7 2 1 6 2 2 6 2 2
21-30 7 3 0 7 2 1 7 2 1
31-40 9 1 0 9 1 0 9 1 0
41-50 5 5 o] 7 3 0 7 3 0
51-60 8 2 0 8 2 0 9 1 0
61-70 9 1 0 9 1 0 9 1 0
71-80 8 2 0 9 1 0 9 1 0
81-90 9 1 0 10 0 0 10 0 0
91-100 10 0 0 10 0 0 10 0 0
101-110 10 0 0 9 1 0 10 0 0
111-120 10 0 0 10 0 0 10 0 0
121-130 10 0 0 10 0 0 10 0 0
131-140 10 0 0 10 0 0 10 0 0
141-150 9 1 0 10 0 0 10 0 0
151-160 10 0 0 10 0 0. 10 0 0
161-170 10 0 0 10 0 0 10 0 0
171-180 10 0 0 10 0 0 10 0 0
o] No. of Correct Analyses out of a Possible 10
I No. of Incorrect Analyses
U No. Unanalyzed

ERIC

Aruitoxt provided by Eic:

Disambiguation Performance for Ten Input Groups

Ambigquous word is DEGREE

Figure 1062
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TYPE
INPUTS VERSION 1 VERSION 2 VERSION 3
Cc I U C I U C I U
1-10 5 2 3 5 2 3 5 2 3
11-20 8 2 0 8 1 1 8 1 1
21-30 7 2 1 7 1 2 8 0 2
31-40 9 1 0 9 1 0 9 1 0
41-50 10 0 0 10 Y] 0 8 o] 2
51-60 10 0 0 10 0 0 10 0 0
61-70 10 0 0 10 0 0 10 0 0
71-80 10 0 0 10 0 0 10 Q 0
81-90 10 0 0 10 0 0 8 0 2
91-100 10 0 0 10 0 0 10 0 0
101-110 9 1 0 9 1 0 10 0 0
111-120 1 ° 10 0 0 10 0 0
121-130 10 0 0 9 0 1 8 0 2
131~-140 10 0 0 10 0 0 10 0 0
141-150 10 0 0 10 ¢ 0 10 0 0
151-160 9 1 0 9 1 0 10 0 0
161-170 10 0 0 10 0 10 0 0
171-180 10 0 0 10 0 0 10 0 0
o] No. of Correct Analyses Ovt of a Possible 10
1 No. of Incorrect Analyses
U No. Unanalyzed

Disambiguation P2rformance for Ten Input Groups

Anbiguous word is TYPE

Figure 16B
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VOLUME
INPUTS VERSION 1 VERSION 2 VERSION 3
C I U o I U C I U
1-10 1 5 4 2 4 4 2 4 4
11-20 S 4 1 5 4 1 7 1 2
21-30 6 3 1 6 3 1 7 2 1
31-40 7 3 0 7 3 0 6 4 0
41-50 8 2 0 7 3 0 8 1 1
51-60 8 2 o] 9 1 0 9 1 0
61-70 8 2 0 8 2 0 9 0 1
71-80 9 1 0 8 2 0 10 0 0
81-90 9 1 0 9 1 0 10 0 0
91-100 10 0 0 9 1 0 10 0 0
101-110 9 1 Q 9 1 0 10 0 0
111-129 9 1 0 9 1 0 7 1 2
121-130 10 0 0 9 1 0 9 0 1
131-140 9 1 0 10 0 0 10 0 0
141-150 9 1 0 9 1l 0 10 0 0
151-160 9 1 0 10 0 0 0 1
161-170 9 1 0 1 0 9 1 0
171-180 9 1 ] 9 1 0 10 0 0

(o No. of Corcect Analyses out of a Possible 10
No. of Incorrect Analyses

[

U No. Unanalyzed

ERIC

Aruitoxt provided by Eic:

Disambiguation Performance for Tun Input Groups

Ambigquous word is VOLUME

Figure 16C

10




IV-43

INPUTS AVERAGE NO. OF CORRECT ANALYSES OUT OF POSSIBLE 10 _ |
VERSION 1 VERSION 2 VERSION 3

1-10 3.33 3.67 3.67
11-20 6.67 6.67 7.00
21-30 6.67 6.67 7.33
31-40 8.33 .33 8.00
41-50 7.67 8.00 7.67
51-60 8.67 9.00 9.33
61-70 9.00 9.00 9.33
71-80 9.00 9.00 9.67
81-90 9.33 .67 9.33
91-100 10.00 9.67 10.00
101~110 9.97 9.00 10.00
111-120 9.33 9.67 9.00
121-130 10.00 9.33 9.00
131~140 9.97 10.00 10.00
141~150 9.33 9.67 10.00
151~160 9.33 9.67 9.97
161~170 9.67 9.67 9.67
171-180 9.67 9.67 10.00

Averade Number of Correct Analyses for Each Ten Input Group

ERIC

Aruitoxt provided by Eic:
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Maximum is 10
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No.
Correct

No.
Correct

No.
Correct

O

ERIC

Aruitoxt provided by Eic:

10

10

10

—_J T __r—
Version 1
! { 1 Interval
6 12 1g
Tt i~
Version 2
. ] —1 Interval
6 12 18
—J | =J
Version 3
i 1 1 Taterval
() 12 18

Average Number of Cnirect Analyses
For Each Ten Input Group

Figure 18
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RUNS # oOF SPURIQUS # OF i SPURIOQUS
TEMPS C.R.

1/3 2/3 3/3 TOT 173 2/3 3/3 TOT
CEGREE V-1 31 2 2 7 11 25 0 3 4 7
DEGREE V-2 28 2 1 5 8 23 0 3 3 6
DEGREE V-3 19 1 0 1 2 22 0 1 5 6
TYPE V-1 21 1 3 4 8 15 0 3 3 6
TYPE V-2 18 1 3 2 6 12 0 2 1 3
TYPE V-3 20 1 2 3 7 10 0 J. 1 2
VOLUME V-1 36 4 6 9 19 22 ¢} 2 3 5
VOLUME V-2 3l 3 3 8 14 21 0 2 2 4
VOLUME V-3 25 2 3 5 10 18 0 1 3 1
TOTAL 229 17 24 44 85 168 0 18 25 43

Number of Spurious Rules Found in the First, Middle and Last

Third of Each Rule Set (For Eack Run).

Figure 19
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tend to be densest at the bottom of the rule sets. Thus due to the top-down
search strategy, correct rules are rcar more like’y to be chosen than spurious
ones.

A3 stated previously one requirement for a good learning system is
that it not be prone to unlearning. An put is considered to be unlearned
if it is seen once and analyzed correctly and subsequently seen again and
analyzed incorrectly. Figure 20 shows the number of unlearned inputs for
each of the nine experimental runs. The low values here clearly indic.te
that once the systcm has learned to disambiquate a particular input, that
capakility remains learned. Also, the fact that versions 2 and 3 perform
better than version 1 with respect to unlearning indicates that the preven-
tion of spurious rules is an aid in the prevention of unlearning. Unlearning
lay stem from sources other t'.an the system itself. If a user provides
incorrect information to a learning system, improper rules and subseguent
tnlearning may result. I an operational learning system it may therefore
be necessary for an analyst to review periodically the newly learned rules
prior to their final acceptance into the permanent rule set.

One final investigation is to look at the contents of the undesirable
rule lists following each versioa 3 run, Figure 21 shows the total number of
rules in “he lists and the number which by hand analysis are found to be
actually spuricus. Ideally all rules in these lists should k2 spurious; and
the figuares shown are guite clcse to this ideal. These results show that the
system is able to learn not only the rules which make good disambiguaters,
but also those which are not useful. The results presented here show thuse pro-

cesses are truly capable of learning to disarbiguate with a high degize of success.

F) Extensions
O

Eﬂ?Jﬂ: There are numerous other applications for a learning technigue such
s oo e R
164
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WORD VERSION 1 VERSION 2 VERSION 3
DEGRER 1 1 0
TYPE ) 1 0
VOLUME 4 3 2
AVERAGE 2 1.67 0.67
Nuswber of Unlearned Inputs foxr Each Run
Figure 20
RUN _ USELESS TEMPIATE LIST USELESS._C.R. LIST
LENGTH # SPUR LENGTH # SPUR
DEGREE 10 9 2 2
TYPE 1 1 1 1
VOLUME 9 8 3 3
TOTAL 20 18 6 6
ACCURACY 90% 100%
Composition of the Useless Rule Lists
{(Version 3 Only)
Figure 21
Q
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ag the one éresented previonsly. A larqge system with many users may be able
to learn tﬁe individual needs and technigues of its users. The system

could thus tailor a specialized subsystem to each individual. In the area

of information retrieval a system might be able to learn to modify techniques
and parameters in order to improve relevance feedback performance for a
particulai collection and user. In nearly any application wheys a set of
rules or parameters must be created in order to perform some form of
analysis, the learning technigue is potentially valuaable, especially wheze
many such sets must be created to 1.cet the needs of many users.

The learning process can also ke applied to natural language
analysis in the resolution of nronouns. Unlike ambiguities which have
multiple meanings, pronouns have no meaning in isolation. To determine
meaning, the word to which the pronoun refers must be located. This could
be accomplished in the following wey. The learning process locks at each
noun in the vicinity of the proncun and lcarns their contexts. These are
then compared with the context of the pronoun and the noun with the best
match used. There are ¢f course some problems to be sulved. For example,
not all pronouns refer to a specific thing. The fact that some proncuns
encompass large concepts or merely provide an impersonal subject can b2

seen in th2 second and third cxample sentences below.

A. Take an egg and break it into a bowl.

(specvific reference)

B. The consequence oi this is that the project is feasible.

{multiple reference:

C. These results show that it is possible.

{(impersonal)
O
EﬂzJﬂ:can provide a more accurate natural language analysis process and
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impreve performance in any natural language application.

6. Concluasion

This study is intended first to demecnstrate the importance of disam-—
bigu.tion in variocus forms of natural language analysis, and to motivat2
investigation into the automation of this process. It also serxves as a
test of the tewmplate analysis facility. The study shows that it is possible
to perform this disambiguation with a high degree of accurzcy using an
axtended form of template analysis and a predetermined set of structured
templates and unstructured context rules. The creation of the e rules
requires an andalyst to examine typical inputs and detexrmine the words or
structures which indicatz the intended meaning of the ambiguous word. As
is shown in 5 this manual preocess may be eliminated by implenentation of
a process which allows the system to disambiquate for itself. With the
exception of the first few inputs for which t+~ performance is understandably
low, the learning process demonstrates the same high degree of accuracy
achieved with the hand mafe disambiguation rules. Not only Jis the system
able to learn which iules provide good disambiguation, it can also deter-
mine which rules do not, and exclude these rules from the system. The
learning process has applications in many areas and template analysis

appears sufficiently general to facilitate many of the applications.

O
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