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summary

The present report is the eighteenth in a series describing research
in automatic information storage and retrieval conducted by the Department
of Computer Science at Cornell University. The report covering work carried
out by the SMART project for approxirmately one year (summer 1969 to summer
1970) is separated into five parts: automatic content analysis (Sections
I to 1V), automatic dictionary construction (Sections V to VII), user feed-
back procedures (Sections VIII to XI), document ar3d query clustering methods
{Sections XII and XIII), aud SMART systems design for on-line opcrations
(Sections XIV and XV).
Most recipiencs of SMART project reports will experience a gap in
the series of scientific reports received 1o date. Report ISR-17, consisting
of a master's thesis by Thomas Brauen entitled "Document Vector Modification
in On~line Information Ratrieval Systems” was prepared for limited distribu-
tion during the fall of 1269. Report ISR-17 is available from the National
Technical Information Service in Springfield, Virginia 22151, under order
nurber PB 186-135.
The SMART system continues to operate in a bat:h prucessing mode
on the IkM 360 model 65 system 4: Cornell University. The stancard processing
mode is eventually to be replaced by an on-line system using time-shared
console devices for input and output. The overall design for such an on-line
version of SMAX: i1as been completed, and is described in Section XIV of the
present report. Wnhile awaiting the time-sharing implementation of the
system, new retrieval experiments have been performed using larger document
collections within the existing system. Attempts to compare the performance
O
ERIC
XV
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of several collections oi different sizes must take into account the
collection "generality". A study of this problem is made in Section II of
the present report. Of special interest may also be the new procedures

for the automatic recognition of "common" words in English texts (Section
VI), and the automatic construction of thesauruses and dictionaries for use
in on automatic language analysis system (Section VII). Finally, a new
inexpensive method of document classification aad ternn grouping is
described and evaluated in Section XII of the present report.

Sections T to IV cover experiments in automatic content analysis
and automatic indexing. Section I by S. F. Weiss contains the results of
experiments, using statistical and syntactic procedures for fhe automatic
recognition of phrases in written texts. It is shown once again that be-
rause of the relative heterogeneiity of most document collections, and
the sparseness of the document space, phrases are not normally needed
for content identification.

In Section II by G. Salton, the '"generality" problem is examined
which arises when two or more distinct collections are compired in a
retrieval environment. It is shown .. . proportionately fewer nonrelevant
items tend to be retrieved when larger collections (of low yeneralitw)
are used, than when small, high generality collections serve for &valuation
purposes. The systems viewpoint thus normally favors the larger, low
generality output, whevreas the user viewpoint prefers che: performance of
the smaller collection.

The effectivenes: of bibliographic citations for rontent analysis
purposes is examined in Section III by G. Salton. It is shown that in

Q some situations when the citation spare is reasonably ¥ 2, the use »f
ERIC
% *i
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citations attached to documents is even more effective than the use of
standard keywords or descriptors. In any cafe, citations should be added
to the normal descriptors whenever they happen to be available.

In the last section of Part 1, certain template analysis methods
are applied to the automatic resolution of ambiguous constructions
{(Section 1V by S. F. UWeiss). It is shown that a set of contextual rules
can be constructed by a semi-automatic learning process, which will eventually
lead to an automatic recognition of over ninety percent. of the existing
textual ambiguities.

Part 2, consisting of Sections V, VI and VII covers procedures
for the autonatic construction of dictionaries and thesauruses useful in
text analysis systems. 1In Section V by D. Bergmark it is shown that word
stem methods using large common word lists are more effective in an infor-
mation retrieval environment that some manually constructed tihesauruces,
even though the latter also include synonym recognition facilicie .

A new model for the automatic determination of "common" words
(which are not to be used for content identification) is proposed and
evaluated in Section VI Ly K. Bonwit and J. Aste-Tonsmann. The resulting
process can be incorporated into fully automatic dictionary construction
systems. The complete thesaurus construction problem is reviewed in Section
VII by G. Salton, and the effectivenezs of a variety of automatic dictionaries
is evaluated.

Part 3, consisting of Sections VIII through XI, deals with a
nunber of refinements of the normal relevance feedback process which has
been examined in 2 :.unber of previous reports in tris series. In Section
VIII by T. P. Baker, a query splitting process is evaluated in which input
O
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queries are split into two or more parts during feedback whenever the
relevant documents identified Ly the user are separated by one or more non-
relevant ones.

The effec:iveness of relevance feedback techniques in an environ-
ment cf variable generality is examined in Section IX by B. Capps and M.
Yin. It is shown that scme of the feedback techniques are equally applica-
ble to collections or small and large gerierality. Techniques nf negative
feedback {when no reievant items are identified by the users, but only
nonrelevant ones) ave considered in section X by M. Xerchner. 1It is shown
that a numkor of selective negative techniques, in which only certain
specific concepts are actually modified during the feedback process, bring
good improvements in recrieval effectiveness over the ctandard nonselective
methods.

Finally, a new feedback methodolegy in which a number of documents
jointly identified as relevant toc earlier queries are used as a set for
relevance feecdback purposes is pronosed and evaluated in Section XI by L.
Paavola.

Two new clustering techniques are examined in Part 3 of this report,
consisting of Sections XII and XIIX. A controlled, inexpensive, single-pass
clustering algorithm is described and evaluated in Section XII by D. 3.
Johnson and J. M. Lafuente. 1In this clustering method, each document is
examined only once, and the procedure is shown to be egquivalent in certain
circumstances to other more demanding clustering procedures.

The gquery clustering process, in which query groups are used to
define the information search strategy is studied in Section XIII by S.
Worona. A variety of parameter values is evaluated in a retrieval envi.on-

O
ERIC
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ment to be used for cluster generation, centroid definition, ard final
search strategy.

The list part, number five, consisting of $ections XIV and XV,
covers the design of on-line information retrieval systems. A new
SMART system design for on-line use is proposed in Section XIV by D. and
R. Williamson, based cn the concepts of pseudo-batching and the interaction
of a cycling program with a console monitor. The user interface and

. conversational facilities are also described.

A template analysis techniquz is used in Section XV by 5. F. Weiss
for the implementation of conversational retrieval systems used in a time-
sharing enviroament. The effectiveness of the mettod is discussed, as
well as its implementation in a retrieval situation.

Addi tional autcmatic content analysis and search procedures used
with the SMART system are described in several previous reports in this
series, ir<luding notably repo-ts ISR-11 to ISR-16 published between 1966
and 1969, These reports are all available from the Naticnal Technical

Information Service in Sprincfield, Virginia.

G. Salton

ERIC
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I. Content Analysis in Information Retrieval

S. F. 'eiss

Abstract

In information retrieval there exist a number of content analysis
schemes which analyze natural language t-2xt to varying degrees of complexity.
Regardaress of how well the text analysis is performed by each process,
the true value of a given process lies in its effectiveness as an information
retrieval toocl. The performance may in each case be investigated by
actual retrieval tests using the various proposed content analysis schemes.

Results obtained with a variety of lingnuistic phrase recognition
methods show that very little, if any, improvements in retrieval effectiveness
are obtained when any of the refined content analysis schemes are used
with existing document collections. 7The main reason appecrs to be the fact
that the value of refined content analysis systems resides in their
effectiveness in separating lexically similar, but semantically different
documents. Existing collections are too sparse, and do not contain many
close documents. When denser collections are created, it can be shown that
linguistic content anal'sis methods Lecome of increasing value as the density
increases. The queries also influence the type of content analysis to be
used. In general, queries of the question-answering variety show improved
retrieval results with increasing refinements in the content analysis.
Document retrieval queries do not exhibit this type of improvement.

Future work must be devoted to a determination of what riakes a user
judge a particular document to be relevant. With more insight into the
relevance area, the role of linguistic content analysis in information

retrieval may become more clearly defined.



l. Introduction

The purpose of a content analysis system as considered in this study
is as an information retrieval aid. It is therefore necessary toc perform
re-rieval using various content analysis methods to determine how well it
fulfills its actual rcle. This study presents experiments and results
aimed at determining the conditions under which content analysis improves
retrieval results as well as the degree of improvement obtained. All
information retrieval systems use some degree of rontent analysis in its
broadest sense. This is generally in the form of assignment of concept
indicators to .ndividual words. But in this study content analysis refers
to the analysis and utilizaticn of multi-word groups as information
retrieval tools.

Using phrases determined by content analysis as an information
retrieval aid is theoretically very appealing. It adds ancother dimension
to search capabilities beyond the single word matching used by most
infromation retrieval systems. Documents and queries are matched not
only on content, but on the interrelationship of content elements as well.
Hutchins [3] has proposed an information retrieval system based solely
on the cooccurrence of phrases in documents and queries. However, some
experiments indicate that phrases alone may be too strict a criterion
for useful restlts. A more reasonable approach is to use phrases in
conjunction with a less structured method such as ward or concept matching.
Therefore in this study phrases are considered as ar. adjunct to single concept
matching.

A number of existing information retrieval systems permit
searching on multi-word sttuctured information. Some systems such as that

)
]E T(:signed by Curtice and Jones at Arthur D. Little (1] index documents
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and gueries by contiguous word pairs as well as individual words. Retrieval
is thus aided by this rudimentary form of phrase analysis. The IBM
Document Processing System [4] takes this capability one step further.
Multi~word search keys can be specified using a number of options besides
simple contiguity. For example, consider the samnle gqueries below. Query A
retrieves documents containing "information" and "retrieval" in that order
and separated by at most one other word. Query B retrieves documents

with the same two words separated by at most one word but with no restriction
on ordering. This will retrieve "information retrieval" as well as
Yetrieval of information". Queries C and D further relax the proximity
criterion and retrieve documents in which "“information'" and "retrieval"

occur within the same sentence and the same paragraph respectively.

A. INFORMATION RETRIEVAL (+1)
B. INFORMATION RETRIEVAL (-+1)
C. INFORMATION RETRIEVAL {SEN)

L. INFORMATION RETRIEVAL (PAR)

This specification is an attempt to perform some degree of semantic
normalization. It permits the association of phrases which are semantically
similar kut structurally different. However the IBM system and others like
it approach the semantic normalization by structural rather than semantic
meens. The resultant semantic processes are hence necessarily very
superficial. As Lesk points out, phrases determined by processes of this
type may cooccur in documents and gueries too infrequently for them to be

of any practical value. Lesk therefore proposes an information retrieval
system iii which documents and queries are subjected to a complex syntactic

and seman%ic analysis. Phrase rormalization is then based on meaning rather

2
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than just struzture [5]. A few other semantically bas=d content analysis
schemes exist such as the manual indexing process developed by Mandersloot,
Douglas and Spicer [2]. Of all existing information retrieval systems with
content analysis ce. .abilities, the SMART system provides the greatest
variety of content analysis methods. This makes SMART an excellent
experimental facility for testing content anal.-i1s in general. The various
SMART content analysis mathods are presen.ed in some detail later in this
study.

In information retrieval, phrases can do two things. First, they
can distinguish between two documents with sinilar content elements bt
different meaning. For ervampie, the two inputs below are assigned identical
concept vectors by normal text cracking methods. To distinguish between
them requires that the structure as well as the content of the input be

considered.

A. Design of computer systems

B. Conputericed design systems

A second job performed by phrases is that of reinforcing correlations
between queries and documents which have similar phrases. In this way the
cooccurrence in the document and query of concepts which form a phrase is
weighted more heavily than the cooccurrence of a similar nunber of unrelated
concepts. While this might appear to be a convincing case in favor of using
rhrases in information retrieval, the previcus argument is purely theoret-
ical, It remains to test the theory by performing retrieval using various
rhrase determination methods. It is necessary to analyze the resultis
obtaired not only to determins how the overall results compare with those

1achieved without th2 use of phrases, but also to determine the exact causce

v
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of the phrase method results. That is, are the new results a funct:->n of
the documunt or guery collections used, the phrase determining technique,

the matching procedure, or a combination of several factors?

2. ADI Experiments

The first set of experiments uses the ADI collection. This is
a set of eighty-two documents and thirty-five queries in the field of documen-
tation. About half of the gueries ask for spzcific information while the
other half are of a more general nature. A set of ten gueries, five genecral
and five specific, is chosen as representative of the various query forms
and constructions. A normal SMART retrieval run is ther performed on the
entire ADI collection and the ten test gueries. For each query thc ten
most highly correlated documents are identified. These documer.ts along
with any otliers, relevani to the test queries but not in the top ten, are
collected to form a test document set. The total cet contains 56 of the 82
ADI documents. In all the experiments phrases are determined for this test
set cnly. It ic felt that the results achieved with this limjited ret will
differ little from those of the full set. The use of a restricied set
such as this is also a practical necessity since the gr:2at quantity of hand
analysis required by these experiments precludes the use of t'e full docu-
ment and query sets. Figure 1 ind/.cates the results of a normal cosine
retrieval process using the ten test queries. 7The following subsectioas

discuss experimentation using various phrase determining t-«chnijues.

A) Statistical Phrases

The statistical phrase process uses a predetermined list of vhrases.

Q
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The occurrence of the phrase elements in a document or guery is considered
an occurrence of that phrase regardless of the syntactic relation of the
phrase components. A concept number is associated with a phrase and the
appropriate concepts are appended to the documient or guery vectors. This
methed is clearly the sinplest way to determine phrases since it requires
no syntactic analysis of the text. However, statistical phrases have

some serious drawbacks. Most obvious is the fact that they may reccgnize
false phrases; that is, occurrences of the desired phrase elements bhut

not in the proper syntactic relation. This problen can he minimized in
small collections dealing with a narrow subject area by judicious selection
of the statistical phrase list. 1In a corpus dealing with computer systems,
for example, the occurrence of the words '"real" and "time" can be viewed
with relative certainty to be an occurrence of the phrase "real time".
Eowever as tne collection grows and the subject area bhicadens, these
decisions become less certain. Also the difficulty in :reating the phrcse
list is increased as the corpus is enlarged. The phrase list can lLe
determined by statistical means; however, weaknesses in this method can
create problems. 1In the ADI collection for example, of the 409 statistical
phrases in the test document set, only 153, roughtly 37%, are syntactically
correct. Ficure 2 shows the results achieved using statistical phrases
along with the standard no-phrase results. The results for statistical
phrases are¢ s’ightly higher in places, lower in others and show no signifi-

cant overall improvement in retrieval quality.

B) Syntactic Phrases
As mentioned previously, almost two-thirds of the statistical phrases
determined for the test set turn out to be syntactically incorrect. Feroval
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of the false phrases would allow the phrase component of the concept vector
to represent more closely the true siructure of the document .r query. An
automated process to perform this would first Jorcate statistical phrases and
then, using some syntactic analysis technigue, weed out the erroneous ones.
The syntactic analysis process required here is considerably simpler than
gencral syntactic analysis since the process need onty check the correctness
of a statistical phrase rather than perform a complete syntactic parse.
However, since the purpose of this study is to determin: the value of
syntactic phrases as a retrieval aid and not tc test a syntactic analyzer,
the analyses are done by hand. Removal of false phrases leaves 153 of the
original 409 document phrases a~d 6 of the 12 query phrases. FResults of
this process are presentea in Figure 3, and are again, disappointing.

Statistical phrases show no significant improvement in retrieval performance.

C) Cooccurrence

The eaciest way to handle phrases, and the way used in the previous
experiments, is simply to assign each phrase a concept number and append
the number onto the appropriate cuvncept vector. After assignment, phrase
concepts become indistinguishable from single word concepts, and the
correlation coefficient operates normally. Unfortunately this gives rise
to a number of serious problems. First, is the diluticn effect caused by
unmatchad phrase concepts. The probability of ~» phrase match between a
docurent and query is auite small due to the added structural requirenents
irherent in phrase matching. Furthermore since docunents ar: typically
muchi longer than queries, the document contains many phrases which cannot
pessibly match the query. As a consequence many phrase concepts are not

matched. Tiiese vnmatched concepts lower the correlaticn and partially if
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not completely coffset any gain achieved by matched phrases. Thus the
inclusion of too many pnrases can dilute the vector with unusakle information
and inferior results may be produced.

A second problem deals with the value of a phrase as a nonrelevancy
indicator. Individual word concepts are about equal as relevancy and
nonrelevancy indicators. That is the cooccurrence of cencept A in document
D and query Q is as good a measure of D's relevance to Q as the lack of thic
cooccurrence is a measure of D's nonrelevance. As more structure is
impused on the comparison of Jdocuments and queries, cooccurrerices kecome
more significant but less frequent while non-cooccurring structures become
less signirficant and mo:e frequent. For example if dccuments are retrvieved
only if they match, word for word, the compiete query, few if any documents
would be ceturned. However any dccument which is retrieved by this scheme
would almost certainly be relevant. On the other hand, the fact that
csome documents do not match i1he complete query is not a good indicator of
their nonrelevance. The situation is similar for phrases. Thus treating
phrase concepts simply as additional word concepts over-emphasizes their role
as nonrelevancy indicators and while it may provide improved precision, it
has disastrcus effects on recall.

The problems presented above make it necessary to treat phrase and
word concepts differently. 1In particular the role of phrases as a relevancy
indicator must be weighted much more heavily than their role as a nonrelevancy
indicator. The method designed to accomplish this is called cocccurrence
matching and considers phrases only when they cooccur hetween a document and
a gquery. 1lts operation may be seen from the following example. Let D and
O be the word concept vectors for a particular docurent and query, and D

[: i%:rd Pi, their acsociated phrasc concept vectors. If phrase concepts are
Alz\y
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treated as word concepts, the correlaticn is calculated between D + PD

and ¢ + PQ. The cooccurrence method on the other hand first calculates

C = PQN PD. That is, C is the set of phrase concepts common to both the
query and documenLt., Correlation is then calculated between D + C and Q + C.
In \his way it is guaranteed that phrase concepts cannot lower the correlation,
and in the worst case whexe C is empty, the correlation is unaffected by

the phrases. This process avoids the two previously discussed pitfalls
associated with phrase use. First, by ignoring all unmatched phrase
concepts, the vectors cannot become diluted with useless and possibly
detrimental information. Secendly, phrases are used only as a relevancy
indicator while their far weaker role of norrelevancy indicator is not
considered. The experiments performed in tha remainder of this study all
employ the cooccrrence principle for handling phrase concepts. The next
two experiments are repeats of the previous two with “he addition of the
use of the coocecurrence phrase matching technique. The results are

shown in Figures 4 and 5 and once again show no imprcvement over the no
phrase method. A more complete analysis of these results is presented

below.

D) Elimination of the Phrace List

All methods discuzsed so far for using phrases in retrieval have
required a phrase list. As previously mentioned the creat.on of these
lists, whether by hand or by statistical processes, raises certain inher-
ent problems. 1In genrral, it is far more desirable to ke able to determine
phrases without the need of such a list, ¢ne possible solution is to per-
form a syntactic analysis c¢f the text, and determine all the phrases.
The fet of phrases thus generated is then normalized to associate all

©
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syntactically different but semantically identical phrases. <This is accom-
plished, for example, by transformational kernelization of the phrases
or by the use cf a criterion trea matching scheme. Each phrase in the
reduced set is then assigned a concept number, anc retrieval proceeds
as in the previous cases. However the syntactic analysis and normalization
processes are prohibitively cumplex and produce a very large number of
phrases. For these reasons ¢n alternate method is used.

One of the easiest ways of accomplishing some degree of phrase

processirg without a phrase list is by means of the implicit phrase method.

The philosophy kehind this technigue is that the ccoccurrence in the docu-
ment and guery of several different concepts should be ¢ nsidered a

better relevancy indicator than the cooccurrence of a s3 concept which
has multiple occurrences and hence a higher weight. (o  the sample
query and document vectors in Figure 6. The cosine ccr o tion assigns

the same correlation value to both. The second docw.er. owever would seenm
to be more relevant to the query. The use of implicit chrasc; allows this
fact to be rxeflected in the final correlation value. T - . 3isis of this

process is a modified correlation coefficient formula:

q {[1

where m is the number of different concepts which cocccur in the document

1t bl

a’ . K(m—l)J
1

and query, and K is a constart. in the general case ¥ = U17*F vheie I is

an ¢xXyrimer tal parameter. In this way cach pair of colccurring concepts
\):j the document and guery 1s treatced as a rhrase and th ceo:rolation is
]EIQJ!: treated accordingly. In Figure 6 for cxample, the irplicit phrascé
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QUERY: INFORMATION RETRIEVAL

pOC-1 INFORMATION ABOUT INFORMATION
DOC-2 INFORMATION RETRIEVAL AND SYSTEMS ANALYSIS

VECTORS :

INFORMATION RETRIEVAL | SYSTEMS | ANALYSIS ZORRELATION

WITH QUERY
QUERY 12 12
DOC-1 24 0.786
DoC-2 12 12 12 12 0.786
€-mple Document and Query Vectors
Figure 6
O



correlation ketween documeni 1 and the guery remains unchanged while th
correlation of document 2 is raised to 0.774 thus reflecting its apparent
greater relevancy. Figure 7 shows the results of retrieval usiny the ADC
collection and the implicit phrase process with various values for P. It
indicates that some improvement is achieved over the no-vhrase process.
However, one of the main drawbacks of the process is that it fails tc ful-
fill one of the primary objectives for phrase use. That is it cannot
discriminate between documents with similar concepts but different structural
relationships among these concepts. For this reason a more syntactically
oriented approach to plirase processing must be used.

The syntactic process used is relational content analysis. This
process determines syntactic relations between pairs »f text words. The
details of relaticnal content analysis are discussed by Weiss {9). Concepts
which are determined to be related by the content analyzer are encoded into
a special phrase concept number, XXXXYYYYZZ, where XXXX represents the con-
cept number of the first word, YYYY the second, and 22 is the relation
between them. The order of the two concepts is significant for all relation..
except parallel in which the smaller concept number appears first. The
encoded relational phrases are treated as concept numbers and assembled into
a phrase concept vector. The phrase vector must be kept separate from the
word vector to permit the use of the cooccurrence phrase matching process.
The retrieval results for this technique with the ADI test set appear in
Figure 8.

Using this ty} 2 of process for phrase determination has a nurber
of advantages. Llirst, it alleviates the neai for an a priori phrase list.
Also, being a relatively simple process, it has significantly more practical

]: T}:Lue than some of the rmore complex systems. Clearly a great deal of
Alz\y
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RECALL IMPLICIT PHRASE TRIAL
1 L 2 3 4

0.1 .6124 .6333+ . 6310+ .6278+
0.2 .5524 6333+ .6310+ .6278+
0.3 . 4862 .5643+ L5643+ .5577+
0.4 4207 .4392+ .4356+ .4291+
0.5 .4335 .4309- .4273~ .4255-
0.6 . 3351 . 3441+ <3341~ .3341-
0.7 .2608 .2651+ .2565~ .2538~
0.8 .25A9 .2082+ L2597+ 2570+
0.9 .2493 . 2590+ L2549+ .2427-
1.0 L2590 . 2590+ . 2549+ .2427-

1. = standard, no phrases

2. = implicit, p=1,0

3. = implicit, p=1.5

4, = implicit, p=2.0

+ indicates better than trial 1

~ indicates worse than trial 1

O
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syntactic information is lost since only word pairs are considered however,
cooccurrences in documents and queries of syntactic structures more comglex
than word pairs is exceedingly rare. Thus despite its sinplicity, relation-
al content analysis does perform the particular aspect of syntactic analysis
most relevant to information retrieval. Besides the advantages thers are
also some disadvantages inherent in this type of system. Most serious

is its inability tc¢ associate semantically similar phrases. A .system that
uses a phrase list can recognize equivalent phrases whose constituaent
concepts are not eguivalent. For example, the phrases "memory holding"

and "data processing" are both assigned the same phrase concept by the

SMART phrase list for the ADI collection, while each of the four words

falls into a different concepi class. The recognition of such equivalent
phrases is impessible for systems which do not employ such a list of
extensive semantic normalization. Itv may therefore be expected tiat
retrieval results achieved by the relational concept analyzer will be
inferior to those achieved in previous experiments., However, retrievau
without the requirement of a phrase list seems to be a more reasonable
approach to the probler. This is especially tru= in the case of large
document collections where manual creaticn of a phrase list is impossible

and statistical creaticn in unreliable,

E)} Analysis of ADI Results

The results of :the seven retrieval experiments ure summarized in
Figure ¢, The plus or minus to the rignt of each figure indicates whether
if is akbove (+} or below({-) the stardaré no-phrase value achieved for
that rocall level, (experiment 1), The results clearly show that there
ii no great gain achieved by the use of phrases and in scme cases their
v
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P — —_— —
R 1 2 3 4 5 6 7

0.1 .6124 .6258+ L6500+ . 5876~ .6124 6333+ . 5458~
0.2 .5524 L6258+ L6000+ .5276- .5524 .6333+ .41858-
0.3 .4862 . 4957+ .1798~ . 4639~ 4826~ . 5643+ 4862
0.4 .4287 .4078~ L4423+ .4223- 42441~ .4392+ L4230~
0.5 .4335 .4059- L4470+ . 4095~ .4327- . 4309~ .4327-
0.6 .3351 . 3234~ .3312- . 3208- . 3338+ .2441+ L3376+
0.7 .2608 2742+ .2547- .2608 . 26177+ .2651+ . 2586~
0.8 . 2569 .2782+ .2426- .2555- L2071+ .2682+ .2506-
0.9 .2493 . 2675+ L2346~ .2433- .2492- L2553+ . 2435~
1.0 .2493 . 2675+ .2346~ .2433- . 2492~ .2590+ . 2435~

1. = standard

2. = statistical, no occarrence

3. = syntactie, no -ooccurrence

4, = statistical, cooccurrence

5. = syntactic, cooccurrence

6. = implicit, p=1

7. = relaticnal

Summary of Phrase Method Results
Figure 9
O
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use &aprears to be actually detrimental. However, upon more careful
analysis of these results, a number of unusual factcrs are found which
make these results somewhat less discouraging than they initially
appear.

Consider first the vesults obtained with the statistical and
syntactic phrases. It is argued in section C that the use of cooccur-
rence improves the retrieval quality. The results seem to indicate
that exaclly the opposite is trie for experiment 4 and that experiment
5 results exceed experiment 3 at only half of the recall points.

Upon analysis of the retrieval output it is discovered that the reason
for this apparent turnabout is the dilution of nonrelevant concept
vectors due to unmatched concepts. For many of the queries analyzed,
there 1s one or more documents, highly correlated to that que" -, but
nonrelevant, and which has a relatively large number of phrases which
are not matched in the guery. Because of the dilution effect which
occurs when ccoccurrence is not used, the correlations for these docu-
ments are lawered, often to a level below that of one of the relevant
documents. The rank of the relevant document is thus raised by default
even though its own correlaticn is not altered. Consider for example
the correlation of document 11 with query A4. With no phrases used,
this nonrelevant document ranks sixth with a correlation of 0.248189.
The document has 13 statistical phrases which dc not match the

query. When retrieval is performed using these phrases without cooccur-
rence, the coefficient is reduced to 0.15599 and the rank lcwnred to
ninth place. This allows one «f the relevunt documents t¢ nove al.ead

producing an apparent improvement in retrievesl quality. When cooccurrence

O
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is used there are no phrase matches, the coefficient remains 0.24°18, and

the relevanl document is not ailowed to move up. Considering the entire

set of 33 documents relevant to the test queries, the ranks of 16 are

improved by the use of statistical phrases with no cocccurrence. However,

of 'iese, only 7 actually move up in correlation coeffici:.nt. The remaining

9 los2 in correlation but gain in rank due to the dilution and corseguent

lowering of nonrelevant dozuments. Ten of the 33 relevant documents lose

in both rank and coefficient, mostly due to being diluted themselves,

while 7 remained fixed in rank. Of these 7, 5 are reduced in coefficient

but by an amount insufficient tn» drop the rank. &lso most of the documents

with a large number of phrases are not relevant to any test quexy. Thus

the apparent superiority cf the no-cooccurreac.e process (experiments 2

and 3 over the normal method (experiment 1) and the cooccurrence process

(cxperiments 4 and 5) is almost entirelv due to the lowering of the

correlatior coefficient of certain nonrelevant documents. This in turn

is aided ky the fact that most documeats with a large number of phrases

are not r2levant to any query. The reducticn in rank of these documents

with respect to any query is thus guaranteed to cause. at worst, no harm

and possibly produce a default raise in rank of a relevant document. This

situation is clearly not typical. In general, every doecument must be

considered as a potential relevant document. icwering the rank for somec set

of documents for xll queries would tnus help recrieval in scme cases, harm

it in othiers. The results of experiments 2 and 3 reflect some positive

cffect caused by increa.ina thne correlation in relevant documents. However,

this cffect is quit small. 1In gencral it can be concluded that since the

conditions which led to the results of experiments 2 and 3 cannot be considered
]E T}:al ¢f docunent and guery collections, the apparent irmprovement in

e
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retrieval quality achieved with no-cccccurrence must therefore be held
suspact.,

Attention ..3 next focused cn experirznts 4 and 5 which use
statistical and syntactic phrases with the cooccurrence technique. When
compared with experiment 1, the results seem to indicate that the
cooccurrence processes axe harmful to retrieval quality. However, this
result is misleading as a result of a peculiar situation. This car. be
understoed by considering the results of experiment 4. Of the 33 relevant
documents, this phrase process improves both the rank and correlation for
9; 5 are reduced in rank: while the remaining 19 are unchanged. Overall
this seems to be an improvement, but the tabulated results in Figure 9
do not bear this out. The reason for this lack «f improvement lies
almost entirely with query BS5., It has only one relevant document and
the phrase process lowers its rank from second to fifth thus lowering
its precision for all recall levels from ¢.5 to 0.2. This is a consider-~
able decrease in precision, and since the values are averaged over only
ten queries, the effect on the average is substantial. If precision
values are taken for the nine other queries only. the values for the phrase
processes exceed those for the no-phrase experiment for nearly all recall
levels. Thus except for a rather unusual query, these phrase processes
using cooccurrence provide sore degree of improved retrieval results. .2
main drawback of such a process is the need for an a priori phrase list.
and it is for this reason that the major : wphasis in this study is on
[ irase methods wihrich do not r1equire predetcrmined lists.

The tabulations in Figure 9 indicate that results achie-.- . by usina
the no-phrase-list method baszd on relatiocnal content analysis (experiment
7 fze inferior to both the phrase list and no-phrase results. This is in

LS
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part due to the method's inability to associate phrases with different

constituent concepts. The inferior results can also be blamed on the

very small number of cooccurrences. Of the more than 8C0 relations

entered, only 2?8 cooccurrences between documents and queries are found.

This very low number can be blamed, at least in part, on the queries.

They are all gquite short and contain very few phrases. The queries also

tend to be quite general. Since retrieval is performed by concept matching

and not by hierarchical expansion, general gqueries do not always produce

the desired results. Of the 28 cooccurrence s, only 5 occur between a

query and one of its relevant documents. In the ten test queries, three

have no cooccurrences at all, and their results are clearly not altered

from the no-phrase case. Four queries have cooccurrences in nonrelevant

documents only and these results are obviously lowered. The three remaining

gucries have cooccurrxences in relevant documents: however an improvement 1is

realized in only one. Of the other two, one shows an improvement in

correlation coefficient, but insufficient for < rank chandge, and the other

has cooccurrences in nonrelevant documents which overshadow any improvement.

These results might appear to cast some doubt on the value of this method.

However this evidence is inconclusive and thus any decision is premeture.
From the previous experiments it appears that the various phrase

and structure method can provide some degree of improvement in retrieval

quality. But this improvement may be insufficient to warrant the additional

woxk needed to use them. This J3eficiency, however, cannot be blamed entirely

on weaknesses in the inethods used. In the introduction to this study one

of the prirary uses of phrases in information retrieval is stated to be the

separation ¢f highly correlated, but not semantically identical, documents.

o A document collection must therefore contain such close documents in order

ERIC
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for phrases to demonstrate any significant retrieval improvement. To da2ter-
mine if the ADI collection provides a fair testbed for phrase use, a
document-document correlation is preformed. The results indicate an average
document-document correlaticon of 0.1 and a maximum of 0.8. This iudicates
that the ADI document space is in general quite sparse; but it may still
contain some dense clumps of documents. To test for this, a third statistic
is calculated; the average maximum dorcument-document correlation (AMC).

This is the correlation between a given document and its nearest neighbor
averaged cver all document~document pairs. In the ADI collection the AMC

is less than 0.4 thus indicating the general absence of dense document
clumps. Thus the documents in the ADI collection are seen to be quite spread
out in the document space; and the extra dimension of refinement added

to the documents and gqueries by the use of syntax is superfluous. There=~
fore to test more conclusively the usefulness of phrases in information
retrieval, a more dense collection must be tried. Experiments with various

other collections comprise the remainder of this study.

3. The Cranfield Collection

The Cranfield-424 Collection is a set of 424 documents in the field
of aerodynamics. Because of its single specialized theme it might conceivébly
provide a denser collection on which to perform phrase experiments. Unfor-
tunately this is not the case. Results of a document-document correlation
are effectively the same a: those for the ADI. The average document-document
correlation is less than 0.1 &nd the AMC is about 0.4. It may therefore
be expected that the Cranfield and ADI share the zame undesivrable character-
istics concerning phrase use. For this reason the Cranfield collection is

Q
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4. The TIME Subset Collection

A) Construction

Because the existing collections do not exhibit the desired
characteristics for conclusive testing of phrase technigues, a new collection
is constructed. The process for creating such a collection is as follows.
From an existing set of documents and gueries, a subset of closely related
queries is chosen. The set of documents relevant to any gquery in the subset
is taken as the new document collection. The fact that these documents are
all relevant to closely relat~d queries guarantees that the documents theri-
selves are also highly correlated. The collection chosen for thais study
is a set of articles from the "World"” section of "TIME Magazine" (1963)
with an associated set of current cvents gueries. The largest number of
related queries is six which deal with the Vist Nam war and particularly with
the religiocus and political strife lcading ur to the overthrow of the Diem
government. A total of 27 documents are relevant to these queries and this
forms the TIME subset collection. 71he relatively small size of this document
set detracts somewhat from the significance of the results of exderiments
using it, but not a: much as might pe exprcsted. This is true for several
reasons. First, the subset can be thought of as a single cluster in a large
clustered document set. Since thie subset contains all of the Vviet Nam
articles, its cluster centroid would cleariy correlate highly with any Viet
t.arm related gquery. Tho real retrieval problem than becomes picking the
destred articles from within the cluster. And second, the purpose of tihis
set is to test the useotulness of phrases in inforration retircval, and
phrases are micro rather tha. macro information retrieval aids. That is,

the primary usc fcr phrases is in determining fine differcences in closcly
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related documents, and not in producing tremendous rank increases for low
ranking documents. Thus this type of collecticn is sufficient for testing
phrase processes.

The TIME articles are written in a very conversational and chatty
style as opposed to the technical style fo the ADI and Cranfield collections

For example, a document dealing with the Vietnamese coup begins:

Coping with Capricern in business, count the costs before you
act. The moon now in Capricorn suggests keeping practical
values in mind. Tomorrow is rather tco energetiz for comfort,
but that may be because everybody 3s on the move. (A late
August horoscope.) Syndicated horoscopes, many of them from
abroad are a popular feature in many South Vietnamese news-
papers, but last week the government banned them, presumably
on a theory that some star-minded dissident night be moved

to try a coup on an astrologicaliy auspicious day.

["TIME", 9/6/63, page 19]

The article then presents its true purpose, that of describing the increas-
ing United States dissatisfaction with the present South Vietnamese govern-
meht and the possibility of an American-encouraged coup. The article
goes on by describing the martial law nmeasures bheing taken by the Vietnamese
government to prevent a coup, and thken gives a brief biography of several
generals who might stage the coup. Thus the crux of the article is to
describe the tenucus political situation in Viet Nam, not to discuss astrology.
The paragraph guoted above thus serves merely as a light introduction.
Construction of document vectors from the full text cf articles such

as this could very well 1result in a tremendous amount of spurious information
in the vector. For this reason, and because of the documeat length, it is
necessary to form abstracts. The abstracts used arc about one hundred words
Q
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in length and present the main ideas cf the article using much the same
vocabulary and constructiens as in the original text. The abstracts thus
capture khe gist of the article in both conternt angd style while eliminating
most of the unrelated chaff. Using these¢ abstracts, a vocabulary is con-
structed and document vectors are forred using standard SHMART dictionary
construction and vector creation programs. The dictionary assigns a single
concept nunber to all words with a common stem. Figure 10 presents the resulis
of a normal SMART search with the TIME subset collecticn. The results arc
consistent with retrieval results using other collect%ons._ Therc tius
seems to be rothing particularly unusual about this document and guery sect
which might tend to diminish the significance of any experimental results.
Three sets Of phrase experiments arc performed using the TI!E subset
collections. The first two are the implicit and relational as presented
earlier. As before, various parameters are used to weight the importance of
a phrase match in the correlation calculation. A third phrase yprocess called

half relaticnal is alss used. This is a weaker form of relational phrase

matching (heretofore referred to as full relational for clarity). In full
relational, a phrase match occurs only when the document and guery have the
same concept pair and the concepts are joined by the same relation. In Figure
1} below, the query phrase QP matohes only deocunent phrase DPl.  In half
relaticnal matching, a imatch occurs when the dociment and guery share a
concept which occurs in the sare rclational contexL in both vectors. For
cxample in Figure 11, the query (P matches docurent rhrases D1, 2, arni =
but not 4. Vhile the query concept matches in DI, the relational context
does not. That is, in ¢P concert 5 is a rmodifier wnile in DFJ it is
modified. Thus as the name irrlics, half relati nal matchas require only one
fd’the two relatea concepts tc ratch. This s clearly a wcaker natchinn
LS

E12J1:4uiremcnt and is expected to produce nore ritches thnan Yull relaticnal. Thas
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could be of value in cases where cooccurrences of whole phrases are rare;

but it may also give many improper matches.

Qp <5, 7,MCD>
DPl < 5, 7,MOL>
DP2 < 5, 9,MOD>
DP3 <13, 7,MOD>
ppd < 3, 5,MOD>

Sample Query and Document Relations Phrases

Figure 11

The results for these experiments are shown in Figure 12 A, B, and
C. Figure 13 gives the tabulated results for each methad using the weighting
paraneter which provid?s the best results. While these represent the best
values, the results achieved for other parameter values are only very slightly
lower. As before the figure shows whather the results oi the phrase experi-
ment are above (+) or below (=) those achieved whern no phrases are used.
These results reveal that implicit phrase matching is harmful to retrieval
quality and gets worse as the weighting parametzr is increased. Half relational
shows some slight improvement for low recall values while full relational is
generally worse. However in these latter two methods, all differenccs are

very small and effectivaly insignificant.

B) Analysis of Results

The most surprising result of this set of experiments is; the harmful
effect caised by implicit phrases. This is inconsistent with the results
obtained with the aDI collection. fThis apparent turnabout can be explained
by recalling the original purmose for using implicit phrases. This is to

separate those docurents whose correlation is based on a cooccurrenze of
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RECALL { STANDARD TIME IMPLICIT PHRASES

P=0.5 P=1.0 P-1.5 P=2.0

0.1 .6426 .6333- .5639- .5635- .5635-
0.2 .6426 .6333- .5633- .5635- .5635-
0.3 .5537 .5778+ 5638+ 5635+ .5635+
0.4 .5500 .5361~ .5125- .5135= .5135-
0.5 .5500 .5361- .5125- .5135- .5135-
0.6 .4781 .4604- .4447/- .4429- .4429-
0.7 .4217 .4215- .4256+ .4183- .4183-
0.8 . 3745 . 3652~ .3564- .3578- .3579-
0.9 . 3702 .3577- . 3555~ . 3496~ . 3496~
L——}.O . 3669 .3577- . 3555~ « 3496~ .3496-

Summary of TIME

O
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RECALL | STANDARD TIME FULL RELATIONAL PHRASES
P=0.5 P=i.0 P=1.5 p=2.0

0.1 .6426 .6389- 6359~ .6333- 6333-
0.2 .6426 .6389- .6359- .6333- .6333-
0.3 .5537 . 5500~ .5803+ 5773+ .5778+
0.4 5500 .5417- .5215- .5190- .5190-
0.5 .5500 .5417- .5215- .5190- .5190~
0.6 .4781 .4614- .4520 .4578- .4634-
0.7 .4217 . 4079- .4041- .4099- .4154-
0.8 . 3745 . 3632- . 3602- .3577- .3577-
0.9 . 3702 .3632- .3602- .3577- .3577-
1.0 . 3669 .3632- . 3602- .3577- .3577-

O
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RECALL | STANDARD TIME HALS RELAWIONAL PHRASES

P=0.5 P=1.0 P=1.5 ©=2.0
0.1 26426 .6274- .6274- .6274- . 6663+
0.2 .6426 .6274- 5274~ .5857- .6107~
0.3 «5537 .5218- .5163- . 5718+ L6107+
0.4 .5500 .5218- .5112- 5649+ 5763+
G.5 .5500 .5218- 5112~ . 5649+ . 5788+
0.6 .4781 .4448 .4362- .4468- .4468-
0.7 .4217 .4111- .4062- .4111- .4111-
0.8 . 3745 . 3395- . 3350~ . 3259- . 3198~
0.9 . 3702 . 3395~ . 3350~ . 3259- .3198-
1.0 . 3669 . 3372~ .3327- . 3236~ + 3175~

Summary of TIME Half Relational Phrase Experiments
Figure 120
Q
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RECALL STANDARD IMPLICIT FULL HALF

P=0.5 P= 0.5 P=2.0
0.1 .6426 .6333- .6389- .6333+
0.2 .6426 .6333- .6389- .6107~-
0.3 .5537 .5778+ -5500- 6107+
0.4 . 5500 . 5361~ .5417- .5788+
0.5 .5500 .5361- .5417- .5788+
0.6 .4781 .4604- .4614- .4468-
0.7 -4217 .4215- «4079~- .4111-
c.8 .3745 .4652- 3632~ .3l98-
0.9 « 3702 . 3577 .3632- .3198-
1.0 .3669 . 3577~ .3632- .3175-

Summary of TIME Processes

Best Results Used for Each

(]

Figure 13




several concepts in the document and query from those documents whose «orrela-
tion results from one or two highly weighted concepts. 1In the ADI collection,
there are many concepts in the documents with weights of twenty-four or

more so that there is a real need for such a separation techniyue. As a
result, implicit phrases provide improved retrieval for the ADI. In the

TIME collection occurrences of highly weighted concepts are much rarer

than in the ADI. Consequently the reason for using implicit phrases does

not exist. Employing the phrase technique *thus does not accomplish the
purpose for which it is designed and hence no improvement is realized. Thus
it appears that implicit phrases may be a useful technigque but only when

used with collections which meet certain requirenients as to the presence

of highly weighted concepts.

The results achieved using both half and full relational content
analysis are discouraging. They may be the result of weakness in the phrase
process or, as in the case of the ADI collection, they may be caused by the
collection itself. Figure 14 shows for each method how Many phrases are
matched with relevant and nonrelevant documents. In both cases only about
one~third of the phrase matches are between a guery and one of the relevant
documents. This seems to indicate that the weakness may lie in the phrase
matching nethod, however this is only partially true. The reason for the
poor results for the half relational is simnly that the matching criteria
are too weak. fToo many faise and incorrect phrases are matched and the lower
retrieval quality results. It therefore seems the half relational mnthod
is worthless although some further testing is necessary te finalize the
decision. The 1reason for the poor results with the full relational method

is not so clearly the fault of the matching srheme. Of the 82 phrase
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matches between documeni:s and queries, 65, or roughly 80%, are ratches

of thes phrases "South Viet" or "Viet Nam". Since the entire collection
deals with South Viet Nam, these phrases occur almost uniformly throughout
the document set. And since each query has an average of three times as
many nonrelevant as relevant documents, the results in Figure 14 are to

be expected. If this document collection were considered as one cluster

of a larger collection, the phrase South Viet Nam would be useful in
gaining access to the cluster. However, within the cluster it is a poor
discriminator and thus cannot help retriszval. If South Viet Nam .is removed
from the set of phrase matches, more than two-thirds of the remaining phrase
matches cccur between a query and a relev.nt document and retrieval would
clearly be improved. However the small number of relations that remain
seem to indicate the same collection sparseness as is found in the ADI and

Cranfield collections.

Wumber of Phrase Matches
With Rel With Nonrel Total
Documents Documcnts
Half
Relational 89 32% 186 67% 277
Full
Relational 28 34% 54 65% 82

Fhrase liatches (71ME)

Figurc 14

A document-document correlation on the TIME subset collection reveals

that the average correlation is 0.2. This is twice as high as the ADI or

O
[E l(:Cranfielﬁ and is tc be expected since the TIME <ollection is iesigned
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specifically for high density. However, the average maximum correlation
(AMC) which 1s a more important measure is 0.41, roughly the same as for
previous collections. This indicates that the increased density in the
collection is achieved by the omission of low correlating documents, and
not by the occurrence of highly correlated document pairs. And this
collection is seen as no better for phrase experimentation than the ADI.
Thus is appears that even though this collection is constructed specifically
for phrase use, it docs not satisfy some of the theoretics.i prerequisites.
The natvral guestion at this point is exactly in whatl: type of collection
are phrases useful. This question is treated in the next ssction.

Beside collection density, there is another factor affecting the
usefulness of phrases. This is the type of relations occurring between
text elements. There are basically two types of semantic relations by

which phrase words may be associated: reversible and nonreversible. A

reversible relation is one in which the ordering of the constituent wordé
has no effect on the meaning. For example tne words "information" and
"retrieval”, occurring in almost any structure means "information retrieval”,
and hence the words are related by a reversible relation. A nonreversible
relation is one in which the phrase structure is significant. The relation
between "U. S." and "Russia" in the sentence below is an example of a

nonreversible relation.
The U. 3. influences Russia.

There is also a third type of relation, which is usually a specialized
subset of nonreversible, called %rivial nonreversible. 1h2se are phrases

whose meaning depends on the structure and are technically nonreversible.

O
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However, with these special phrases, all but one of the potential mecenings
do not occur in practice, and tlLe relation assumes reversible characteris-

tics. For example, consider the sentence:
The U. S. invades Cambodia.

Since it is possible for the U. S. to invade Cambodia and vice versa, the
relation between U. S. and Cambodia is clearly noanreversible. However,
since in fact Cambodia has not ana probably will never invade the United
States, the relation is actually trivial nonreversible and hence its
structure becomes unimportant. As mentioned earlier, one of the primary
objectives of the use of structured pPhrases is in matching phrases whose
meaning is a function of both its content and its structure, that is,
phrases with nonreversible relations. If such phrases do not occur in
the analyzed text, structured phrase use can clearly provide little or no
help in retrieval. This is the case in the TIiY collection. Of the
phrases isolated, a vast wajority are reversible »r trivial nonreversible.
Thus the lack cof nonreversible relations is another reason for the failure

of the content analysis scheme to achieve improved results.

5. A Third Collection

In the previous sections it is shown that the ADI and TIME
collections do not require the use of phrases because they do not dermon-
strate the characteristiecs which provide fho theoretical basis of phrase
use. They are neither dense enough nor do they contain large numbers of
aonreversible relations. And hence no significant advantage is gyained
through the use of phrases. Analysis of other natural collections such

)
]E T(:‘thc Cranfield reveals tne same cituation. The natural question at
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this point is this: what is a collection like which has the desired
characteristics? To attempt to answer this a purely artificial collection
is constructed. The collection consists of twenty documents and fourteen
queries. each in the form of a short sentence. The subject matter deals
with the relation hetween birds and worms and s inspired by an example
by Simmons [8]. This highly spaecific subject guarantees a highly dense
document space. In addition, the documents are specifically written to

include nonreversible relations. IFor example, in

Rirds eat worms.

Worms eat grass.

The words "worms'" and '"grass™ are clearly nonreversibly related. This
collection might thus be considered an ideal testbed for phrase experimen-
tation.

Results are *abulated in Figure 15 and shown graphically in Figure
16. Berause of the extreme closeness of the various results, only the
bast of each set is shown. Also the results of inplicit phrases are not
shown on the graph in Figure 16 since they coincide with the no phrase
results. The lack of improvement here is caused, as in the TIME collection,
by the lack of highly weighted concepts in the document and query vectors.
Thus the‘problem which implicit phrases are designed to solve simply does
et exist., The results for half relational phrases show a slight improvement
at all recall levels. More important, however: are the results in Figure
17. This indicates that only about a third of the half reletional phrase
matches are betireen a query and one of its related documents. This secems
to finalize the conjectuie stated earlier that half relational matching

3
E TC) weak a criterion and results in too many improper phrase matches.
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RECALL “ % aRD IMPLICIT FULL HALFE
0.1 . 8440 . 8440 . 9286+ .8810-
0.2 . 8440 . 8440 . 9286+ .8810-
0.3 . 8440 . 8440 .2286+ .98l0~
0.4 . 8440 . 8440 . 9286+ .8810~
0.5 . 8440 . 84490 .9286+ . 8810~
0.6 .8083 . 8383 .9000+ .8524+
0.7 . 7798 .7798 .9000+ .8524+
0.8 . 7798 . 7798 .8929+ .8333+
0.9 . 7548 .7548 .8393+ . 7554+
1.0 .7548 . 7548 . 8393+ . 7554+

summary of B&W Phrase Processes

Figure 15
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It thus arpears to be an unsuitable phrase process. As Figure 17 indicates,
quite the opposite is true for full relaticnal phrases. More than two-
thirds of the full relatinonal pﬁrasc mitches are with relevant documents.
This fact is also reflected in the improved precisinn at all recall levels
achieved by any full relational matching. These results can be treated
both optimistically and pessimistically. On the one hand, they show
conclusively that structural phrases can he of value in information retrieval.
On the other hand, this improvenent in retrieval results is ncc achicved

in "natural" collections such as the ADI,» but rather only for one which is
highly artificial and contrived. 1It is not clear at this point whether any
natural collection cain meet all of the requirements for advantageous phrase

use.

6. Conclusion

‘The general conclusions that can be drawn froem these experiments are
that a number of different types of phrase processes are useful in informa-
tion retrieval provided certain characteristics exist in the docurent set.
This is especially true in the case of structural phrases wheve it appears
tirat effective phrase use depends more on the collectior than on the specifcc
phrase process.

ihe implicit phrase preccess is designed to boost correlations based
on the cooccurrence of many concepts in the document and query 3s opposed
to those correlations which are the result of a.very few matches of highly
weighted concepts. Results indicate that it performs the job gquite well.
However, if the collection has reletively few high weights, the need for
implicit phrases no longer exists., Using implicit phrases with such
collections is thus a wasted cffort and may even lead to downgraded retrieval

quality.

A
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NUMBER OF PHRASE MATCIES
WITH REL WITH NONREL TOTAL
DOCUMENTS DOCUMENTS
HALF
KELATIONAL 62 38% 102 62% 164
FULL
RELATIONAL 6 69% 16 31% 52

Phrase Matches (B & W)

Figure 17
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For structured phrases to be of value in information retrieval, a
number of conditions must be met. First the collection must be sufficiently
dense, or at least have some dense clumps of documents. Second, the docu-
ment must contain nonreversible relations. Aleng the same line, the docu-
ments in any particular clump must be svfficiently different semantically
so that conceivably some but not all could be relevant to a given guery.

In other words, ‘here must be a potential need to discriminate between
closely related documents. This restriction is necessary for the follewing
reason. It is conceivable that a particular clump of documents could be

so closely related that either all or none are related to any guery. While
this clump satisfies the density requirement and may have nonreversible
relations as well, it d..s not reguire the use of phrases. There is no need
to distinguish among members of the clump and thus phrases cannot help.
Finally, it is necessary that the queries contain nonreversible relations.
1f such relations are not reguested in the query, as i true in the ADI
collection, no advantage is gained by using them in the documents. Testinu
this condition is easy when dealing with experimental documents and
queries, but clearly impossible in real applications. However, it is
pcssible to predict the general form for expected gueries and thereby
determine if they mecet the phrase requircinent. As a general guideline,
quéries are more applicable to phrase use if they are of the question-
answering variety rather than pure document retireval.

The firn .. conclusion that is reached from this study is that,
contrary to intuition, phrases do rot seem to excrt a large effect on a
user choice »f relevant decuments. Future work must be done on determining
the factors that go into a user's relevancy decisions. With mcre insight
1nto this area, the role of structure in information retriceval will become

much more clearly defined.
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II. The "Generality' Effect and the Retrieval
Evaluation for Large Collections

G. Salton

Abstract

The retrieval effectiveness cf large document collections is
normally assessed by using small subsections of the file for test purposes,
and extrapolating the data upward to represent the results for the full
collection. The accuracy of such aa extrapolation unhappily depends on
the "generality" of the respective collections.

1n the present study the role of the generality effect in
retrieval system evaluation is assessed, and evaluation results are
given for the comparison of several document collections of distinct size

and generality ia the.areas of documentation and aerodynamics.

1. Introduction

Over the past few years a great many scudies have been undertaken
in an attempt to assess the retrieval effectiveness of a variety of
automatic analysis and search procedures. Under normal circumstances,
a single test collection is used which is subjected to a variety of pro-
cessing methods; paired comparisons are then made between twc or more
procedures for this collection in order to determine which methods are
most effective in a retrieval environment. [1,2,3)

Occasionally, however, it is necessary to use several different

bo
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document collections in a test situation and to compare the results for
distinct collections (rather than for distinct processing methods). Such
is the case notably when a variable is tested for which a single collection
is not normally usable (for example, the language in which the documents are
written [4)), or when an attempt is made to extrapolate from a small test
collection to a large operational one. [5] In such situations, special
precautions are needed to insure that the evaluation measures actually reflect
the performance differences between the respective collections.

Consider as an example, two distinct document collections. Performance
differences might then emerge as a result of the following collection

characteristics:

@) differences in subject matter;

b) differences in the scope of the collections;

¢) differences in the document types available for processin;:
d) differences in query types;

e) differences in the collection size;

and f) differences in the relevance judgments of queries with respect

to daocuments.

In the present study, the first four vari-zbles are no¢ uader inves-
tigation in the sense that ccmparisons are made only for cellections of
document abstracts of similar scope within a specific subject area, using
standard user requests of tlie type often submitted te an information center.
The other two variables, namely collection size and type of relevance
assessments are of special interest, since both of them affect the evaluaticn

results obtained for large operational systems. These variables to a large
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extent determine the generality of the collection, that is, the average
number of relevant items per query, and generality in turn affects the
evaluation pararneters.

In the remainder of this study, two different generality nprobliens
are examined by using on the cne hand collections of different size for
which the relevance judgments agree, and, on the other hand, collections
of identical size with Aifferent relevance properties. The variations
obtained in the evaluation results age examined, and an attempt is made

to interpret the respective performance differences.

2, Basic System Parameters

The evaluation parameters used to assess the retrieval performance
of 4 given set of user queries with respect to a document collection are
normally based on a iwe by two contingency table which distinguishes be-
tween te documents retrieved in answer to a given query and those not
retrieved, and between iriems judged tc be relevant to the query and those
not relevant, A typical contingeuncy table is presented in Table 1(a),
and four common evaluatien ireasures derived from it are contained in
Table 1(b).

Each of the measures listed in Table 1 is initially defirad for
each query separately. However, procedures exist for averaging the
measures over a complete query set and for suitably displaying the
resulting values in the form oi recall-precision, or recall-fallout graphs.
[6] These graphs are then expected 1o refiect the performance of an
entire system for a given set of users.,

1t should be noted that the four retrieval measures are not

RIC
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Relevant Not Relevant

Retrieved a b at+b
Not Retrieved c d ¢+d
at+c b+d atbt+ctd

{a) Contingency Table

Symbol Evalvation Formula Explanation
Measure
a proportion of relevant
h) ——
R Recall atc actually retrieved
o e a proportion of retrieved
P Precision atb actually relevant
b proportion of rnenrele-
F Fallout 5id vant actually
retrieved
i at+c ti f 1 t
G - it - proportion of relevan
Generality atbiotd per query

(b) Principal Evaluation Measures

Retrieval Evaluation Measures

Table 1

ERIC
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independent of each other. Specifically, three of the measures will auto-
matically determine the fourth. As an example, equation (1) zan be
used to derive precision in terms of recall, fallout, and generality, as

follows:

R'G

* IR ¥ E(1-6) (1)

Most of “he retrieval evaluation resul®ts published in the literature
have been presented in tevms of recall and precision. Since recall pro-
vices an indication of the proportior of relevant actually »btained as
a result of a search, while precicon _= a measure of the efficiency with
which these relevant are retrieved, a recall-precision output Is user-
oriented, in the sense that the user is normally interested in optimizing
the retrieval of relevant items. On the other hand, fallout is a measure
of the efficiency of rejecting the nonrelevant items, and includes as a
factor the total number of nonrelevant in the collection (which in many
cases is approximately equivalent to the collection size). For this reasocn,
a recall-fallout display is normally considered tc be systems-oriented
since it indicztes how well the nonrelevant are rejected as a function of
collection size.

In view of their special orientation, it wculd then app:ar that
some of the measures are more apprcpriate in certain circumstances than
in others: in particular, if a systems viewpoint is important which
takes into account the amount of work devoted to the retrieval of non-
relevant items as well as the collection size, a fallout displav may be
more desirable than a graph based on precision,

The sitvation is unfortunately complicated by the fact that the

O

RIC
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O

various measures do not vary in the same manner when a comparison is nade
of the performance of several distinct document collections. Consider, as
as example, the parameter variations produced by changes in collection
generality. As the generality increases, that is, as the average number
of relevant per query grows larger, the number of relevant retrieved may
also be expected to increase. In terms of the variables introduced in
Table i, a and at+r may then be expected tc grow directly with genmerality;
on the other hand atb, and b+d (the to*al retrieved, and the total non-
relevant) remain relatively constant.

As G increases, the following picture then emerges for R, P,

and I', vespectively:

R:-—:?—’..P:—L- T = —~—

> ? >

where the upward arrow denotes an increasing quantity, and the horizontal
arrow & quantity more or less constant. Thus, R and F should remain
reasonably constant with changes in generality, since numerator end denow-
inator vary in the same direction. Precision, on the other hand, sinould
vary cirecily with generality because of the increasing numerator together
with the constant denominator,

This kind of argument has been used in the past tc show that tha
use of recall-precision graphs is generally undesirable, (7], and to
claim that performance figures obtained with s5mall sample collections in a
laboratory environment cannot be applied to large operational collec'isons

{8). This question is further examined in the next section.
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3. Variations in Collection Size

A) Theoretical Considerations

Consider a performance comparison for two collections of different
size within a given subject area. Such collections generally exhibit
differert gererality characteristics, since the larger collection is
likely to contain on the average many more ncnrelevant items per query,
and therzfore proportionately many fewer relevant ones.

In going from the smaller (test) collection to the larger (opera-

ticnal) one, two limiting cases may be distinguished:

a) if the relevance of the documents added to the small
collection in order to produce the large one is difficult
to assess in a clear-cut way, and nonrelevant items that
are hard or easy to reject are added roughly in the same
proportion as criginally present, then for a given level of
recall a larger number of relevant items will have to be
retrieved; this will imply the simultaneous retrieval of a
larger number of nonrelevant, thereby depressing precision,

but keeping fallout roughly constant;

b) on the cther hand, if the documents added are clearly
extraneous to the query topics and the nonrelevant ones
are easily rejectable, the number of relevant and nonrele-
vant retrieved at a given recall level remains constant,
thiereby producing a constant precision but lower fallout
for the larger collection; the sitvation is summarized in

Tatle 2.

If case 2 were to occur in practice, that is, if one could insure

that any nonrelevant documents added to the small collectison would be

Q
72
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Large Collection

Addition of Partly (:) Addition cf
*Small Relevant and Non- Extraneous
Collection relevant in same Clearly Non-
Proportion } relevant
p Py P >
F F ~» F 4

Precision and Fallout Performance

ERIC
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easy to reject, then the standard recall-precision plot would furnish

a completely adequate evaluation teol, since the precision would then be
independent of the generality change, and would in fact be identical for
both collections at each common recall level. If, on the other hand,
case 1 is taken as typical, then fallout can bes assumed to be constant.
This makes it possible to compute an "adjusted precision' value as a
fulction of generality, to account for the generality change in upgrading
from a small collection to a large one.

Consider, as an example, a document collection with generality Gl’
and a given precision P1 at a recall level of Rl' If the size of the
collection is altered to a new generality G?, then, for any given recall
level, equation (1) can be uscd to compute the adjusted precision P2

for the larger collection. In fact, if the generality change is subject

to the rules of case 1, one hies (from equation (1)):

Ry*Gy
P2 (adjusted) = ”thrﬁ?) n Flfl-Gzl 2)

where the computations are made for a given recall level Rl = RZ’ and
fallout is assumed ccnstant. Equaticn (2) then provides a means for com-
puting the precision trausformation ror the case where all factors other
than generality remain constaat.

Cleverdon and Keen propose a three-step procedure rfor effecting the

precision transformation as follows: (1}

a) given Gl’ R1 and P1 compute Fl;

b) assume F1 = F,;

Q ¢) egiven G, R s compute P

LRIC
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An example for a collection of generality 0.005 and recall and precision
values of D.60 and 0.25 respectively is shown in Table 3. The precisicn

adjusted to a generality level of G = 0,002 is seen to be 0.11,

B) Evaluaticn Recults

The theoretical considerations outlined in the last few paragraph:z
indicate that the retrieval evaluation proYides an accurate picture for the
case where the expansion in collection size is caused by the additinn to a
small document collection of clearly nonrelevant items which are easily
rejectable, and for ‘he case where fallout remains constant, that is,
where relevant and nonrelevant items are added in a proportion roughly
equivalent to that which originally existed.

Unfortunately, when the assumptions of cases 1 and 2 are tested on
actual document collections of different generality, they are tound not
to held ir practice. For example, in a test conducted some years ago
Wwith two document collections of 200 and 1400 documents in aerodynamics,
respectively, and a sample of u42 queries, Cleverdon and Keen found for a

specified cutoff and processing method that

"b (the nonrelevant retrieved) has increased by a factor of
5.2352 while the total number of nonrelevant documents in the

collection (b+d) has increased by a factor of 7.1443." [1, p.74)

For the example considered, fallout therefore Jdid not remain constant,
and many of the nonrelevant included in the larger collection of 1400
items obviously exhibited a lower probability of being retrieved than the

nonrelevant includeu in the smaller subcollection.

O
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Large Collection

(D addition of Partly | Addition of
Small Relevant and Extraneous Clearly
Collection Nonrelevant in same Nonrelevant
Proportion
P P P -
13 F > F +

Precision and fallout Performance for Variations

in Collection Size

Table 2
Parameter Collection 1 Collecticn 2

G .005 .002
R .60 .60
P step 1 .25 step 3 .11 (adjusted P)
F .00905 {.(’!0905

— 1

step 2

Precision Transformation for Constant Fallout
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To verify this result, the two collections originally used by
Cleverdon were subjected to & complete retrieval test, using a saet of 36
queries with ilentical relevance properties in both collections {the set
of relevant items was the same for each query in both collections). The
collection characteristics are summarized in Table 4, and recall-precision,
as well as recall-fallout, plots are included in Fig. 1, averaged ouver
the 36 test queries. (9]

It may be seen from the output of Table 4 and Fig. 1 that although
the collecticn generality decreases by a factor of about seven in the transi-
tion from small to large collection, the fallout decreases by a factor of
only three on the average. Thus the proportion of nonrelevant retrieved is
much smaller for the large collection than for the small one, producing the
recall-fallout plot of Fig. 1(b} which favors the large collection (the
smaller the fallout, the better is the performance).® The recall-precision
plot, on the oth=r hand, favors the small coilection (the higher the pre-
cision, the better is the performance), indicating that at a given recall
level, fewer nonrelevant will have been retrieved for the small collection
than for the large one.

The data of Table 5, containing the average number of nonrelevant
documents retrieved at various recall levels, indicate *hat the seven-fold
decrease in collection generality is accompanied by an increase in the
avzrage number of nourelevant retrieved, ranging from a factor of 2 at a
recall of 0.1 to a factor of only 3.2 at a recall of 0.3 and 0.5. This
explains the superior systems-oriented performance of the large 1400

collection in comparison with the small cne.

*The average number of nonrelevant items retrieved at various recall levels
Q shown in Table 5 for the Cranftield 200 and 1400 collections.




Property Cranfield 200 Cranfield 1400
Source Cranfield document Cranfield document
abstracts in abstracts in
aerodynamics aerodynamics
Document Word stem process Word stem process
Analysis
Number of 200 1400
Documents
Number of 36 36
Queries
Number of 160 160
Relevant
Documents
Type of Full search Full search
Search
Generality 0222 . 0031
Average .0248 .0081
Fallout

Collection Properties for Cranfield 20C and 1400

Table 4

Average Number of Nonrelevant Factor of
Retrieved Increase
Recall p— from 200
Cranfield 200 | Cranfield 1400 | t© 1490
0.1 0.23 0.€7 2
0.3 1.35 4,32 3.2
0.5 2.79 8.82 3.2
. 6.21 16.15 2.6
0.9 13.88 30.54 2.2
L

ERIC
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Increase in Nonrelevant Retrieved
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In practice, it is seen taat the larger the ccllection (and therefore

the smaller the generality}, the larger will be the number of nonrcle-

vant items which will have been retrieved at any given recall level;
howeve.r the resultirg decrease in precision performance is much smaller
than expected by the factor of increase in collection gize and nonrele-
vant items added. Neither of the two simple generality transformations
discussed in the preceding subsection appears to be applicable in practice,
since both precision and fallout may 5e expected to decrease with a

decrease in collection generality.®

C) Feedback Performance

It is known that interactive search methods in which the user
influences the retrieval process by providing appropriate feedback infor-
mation during the course of the operations can be used profitably in a
retrieval environment. [10,11] In fact, some of the feedback methods
which have been tested over the lasi tew years, including, in particular,

the relevance feedback process regularly used with the automat! ¢ SMART

docuient retrieval system, provide anywhere from five to twenc:y percenrt
improvement in precision at a given recall level. Most other refinemznts
in retrieval methodology — such as, for example, a particularily
sophisticated language analysis scheme — may bring improvements in per-
formance of the order of a few percent =t best.

The relevance feedback piocess utilizes user relevance judgnents

*1f the precisicn transformation of equation (1) were (incorrectly) to ke
applied to the pracivion performance of the small collection to reduce its
generality to that of the large ccllection (.6031), the adjusted precisicn
curve of Fig., 2 would result. This adjusted precision is an inverse function
of faliout, which accounts for its inferior performance conpared with that
@ ~ the large collection.
ERIC
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for documents previcusly retrieved by an initial seerch In order to
construct an improved query formulaticn which can subsequently be used in
a new "first iteration", or "second iteration' search. Specifically, an
initial search is performed for each reguest received, auil & small amount
of output, consisting of some oi the highest scoring documer:s, iIs pre-
sented to the user. Some of the retrieved output is then examined by the
user who identifies each document as being either relevant (R) or not rele-
vant (N) to his purpose. These relevance judgments are lat~v returnad to
the system, and used automatically to adjust the initial search request in
such a way that query terms present in the relevant documents are pronoted
(by increasing their weight), whereas term: ocecuvring in the documents
designated as norrelavant are similarly demoted. This process produces

an altered search request which may be expected to exhibit greater simi-
larity with the relevant document subset, and greater dissimilarity with
the nonrelevant sat.

The altered reqiest can next he submitted to the system, and a
seccnd s2arch can be performed usir, the ..ew 1req. t formulation. If the
system performs as expected, additicnal relevant material may then be
re.rieved, or, in any case, t' 2 relevant items may produce a greater
similar {.y with the altered requert that with the original. The newly
retrie ¢ . .ens can again b2 examined by the user. and new velevance
assessments cdar ! . used to obtair a second refoumulation of the request.
This process ..n Le continued cver several iteratiosns, until such time

as the user is satisfied with the results obtained.
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In order to determine whether the relevance feedback process is
usable with large document collections in an operaticnal environment, the
feedback procedure was tested using two ccllections in aerodynamics of
differant generality. (121 If comparable feedback improvements ceculd be
obtained for collections of varying size and generality, then it would appear
reasonable to conclude that the feedback process will be valuable under
operational conditicis.

The tw. collections being tested consist of 200 and 424 documernt
abstracts in aerodynamics, respectively, together with 22 queries with
identica: relevance properties in both collections. The collection char-
acteris-ics are summarized in Table 6, and the recall-precision and recall-
fallout graphs obtained with a "positive™ feedback strategy are shown for
both collections if Figs. 3 and 4.

It may be noted that once again the recall-precision output favors
the small collecticn, whereas the recall-fallout output is more favorable
to the larger collection. Furthermore, while the generality decreases by
a factor of over 2 from small to large collection, the fallout drops by
less than cne-nalf. These results are entirely in agreement with those
previcusly obtained for the Cranfield 1400 collecvicon. The output of
Figs. 3 and 4 for the positive feedback strategy also indicates that the
magnitude of improvement provided by one feedback iteratiom is approximately
comparable for the two collections.

In order to investigate the quest.on of feedback improvement in
more detail, several feedback proc:dures were tested including, in parti-
cular, the folluwing three types {based on the retrieval of the top five

dozuments in each case):



Property Cranfield 200 Cranfield u2u
Sonurce Abstracts in Abstracts in
aerodynamics azrodynamics
Analysis Word stem process Word stem process

No. Documents
No. Queries

No. of Relevant
Search
Generality

Ave. Fallout

200

22

115

Feedback search

.0261

.0333

424

22

115

Feedback search

.0123

.0211

Collection Properties fer Feedback Searches

Using Cranfield 200 and 424

Table 6

O
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a) ponitive feedback, where information obtained from docu-
ments known to be relevant is used to update the query

formulation;

b) selective negative feedback, where positive information is
derived from the relevant documents tcgether with negative

information obtained from the top retrievaed nonrelevant iten;

¢) modified selective negative feedback, where the negative
information derived from the nonrelevant documents is used

oilly vhen no positive information is available.

The evaluation is based principally on two evaluation functinns,
which measure respectively the precision improvement and the fallout

improvement as follows: [12]

Precision improverent = P1 - PO .

where P, is the precision of the initial search, and P

0 is the precisicn

1

of the feedback iteration at a specified fixed recall point; and

Fallout improvement = FO - F1 s

is initial fallout, and F1 the fallout of the feedback iter-ition.

(A performance improvement implies that the fallout for the feedback iteration

where FO
is smaller than the initial fallout.)

The output for a selective negative feedback strategy which does
not operate satisfactorily in an environment of decreasing generality is

-
%

shown in Tig. 5. It is seen that for the larger collection the precision
improvement is negative for mwst recall points, showing that the feedback
process in fact hurts the performance. The same is true for some points of
the fallout improvement curve., Apparently, the strategy represented by
ERIC
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the curves of Fig. § uses too many nonrelevant items for feedback purposes
thereby hurting retrieval. (Fewer relevant items are retrieved early in the
search for the Cran 424 collection, than for Cran 200.)

The performance for two feedback strategies which operate excellently
with decreases in generality is shown by the precision and fallout improve-
ment curves of Figs. & and 7. Fig. 6 covers the positive-feedback strategy
which is seen to cperate eqgually well for both collections. Still larger
improvements are noted in Fig. 7 for the modified negative strategy in
which a nearelevant item is used for feedback purposes only when positive
information (in the form of relevant retrieved documents)} is not available.

From the output of Figs. & and 7 it appears that feedback strategiles
can be implemented which operate equally well for collections of low and
high generality. These strategies should be implementable in a realistic
environment comprising thousands of iiems where they may be expectsd to
produce the performance improvements previously noted for small test collec-

tions.

4, Variations in Relevance Jucdements

A zenerality problem arises not only when collections of different
size but identical relevance properties are to be compired, but &iso when
the same collection is processed with differ .nt types of relevance assess-
ments. In a previous study, a collection of 1268 documents in library

science and documentation war exanined using four types of relavance grades:

a) the A judgments representing r~levance assessments by the

query authors;

b) the B judgments representing nonauthor judges;
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c) the C judgments representing the disjunction between the
A and B judgments (that is, a document is judged relevant

to a query if either A or B judges termed it relevant);

d} the D judgnents representing the conjunction between A and
B judgments (a document is judged relevant if both A and B

judges termed it relevant).

it was demonstrated in the previaus study {13), that the recall-precision
performance graphs are relatively invariant to the variations caused by
the multiple relevance assessments, and Ly the resulting changes in
generality.

In an attempt to determine whether lhe performance characteristics
obtained with coilections of different size can be related tc those pro-
duced by collections with varying relevance properties, the C and D
collections are processed once again under slightly mcdified conditions.
The collection properties arza outlined in Table 7.

It will be noted that in the proeseut case the generality change is
produced not by adding any documents to the C collection in order to obtain
the other collection of lower generality, tut rather by subtracting from
the set of relevant documents a number of items about which a unanimity
of opinion could not be obtained by the relevarice assessors. Nevertheless,
the performance figures given in Table 7, and in Fig. 8(a) show that
once again somewhat better recall-precision data for the <ollection of
high generality (the C collection)} are coupled wiih somewhat better
fallout data for the collection of low generality (the D collectic.).®

This reflects the fac*t, on the one hand, that precision varies somewhat

#The recall-precision figures shown in Fig. 8(a) are not directiy comparable
to those produced :n the earlier study [13] becauze of a small difference in
]: T(:the method used to produce performance averages over the total number of Queries.

Q..
f
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Seavch
Generality

Average Fallout

Full search

0241

.1409

Preperty lspra C Ispra D
Source Docunent abstracts Document abstracts
in documentation in documentation
Analysis Thesaurus Thesaurus
No. Documents 1268 12683
No. Queries 45 45
No. of Relevant 1760 306

Full search

.0058

.0819

Collection imoperties for Ispra C and D Collections

O
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with generality, and therefore the collection with higher generality: is likely
to produce better precision. On the other hand, the collection of low
generality exhibits better relevance judgments, since at least two judges
had to agree on the relevance of each tocument; there exists thereisre
a greater ce~tainty abcut the relevance (or nonrelevance) of each document
with respect to each query, which implies that th2 nonrelevant are easier
to reject using the D relevance judgnents.

In order to see how the psrformence data change under a generality
transformation, the C collection with Migh generality (.0241) is reduced

to the generality of the D collec*ion (.0058) in two different ways:

a) cclieccion € mod 1 is produced by taking 962 relevant docu-
ments chosen at random and calling them nonrelevaut; this
reduces the original set of 1260 relevant doctments in C
te a total of 305 relevant (equal to the number of relevant
in DJ;

b} collection € mod 2 is procduced by retaining 306 out of the
1260 originally relevant items; the remaining ©62 formerly
relevant items are assigned random ranks in the collection

instead of being retained with the rank they initially

possessed ¢s in C mod 1).%

"he perforimance of the :odified C collections which now exhibit
the same generality as the standard D is presentel in the recall-precision
graphs «f Fig. 8(b). It is seen that when the generality is kept invariant,
as it is for the three collections of Fig. 8(b), the collection with ihe
rnost reiable relevance judgments (the standard D) produces the best per

formance. Of the two modified C collections wbtainazd by the generality

Q *The reranking process followed is described in a note by Williamson. [14]
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transformation, the second prcduces better output than the first, since it
is more carefully constructed by randomly deleting relevant items, ard

then randomly reintroducing them as nonreclevant cnes with new ranks.

5. Summary

& variety of retrieval tests were performed with collections of
varying generality in the areas of aerodynamics and documentation. Since
precision varies with generality, the precision output generally favors
the (small) collection of high generality. However, as the generality
dreps by a factor of k, the precision drops by a much smaller factor, and
the fallout, which had been thought to remain inveriant with generality \
changes, in fact decreases with generality, and chus favors the (large)
low generality collections,

No clear extrapolation appears possitle at this time which would
permit a prediction to be made alout the likely performance of very large
collections of several hundred thousand items. However, the fallout
data obtained in this study make it clear, that an argumentation which claims
that the retrieva) of 20 nonrelevant items for a collection of 10,0 items
would necessarily lead to an expected retrieval of 20,000 nonrelevant for
a collection of a million is fallacious, <*nce it assumes a constant
fallout parformance.

The user feedback procedures appear to be useful for collections
of varying generality, and they should be implemented in cperational
environments. Finally, when generality variations arise from inconsistencies
in the relevance assessment:s, the collection with the most secure relevance
data performs hest.

As larger dociment ccllections come into experimental use, the

9u



II-32

fallout and precision figures should continue to be compared with the
generality variations. In this rashion, it may be pussible, in time,
to obtain reliable projections for the performance with large collections

under operational conditions.
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III. Automatic Indexing Using Bibliographic Citations

v

G. Salton

Abstract

Bibliographic citations attached to +echnical documents have been
used variously to refer to related items in the literature, to confer
importance teo a given piece of writing, and to serve as supplementary
indications of document content. In the present study, citations are
used directly to identify document content, and an attempt is made to
evaluate their effectiveness in a retrieval environment. It is shown
that the use of bibliographic cita:ions in addition to the normal keyword-
type indicators praduces improved retrieval performance, and that in some
circumstances, citations are more effective for retrieval purposes than

othe, more conventional terms and concepts.

1. Significance of Bibliographic Citations

The role of bibliographic citations attached to scientific and
technical documents has received intensive study for many years. Several
authors have noted, in particular, that th. number of incoming citations
(that is, the number of citations fivom a given set of outside documents
to a specified target document) constitute useful indicators of document
type and importance [1,2]. In consequence, the so-called "bibliographic
network" consisting of documents and citations between them has been used
to assess the characteristics of scientific and technical communications.

In addition to providing indications of document influence,

9y
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bibliographic citaticns alco play a role as content identifiers. The
close affinity between the citations attached to a given document and the
normal keyword-type content indicators has been expressed by Garfield

in the following terms [4}:

"By using the author's references in compiling the citation index,
we are in reality using an army of indexers, for every time an

author makes a reference, he is in effect indexing that document

from his point of view...."

Furthermcre, only a very small proportion of documents appears to be totally
disconnected from the bibliographic network, in the sense that these docu-

ments do not cite any other documents nor are they cited from the outside3]}:

"...there is a lower bound of one percent of all papers that are

totally disconnected in a pure citation network, and cculd

'

be found only by topic indexing....'

As a result, search tools such as the "citation index" which lists all
incoming citations for each document in the index have proved to be useful
adjuncts to information search and retrieval,

A variety of studies have been undertaken in an attempt to deter-
mine the relationship between stu.ndard keywords and bibliographic citations
for content analysis purposes. Thus, it was determined that papers which
were related by simiiarities in bibliographic citation patterns also pro-
vided a large number of common su,ject identifiers. [5] Furthermore, the
correlation between citation similarities on the one hand, and index term
similarities on the other is found to be far greater than exnected for
random documeni sets. [6)

o wWhile bivliographic citations appear not <5 have been used directly

LRIC
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as content indicators for retrieval puiposes up to the present “ime, a

number of experiments have been performed in which citations were incorporated
as feedback information during the search prezess, in an attempt at retriev-
ing additional information similar to that being identified in the search.
[7,8] Specifically, an initial search would be made, leading to the retrieval
of a number of documents. These would be scanned by the user, and information
about these documents — including in particular document authors, citaticns
made by the documents, and authors of these citations — would be returned to
the system to be incorporated into ar improved seirch formulation. The

evaluation of this bibliographic feedback process proved, in particular, that

[8]:

"...no differences greater than four percent were found betwesan
the results of feeding back only subject data, and those of
feeding back only bibliographic data. This implies that the
usefulness of bibliographic data for feedback is of the same

order as that of subject descriptors."

In addition, the same study showed that when citation data wcre added to
standard subject indicators in a feedback envi:.~nment, improvehents of up
to ten percent in reirieval effectiveness were obtained over and above

the results produced by subject information alone. This led to the con-

jecture tnat IB]:

"Since the bibliographic informacicn iz nseful tor feedback
purposes, it should also prove valuable for initial retrieval

searches."

An attempt is made in the remainder of this study to evaluate the
correctness of this staiement. Specifically, a collection of 200 documents
Q in the field of aerodynamics is processed against a set of 42 queries using

ERIC
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first the normal content analysis methods incorporated into the automatic SMART
“document retrieval system !89], and then a modified process based on the
bibliographic citatiors attached to the documents. The test design and evalua-~

tion results are covered in the remaining sections of tils report.

2. The Citation Test

Consider a given document collection available in the form of English
language abstracts, tcgether with a corresponding set of user queries. Given
such a colle~tion, various linguistic analysis procedures may serve to reduce
each item into analyzed vector form. A concept vector, representing either a
document or a query, normally consists of a set of terms, or concepts, together
with the respective concept weights., Two of the content analysis methods most
frequently used with the SMART retrieval system are the word stem, and the
thesaurus processes. In a word stem analysis, each concept incorporated inte
a normal concept vector represents a word stem extracted from the document,
whereas for Lhe thesaurus procedure, the concepts represent thesaur.. categories
obtained by consulting an automati. dictionary during the analysis operations.
Word stems, or thesaurus categories are then concepts somewhat similar to the
standard subject indicators normally assigned manually to queries and docurments.
In such an environment, the normal retricval operation would consist in matching
the concept vectors for queries - locuments, and in reirieving for the users'
attention all documents whose vectors exhibit a reasonable degree anﬁjmilarity
with the corresponding query ve-:tors, \,

Tf it is assumed that each document carries with it a set of bibliographic
citations (either to or from the document), it is possible to add tv the normal
documen: concept vectors, suliably chosen codes representing tae bil™ Lographic
niiftiODS' a’ternatively, the citation codes might replace the normal concepts.

ERIC
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In order to obtain a match between citation codes attached to documents
and normal user queries, it becomes necessary to attach citation informa-

tion also to the queries. This ~an be done in one of two ways:

a) some queries may have been formulated by the user population
in response to a set of documents known in advance to be
relevant; that is, for each query one or more source
documents exist, and the user's query is designed to
retrieve additional items similar to the respective source

documents#;

b) alternatively, a source document does not exist in advance,
but the user is able to designate some other document as

likely to be relevant to his query.

In either case, it becomes possible to add to the query vectors citation
codes corresponding to source document citations, or to citations attached
to the designated relevant documents, as the case may be.

These operations then produce expanded query and document ve~ntors
consisting partly of standard concept codes, and partly of citation codes,
as shown schematically in Figure 1. Three types of retrieval operations

become possible:

a) using only standard subject identifiers (the 'x' concepts

of Figure 1);
b} using only citation concepts (the 'y' concepts of Figure 1)};

¢) using both the standard and the citation concepts (the 'x'

*In a previous test in which original query formulations were replaced

by scurce document vectors, it was shown that the retrieval effective-

ness produced by the source document 'queries" was substantially better
than that obtained with the standard queries. [10}

ERIC
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Expanded Query and Document Vectors

Figure 1
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1

and 'y' information).

In these circumstances, the relative value of the citation information may
be ascertained by comparing the results obtained with these three types of
concept vectors.

For the test under discussion, a collection of 2C0 document abstracts
in aerodynamics was used with 42 search requests obtained from research
workers in aercdynamics (the Cranfield collection [11]). Each document cerried
an average of 18 bibliographic references (outgoing citations to other
documents), and eacthuery was originally formulated in response to a source
document. The set of source documents were similar in nature to the standard
documents, in the sense that bibliographic citations were availahble for cach;
however, no source document was included among the standard 200.

To generate the citation portion nof the document and query vectors,
each citation was represented by a 15-character code. The citation coding
is outlined in Figure 2, and some encoded sample documents are exhibited in
the appendix. In order to increase the similarity coefficient for all
documents cited by the query source dccuments, a citation code was added to
each document vector not only for all outgoing citations, but also for each
of the original documents. That is, each document is assumed implicitly to
cite also jtself (self-citation). A match between a query citation concept

and a document citation concept may then be due to one of two causes:

a) a request citation (source document citation) is icdentical

with the document tself (request cites doci.ent);

b) & request citation is Identical with a citation from a

~ocument {request and cocument have a common c<itation).

A comparison between citation effectiveness and standard concepts
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is obtained as usual by computing recall. and precision values fo: the
varisus runs while comparing the output.® The performance results are

described in the remaining sections of this study.

3. Evaluation Results

The computation of recall and precision results depends on the
availability of relevance assessments stating the relevance characteristics
of each document with respect to ezch query. The original ("A") relevance
assessments for the Crantfield collecticon were obtained by first submitting
to the query authors for assessment the set of all documents cited by the
source document, followed by additional items likely to be relevant. Since
the source document citatiuvas were thus given special treatment, a bias may
exist in favor of these citations — that is, an item citsd by the source
documenc may be more likely to be assessed as relevant than other extraneous
documents. For this reason, three additional sets of relevance judgments
wore independently obtained from nonauthor subject experts, for which all
documents were treated equally; that is, no special identification was
provided for source document citations. The characteristics of the four
sets of relevance assessments are summarized in Table 1.%:

It may be seen that the four types of relevance assessments fall

into two main categories as follows:

a) sets A and B have low generality characteristics ~— only fecur

*Recall is the proportion of relevant documents retrieved, and precision is
the proportion of retrieved items actually relevant, Ideally one would like
to reirieve all relevant and r2ject all nonrelevant to produce recall and
precision values equal to 1. When recall is plotted against precision, as In
a standard recall-precision graph, curves close to the upper right-hand corner

o represent superior performance, since both recall and pre~ision are then maximi.ed.
[z [(ZEThe writer is indebted to Mr. C. W. Cleverdon for making available the C-anfield
ammmrrmcollection together with the various relevance assessments, 10

{
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Relevance Judgments

Generality
(Average Number of

Percent Overlap
with "A" Judgments

Relevant per Query) [%—&%]
Original Judgments 4,70 106.00%
np
"Bl Judgments y,28 80.74%
"¢ Judgments 11.94 37.09%
"D" Judgments 11.70 37.83%

ERIC
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to five relevant items per query -- corresponding to a strict
interpretation of relevance; furthermore the A& and B assess-
ments are very similar in nature in view of the overlap of

over 80 percent in the respective sets of relevant items
per query;

b) sets C and D exhibit much higher generality — almost 12 relevant
items per Query — corresponding to a less narrow relevance
interpretation, and the similarity with the original A

judgments is much smaller.

Under normal circumstances, one would expect & better recall-precision
performance for the high-generality case, while for equivalent generality,
the best relevance assessments would produce the best performance (121.
The actual retrieval effect of the four types of relevance assessments is
outlined in the graphs‘of Figure 3.

It may be seen that when citations only are used in query and cocument

'y' portioas), the low generality AandB assessments give

vectors (the
much superior performance (Figure 3 (a)). On the other hand, when standard
thesaurus concepts are used in addition to citations, as in Figure 3(b},

the differences among the four types of assessments largely disappear. The
same is true when the thesauiri; alone is used for analysis purposes (without
the additioral citations). The latter results are in agreement with earlier
studies showing that only minor differences occur in averaged recall-precision
graphs with normal variations in relevance assessments. [13] The large
differences in the performance of the “citations only" run of Figure 3(a)

must then be due to “he peculiar nature of relevance assessments 'A' and 'B',
and to the special treatment accorded to the source document citations during
the relevance judging procedure. For practical purposes, it a,pears safer

)~ use the 'C' and 'D' judgments in assessing the relative importance of
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citation data and standard subject indicators in a retrieval envircnment.

The main output results are shown in Figure 4 for both 'A' and 'C!
relevance assesrments. It may be seen that in both cases the augmented
thesaurus vectors, obtained by adding citation concepts to standard subject
indicators, improve the precision performance by up to ten psrcent for a
given recall point. The short "citations cnly" vectcrs provide superior
performance for the 'A' relevance assessments for the reasons already stated.
Even with the 'C' judgments, the citation indexing alone providus a very
high standard of performance in the low reczll range.

The usefulness of bibliographic c’tatious feor content analysis
purposes is further illustrated by the output of Figure § in which a standard
word stem matching process is compared with the word stem vectors augmented
by citation infornation. It can be seen from the output of Figure 5(a) that
the augmented stem vectors gernerally produce better performance then the
standard word stems; this confirms the results cbtained in Figure 4 for tae
thesaurus process. Furthermore, the output of Figure 5(b) shows that
augmented thesaurus vectors are slightly preferable to augmented word stem
vectors.

The performance data of Figures 3 to 5 were obtained by adding source
document citations to the normal qQuery formulations. Since the source
documents exhibit especially streng relevance characteristics - each user
krows in advance that the source documents are immediately germane to the
information queries — an attampt was made to relax the requirement for
source document citations by replacing them by the citaticns attached to a
randomly chosen relevant document.

Specifically, each query is first processed in the standard ranner
rsing a nermal thesaurus look-up procedure. A document identified as relevant

©
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after the fact -- but not known to the user in advance — is then used in iieu

of the normal source documeni, and citations f.:om 1i.s relevant documeat are
used to form the augmented query vector. The relevant docunents chosea for
this purpose are eliminated from the document collection for evoluation purposes.
The output of Figure & shows that the clitations obtained frcrm the rendumly
chosen relevant documents do not have sufficiently stroig relevance charac-
teristics to lead to an improved retrieval performance over and above the
standard thesaurus method.

The following principal results emerge fronm s [ resent citation test:

a) the general usefulness of biblingraphic citations for dosunent
content analysis, previcusly noted %y a nurisr of othzr investi-

gators, is entirely confirmed;

b) bibliographic citations used fcr documen. centent identifica-
tion provide a retrieval effectiveness fully -omparable ‘o
that obtainable by standard subject indirato:rs at the lecw

recall-high prezision end of the erformance ranze;

c¢) the augmented document vectors, consisting of standard concepcs
plus bibliographic citation identifiers appear tc ;rovide a
considerably better retrieval performance then the stardard
vectors made up of normal subject indicators cnly;

d) the bibliographic citations attached to infermaticn requests
should be taken frcm docurents whose strong relevance character-
istics to the respective queries is known in advance by the user

population.

The present experiment then leads to the conclusion that dccuments
piocessed in a retrievual system should ncrmally cavry biblicpraphic ritation
codes in additicn to standard content indicztors. WHaien queries are received
from the user population, irproved service can le obtainad by using
A~py=ant citations as part of the query forimulaticns whenever docunents with
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a priori relevance characteristics are identified by the users at the time of
query sutmission. If no documents with strong relevance characteristics are

available when the query is first received, bibliographic citations can still
be used as a feedback device by updating the query formulations with citations

from previously retrieved relevant documents.

o
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IV. Automatic Resolution of Ambiguities from llatural Language Text

S. F. Weiss

Abstract

This study investigates automatic Jisambiguation by templa*  2nalysis.
The evolutionary process by which ambiguities are created is discussed.
This leads to a classification of ambiguities into three classes: true,
contextual, and syntactic. The class assigned to a yiven word is
dependent on the syantoctic and semantic functions yerformed by the word.
Cnly true ambiguities a e suitable for automatic resolution.

In this study, automatic disambiguation is accomplished Ly an
extended version of template analysis. The process consists in lncating
an ambiggops word and in testing its environment against a predetermined
set of rules for occurrences of words and structures which indicate the
intended interpretation. Experiments using this process show that a high
degree of accuracy in reéolution can be achieved.

The process under consideration is not completely autcmatic
because it requires that a set of disambiguaticn rules be creaied a priori.
The creation of this rule set, however, is sufficiently straight forward
that it may eventually be done automatically. A learning progrsm is imple-
mented to accomplish this. The process reads input werds and attempts to
resolve any existing ambiguities. If a resolution of the ambiquity is
performed incorrectly, the rule set is augmented and modified appropriately,
and.:he next ‘nput is consicered.

The experimental results obtained are poor for the first few inputs.

“he performanco steadily improves as more inputs are processed, and finally
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levels otf at above 90% accuracy. A true learning process is thus indicated.
The proposed learning process is not only useful for disambiguation,
but can also serve for a number of other applications, where it may be desired

to tailcr a process to a particular user need.

1. Introduction
An ambiguous word is defined as a word which can have two or more
different meanings. There exist a great many such ambiguous words and tlLeoir
occurrence in text is fairly common. In general they create no problem for a
“" hunah teader because he is constantly aware of the context of the material
he is reading and of the real world. This usuvally makes obvious the proper
definition of an ambiguous word. For example, the word BOARD may mean, amwong
other things, a piece of wood or a group of pe¢ple. In the First cof the two
sample sentences below, the ambiguity is resolved by the context of the sen-
tence while in the second, resolution is achieved by the reader's knowledge
of the real world. 1In ¢ther words the reader knows from his general knowledyge
that it is much more likely to cut a piece of wood than a group of people,

even though it is technically possible to do both.

A: HKe is a member of the board of directcrs.

8: e cut up the board.

Disambiquation by computer is considerably more difficult. A computer does

not automatically conceptualize the context of the text as it is read. Also

a computer cannot be expected to contain the vast store of knowledge that a

human reader possesses. Tnis study presents some techniques for automatic
semantic disambiguation of words from natural language text and the application of
template analysis to this process. A complete discussion of template analysis
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is presented in Weiss [16].

The justification for such a study is that ambiguities in text are

detrimental to any natural language process which uses that text. The

extent of the damage imposed by ambiguifies varies with *he natural larguage

process as is shown by the three exampl:s below.

1.

In a SMART-like information retrieval system ambiguous worxds
are assigned multiple concepts to represent their various
possible definitions. Since only one of the definitions is
is actually correct, this process adds erroneocus material to
the document and guery vectors. But this is not a serious
problem since ambiguous concepts ave rare and thus mak:z up
only a small part of a document or query vector. Resolution
of ambiguities mAakes a very small change in a concept vector
and hence causes only a very small change in document-guery
corrxelations. Thus in a retrieval environment, ambiguit.es
may not pose a very serious problen ard are hardly worth
resolving; Examples 2 and 3 present environments in which

the conseguences of ambiguities are more serious and dis-

ambiguation is more justified.

A serious problem in automatic syntactic analysis is that an
aﬁalyzer may produce manv analyses for a single ingut. It

is very difficult if not impossible to determine the intended
analysis from among this set. Thus syntaclic analysis schemes
vhich generate as few analyses as possible are clearly the most
desirable. One cause of multiple analyses is words which have
more than one syntactic role. For example, the word FLYING

can be either a verb or an adjective. This in turn gives

rise to several analyses of
THEY ARE FLYING PLANES.

Some systems perform semantic tests to determine which of
the syntactic¢ analyses is semantically feasible. An even better

approach is to resolve ambiguities jrior to syntactic analysis
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thus reducing the number of analyses produced. It som:times happens
that syntactically ambiguvous words are also semantically ambiguous.
NEGATIVE for example is usually an adjective when it means NOT and

a noun in the photographic context. Thus by resolving the semantic
ambiguity, the syntactic ambiguity is also removed. 1In this way
resolution of semantic ambiguity can reduce the numbexr of analyses
resultant from an automatic syntactic analysis scheme and hence

simplify the task of determining the correct analysis.

3. In natural language command analysis or a natural langusge programming
language, each statement must be mapped intc a unique command or
command sequenca. Statements which due to amhbiguities simultaneously
specify more than one command sequence are unexecutable. Current
programming languages such as FORTRAN and ALGOL deal with this
problem simply by prohibiting all but the most trivially resolvable
ambiguities (such as the minvs sign which may be unary or binary).
This is not possible in natural language command analysis and thus

all ambiguities must be resolved before execution is possible.

These three examples show how the problems caused by ambiguities in
natural language text va.y according to the application. In the third example
resolution is a necessity while it is more or less & convenience in the other
two. In gereral it appears that at best, ambiguities do no harm and at worst
they are disasterous. 1In no case do they ever serm to have constructive effects.
Of course there are other examples of consequences of ambiguities but these
three seem sufficient to justify further investigation inteo the area of

automatic disambiguation.

2. ¢ Tha Nature 4f Anbiguities
Most words in isolation do not have a well defined meaning. The exact
meaning of a word is formed by the interaction of the word and its context.

Each word is both acted upon by its context and acts upon its context. The
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action that a word performs on its context is called its semantic function.

This can be thcught of as a mathematical function with the word's context
as its arqgument and the total meaning as its wvalue. An example is presented

in Figure 1 below.

Phrase: Bottom of the bottle

Woxd: Bottom

Semantic function: indi-ates lowest point in context

Context: "of the bottle"

Aoplication of semantic function to context yields the

value: lowest point in the bottle

Example of Semantic Function

Figure 1

Building on the concept of semantic function it is now possible
to define three typas of ambiguities. A word is a true ambiguity if it
has two or mcre distinct semantic functions. An example is the word
DEGREE. This may refer tu a unit of temperature or angie as in "a 90
degree turn" or an award from a ;chocl as in "college degree”. These are
clearly two separate semantic functions. Some words have only one
semantic function yet still appear ambiguous. This situation is produced
when a single semantic funcrion, acting on a variety of contexts, produces

vastly different meanings. Such words are termed contextually ambiguous.

As an example, the word CORE is considered ambiguous in the ADI dictionary.
It refers to both a computer memory and the central part of something.
However there is only one Sermantic function at work here and it designates

the central aspect of its context. A computer memory is at least
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conceptually if not physically the center of a computer. Thus CORE :s a
contextual ambiguity acccrding to the definition above.

A third type of ambiguity is syntactic ambiguity. The meaning of such

a word is dependent upon its syntactic role. The meaning of ELABORATE, for
example, differs somewhat depending on whether it is used as a verb or adjective.
These differences in meaning, however, are gererally just slight varigqtions of
a single semantic concept.

The classification of an smbiguous word into one of these categories
is not a strictly Qdefined process. The catejories are not completely disjoint;
and the ambiguous words themselves are in a constant state of evolutionary
change much like bioclogical evolution. A good example of the development of
an ambiguous woxrd can be seen in the word BOARD which can mean a piece of
wocd, a group of people (board of directors), or food (room and board).
Originally board referred only to a piece of wood or a table. Because of
their close relation to the table, the people who met there and the food
served on it became associated with the board. 1In time this connection
disappeared and BCARD currently appears to have three separate meanings. 1In
ygeneral, ambiguities seem to stem from idioms and associationg due to
similarities such as between the food and the table on which it is served.
These words gradually evolve into contextual and finally c¢rue ambiguities.
Many of the words currently considered contextually ambiguous may eventually
become true ambiguities. For example, it is conceivable that in the future,
computer memories may no longer be considered a centra' element of the machine
fhus CORE, shown previously to be a contextual ambiguity, may berome a true
amt iguity. As another example, consider thLe word LUNACY. It was originally
thouyght that this fora of insanity was caused by the mosn and hence the name.

Q _ .
[z l(:‘however. the lunar influence is better understood, and the¢re is no
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connection between the disease and the moon. Thus the common st=am
LUNA represents an evolved ambiguity.

Before considering resolution of ambiguities, it is necessary
to decide which type or types can and should be resolved. There are
several criteria for this decision. First, does the resolution of the
ambiguity add any additional information to that already known? Second,
does the added informati n warrant the work involved to determine it?
and finally, what harmful effects might be expected if the ambiguity were
not resolved?

As shown above the meanings of the various forms of 3 syntactic
ambiguity vary only slightly. Thus very little information is added if
resolution is performed. Also, harmful e.fects caused by syntactic ambiguities
are slight and occur only in special cases as is shown in the following
example. Let A, B, and C be words with A syntactically ambiguous and
having meanings in thesaurus classes 1 ard 2 {see Figure 2). B and C are
not ambiguous. B is in thesaurus category 1 and C is in 2. Leaving A
unresolved, that is using only a single concept to represent A, would in
effect comkbine categories 1 and 2. This woul?® meke B appear synounymous to
C which is not really the case. However, as shown previously, the
differences in meaning of the various forms of syntactic ambiguities are
slight thereby necessitating categories 1 and 2 beinqg very close in meaning.
Thus com:ining B and C is not a particularly grave error. For this reason

it appeuars unwarranted to resolve syntactic ambiquities.

WORDS THES. CATEGORIES

1,2 {SYN AMB)

B 1
O
. C 2
Sample Syntactic Ambigquity 120
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As discussed previously, contextual ambiguities have only on2 semantic
function. The differences in meaning are caused by the context rather than
by the word itself. It is therefore questionable whether such words should be
disambiguated at all. Also because contextuval ambiguities derive much of their
reaning from context, they may have a broad spectrun of meanings rather than
the few discrete meanings possessed by most true ambiquities. Intuitively at
least this seems to indicate that the resolution of contextual ambiquities is
both more difficult and less precise than resolution of true ambiguities.
Experiments in this area show this to be the case.

The remaining class, the true ambigquities, demonstrates the properties
necessary to justify their resolution. The remainder of this study deals with

techniques for automatic resolution of true ambiguities.

3. Approaches to Disambiguation

Many automatic natural language analysis systems have a facility for
automatic disambiguation. For some this entails the use of semantic information
to resolve syntactic ambiquities and hence reduce the number of syntactic
parses. Other systems actually tackle the problem of true semantic ambiguities.
This section discusses soune of these approdches to automatic disambiguation.

The easiest solution to the problem is simply to ignore.‘it. This
approach is actually not as absurd as it initially appears. wﬁen the domzin
of discourse is sufficiently limited, many ambiguities Jdisappear. This is the
case with the information retrieval system implemented by Dimsdale and Lamson
{31. By limiting the sui.ject area to the medical field, the problem of ambiguities
solves itself. - For example, the word CELL has a number of possible meanings
(dry cell, jail cell, muscle cell). However, orly ovne of tuese i.terpretations

o is appropriate to medicine; and thus in %his context, CELL may be treated as

EHQJ!:& unambiguous word.
12.)
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As menticned previously, one possible application for automatic
disambiguation is in indexing documents for information r=trieval. There
are a number of possible technigues. Some researchers, for example Ranganathan
[10] and Mandersloot et. al. [4], suggest that ambiguous words be represented
by a number of concepts which resolve the ambiguity. One of these additional
concepts could be the hierarchical father of the word under consideration.
For example, the ambiguity caused by the word TYPE could be resolved by
adding the concept for PRINTING. SMART uses a different method. An
ambiguous word is assigned the concepts of all its possible interpretations.
The set of concepts then share tre total weight. Thus SMART covers all
possikilities and is guaranteed of having the correct concept. However it
is also gn-+anteed of having some wrong concepts. This inclusiosn of
error wculd appecar to weaken the indexing scheme and hence demage retrieval;
but this is not the case. The occurrence of ambiguous words is quite rars
and hence the error introduced by the process represents only 2 very small
part of a total concept vector. Thus the effect on results is very small.
In addition problems can only be caused when a thesaurus is used that contains
words which are synonymous to some but not all of the interpretations of an
ambiguous word. Actuicl experiments reveal that the resolution of
ambiguities in SMART concept vectors results in improvement of less than
1%, Thus the added effort required to resolve ambiguities in this type
of information retrieval context seems unwarranted.

Some guestion-answering systems with a restricted data base are
able to disambiguate simply by testing the various interpretations ajainst
the data base and choosing the one that is applicable. DEACCN is an
example of one such system [15). A query such as the one below is ambiguous

)
E: T(:ince Guam is an island and an aircraft carrier. But since DEACON's data

Aruitoxt provided by Eic:
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base deals with ships, the latter interpretation is chosen. -
How many people are on (uam?

Other systems perform a similar type of disambiguation by using liste of

true predicates. Coles' system, for example, tests the guery acainst a set

of truth values. Similarly the process used by Schank and Tesler tests various
ambiguous interpretations for consistency with a set of real world attributes.

Another basic method “or automatic disambiguation is to associate
semantic features with each word inr the lexicon. Pules, similar to syntactic
rules, can then test various yossibie interpretations for semantic as well as
syntactic wellformedness. One such system is Simmons' PROTCSYNTHEX (12].

Each word is associated with its semantic class. For example, "angry" is a
type of emotion and "pitcher" is a type of person (baseball player) or a type
of container. Ambiguities such as "pitcher" are resolved by testing its
syntactic structure ajainst a set of semantic event forms. These indicate
possible valid relatioaships between semantic classes. The semantic event
forms reveal, for example, that a person cain have an emotion while a contginer
cannot. Thus the disambiguation of anyry pitcher" is accomplished. Woods
acconmplishes disambiguation in much the same way. Syntictic and semantic
features are attached to words; and rules indicate legitimate combinations of
these features.

Lesk uses a similar approach in his projposed natural language analysis
system, but with a unique statistical feature [7). 1In his system words are
assigned both syntactic and semangic role iniicators by the dictionary. The
parse then determines syntactic dep;ndencies and tests them for semantic
validity. Those interpretations which fail the semantic test are eliminated

{3~ accomplishing scme disambiguation. In additicn, each interpretation

ERIC

126



[E

Iv-11

of each ambiquous word has associated with it the probability of the
"correctness"” of that intemrpretation. For example, in a sports text
the word "base" would be jwuch more likely to refer to a baseball base
than to a military base; and probabilitie. may be assigned accordingly.
During the syntactic analysis a number of possible parses are developed,
The probability of correctness for each is the product of its constituent
probabilities. In this way, interpretations with very low probabilitijes
of being valid may be eliminated thus accomplishing another form of
disambigpation.

Tne processes presented above use syntactic and semantic features
to qualify the words and then r .ploy a common rule list to govern word
combination. A more detailed approach to disambiguation is to attach
specific conbination rules to each word. The need for this can be seen in
the following simple example. Most noun bhrases consisting of an adjective
and a noun assume the basic features of the noun. The phrase may then be
used anywhere that the noun is legal. For example, the phrase '"folding
meney” may be used whereves "money" can be used. 1This is not true for
"folding" which in some sense loses its identity when combined with the noun.
Most of the systems which use a combination rule list can determine this
property. There are, however, exceptions to this rule. Consider the phrase
"Tompkins County". Here the word "Tompkins", acting as an adjective,
dominates the phrase. It is all right to say "Puffalo is in a cow.ty" but
"Buifalo is in Tompkins County" is semantically and geographically incorrect.
Thus in this case the phrase assunes the properties of the adjective. To
treat Properly this and other similar cases, it is useful to associate

combination rules with individual words rather than using a common rule list

O
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for all words. Some of the automatic systems which employ this approach are
those by Kellogg [6), and Quillian (9].

Kellegg's scheme assigns a set of data structures to each interpretation
of each word. These include semantic features and selection restrictions,
For a particular word the selection restrictions limit the words with which
it can be associated to only those with specific semantic features, For
example, the verb "talk" can take only an animate subject.

In Quillian's Teachable Language Comprehender, memory is represented
as an interconnected network of nodes. The meaning of a phrase is determined by
locating a path in the network from one constituent word to the other., For
¢ome phrases there are mocre than one legal path. This indicates an ambiguous
phrase. Disambiguation is achieved by using the shortest path. This represents
the most likely interpretation and is thus similar in approach to Lesk's
statistical scheme, |

The procasses discussed so far deal with disambiguation as a tool in
some sort of information retrieval or question-answering facility. Moyne [€]
summarizes this type of disambiguation as falling into one of four interac;ion
types: interaction with the lexicon, with the data lase, with the general
system capabilities, and if all else fails, interaction with the user. This
last type is strictly a last resort measure but is very helpful when unresolvable
ambiguities are encountered.

As shown above, much of the work in disambiguation deals with larger
information retrieval and question-answering systems. But some work has also
been done on embiguities alone. In particular is the work by Stone [14], Coyaud
{2), and Borillo and Virbel ([l1). All these schemes are based on resolution of
ambiguities by examination of semantic context. Associated with each word is
Q =2t of words and concepts which, if found near the ambiguous word, specify

ERIC

s INTY



Iv-13

a particular interpretation. Stone concentrates on the resolution of
arbiguities in high frequency words such as "matter". The study by Borillo
and Virbel represents the most detailed and complete discussion of dis-
ambiguation enccuntered in the literature. They discuss all forms of am-
biguities, and present for each, the methods needed for resolution. Ambiguous

words are divided into five classes:

1. Kkey word

2, grammatical ambhiguity

3. scmantic awbiguity

4. combined semantic and grammatical

5. forced

The key words are words of variable importance whose resolution is not. wvital.
The forced words are so important that all interpretations must be repre-
sented. The remainder are self explanatory., The third and fourth classes
are most interesting and correspond roughly to the true ambiguities presented
in the previous section. Resoclution is achieved by examiny some environment
of the ambliguous word for certain structural ¢r semantic clues. In addition,
Borillo and Virbel give a suggested list of attributes for a disambiguation
process. These are first, that the context of an ambiguous word should be
scannew in closest to farthest order. Second, resolution rules should e
weighted according to their probability of correctness. And third, the scope
of the context should be variable from word to word.

building on this introduction, the next sections present an automatic
disambiguation scheme using the template analysis process. It is designed
as a disamhiguation package for a natural language conversational systen
and henca expected input is clearly restricted., In addition, each ambiguous

)
]: T(jubrd is treated separately and the relevant context of cich ~word is quite

Aruitoxt provided by Eic:
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4. Automatic Disambiguatior

A) Application of Extendad Template Analysis to Disambiguation.

Associated with each ambiguous word is a set of keywords or structures
which identify the intended meaning. For example, if within the context of
the word BOARD, there are references to "fir", "pine", or "oak", a wooden
board is probably intended. If "chairman" or "meeting" oceurs, board would
be taken to mean a group of people. This key to the intended meaning of
am ambiguous word is usually found in the immediate context of that word,
often in the same sentence. The actuel optimal scope of context varies from
word to word. Borillo and Virbel indicate that ‘n general, best results are
obtained using large sentence groups {document abstractsj. In some cases,
however, this is too broad and permits erroneous resolution by matching the
wrong key. For this reason the scope of context is defined here to be the
sentence containing the ambiguous word. Each sentence containing an ambiguous
word is scanned for a resolution key. This resolution key may be a word,
group of words, or structure, which reveals the intended ieaning. The process
is implemented using an extended version of template analysis {16]}. This
section discusses the extensions to template analysis that are required to
facilitate automatic disambiguation. The disambiguation process is presented
in subsection B and the experimental results in subsection C.

& template is basically a string of words. It matches a natural
language input only if a substring of the input matches the template elements
exactly including ordering and contiguity. Many ambiguities may be resolved
using templates; but for othexs, templates are too strict a criterion. vcr
these words the presence of a resolution key anywhere in the input is sufficient
to warrant resolution. For this reason the context rule is used. Like a

“7(y "2+ the context rule is a string of words. MHowever a context rule ig
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considered to match an input if the input contains all the words of the rule
with no restriction on ordering or contiguity. 1In Figure 3 below, the template
matches only input A while the context rule matches A, B, and ¢. Thus a
context rule represents a purely semantic test while a template requires

both semantics and syntax (structure).

The process used for matching the input 2gainst both templates and
context rules is a middle-outward search strategy. That is, the search begins
at the ambiguous word and extends outward in both directions. This guarantees
finding the resolution key whicﬁ lies closest to the ambiguous word. This is
necessitated for two reasons. First, if an input contains two or more
occurences of a particular ambiguous word, each must be paired with its
closest resolution key in order to obtain correct results. The examples
in Figure 4, though admittedly rather contrived, demonstrate the need for

this technigue.

B) The Disambiquation Process

Tha process of disambiguation requires the following elements:
a small theraurus of words needed in the disambiguation process, a set of
templates and a set of context rules. The process first reads an input
and each word is looked up in the disambiguation thesaurus. Most words
are not found and are classified as unknown. Tr2 input is first matched
against the template set an1 then the context rule set using the middle-out
search strategy. Disambiguation is performed by the first rule successfully
matched. The rules in each set are ordered so that the strongest rules,
that is the on2s that are expected to provide the best disambiguation
performance, appear at the top. The weaker or last resort rules appear

near the bottom. Scanning the rule list top tc bottom matches streny rules

Q
]E[{l(:weak rules. This gritical ordering essentially weights the rules an¢

P .
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Template: COMPUTER PROGRAMMING
Context rule: COMPUTER PROGRAMMING

Inputs: A. Elements of computer programming

B. Programming of digital computers
C. Computer design and programming

Template matches A only

Context rule matches A, B, and C

Comparison of Templates and Context Rules

Figure 3

Input A. It was vexy cold when he received his college

degree.

Action: COLLEGE rather than the temperature reference

must be used to disambiguate DEGREE.

Input B. His college degree was to a large degree, well

earned.

Action: Each DEGREE must be associated with its neacest

resolution key.

Searcn Strategy (Underline Indicates Resolution Key)

Figure 4
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ensures that an inpat iz matched with the rule that has the greatest

chance of providing a correct analysis. Associated with each rule is the
meaning appropriate to that resolution key. If no match is found between

an input and any rule, the ambiguity is considered unresolved. &An option

may be used in connecticn with such unresoclved inputs. For sone ambiguoous
words one interpretation is much more likely than all the rest. For these

a significant saving in the size of the rule seis and in the work involved
can be obtained by testing for all »ut the most likely interpretation. If

no matches occur the result is taken by default to be the most likely meaning.

This opticon is used for some of the experiments that follow.

C) Experiments
o : , ) O
After classifying the ambiguous words found in the ADI™ dictionary
a3 true, contextual or syntactic, five true ambiguities are chosen for experi-

mentation. Tae words are:

DEGREE
TYPE
VOLUME
BOARD

CHARGE

For each word except DEGREE a corpus of 50 sentences is used. A larger corpus
is used for DEGREE to provide a nore erhaustive test. Each corpus contains
all sentences from the ADI documentc which contain the ambiguous word as

well as cther sentences written by the author and other informants. Each

corpus is divided into two sets: S-1, called the creation set, and §-2,

Q 1 The ADI Collection {5 a set of short papers on autoration and scientific
[E l(:‘conmunication published by the American Decumentation Institute, 1963.
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called the test set. S-~1 contains 20 sentences, 5-2 contains the remainder
of the corpus. The experimental procedure used for each word is as follows.
First, using S-1 only, a thesaurus, terplate set and context rule set are
created by hand. The disambiguation program is then run on S-1. Appropriate
additions and modifications are made to the thesaurus and xule sets, and the
program is tried again. This continues until the process provides a high
degree of success in resolving ambiguities from s-1. The thesaurus and rule
sets existing at this point are thus effectively tuned to the creation set
S-1. Next, and without further modification of the thesaurus or rules, the
disambiguation process is run using S-2 as input. The process is thus tested
on an input set it has never seen before, and one to which it is not
specifically tuned. The result parame‘ers used are shown in Pigure 5 below.

Resolution recall indicates what proportion of the total number of ambiguities

in the input set are correct.y resolved, while resolution prxecision indicates

what proportion of the analyses performed by the system are correct. I. order
to perform satisfactorily, the process must Jive reasonably high values for
both RR and RP. In the optimal case both values are 1. The results obtained
for the five S$-2 sets appear in Figurce 6 along with totals for all five words.
The default option is used in the &nalysis of TYPE and CHARGE. 1Irputs for which
the system does not perform an analysis for these words are taken to bec of a
particular interpretation. Thus no inputs are considered unanalyzed
{indicated in Figure 6 by an asterisk in the U column).

These results indicate that extended template analysis is a useful and
accurate technique for resolution of true ambiguities. The errors which do
occur are not, in general, generated by inputs with normal constructions.

Rather they are due mostly to idiomatic expressions which are not included in

ERIC

13!)



v-19

T The Total number of ambiguities in the input set.
is sometimes larger than the nunber of sentences in the input
set because a few of the sentences ccntain multiple occurrences

of the ambiguous word).

(9}

1 The number of ambiguities incorrectly resolved.

u The number of ambiquities not resvlved in any way.
RR Resnlution Recall = C/T

RP Resolution precision = C/(C+I)

The number of ambiguities correctly resolved

{This number

Result Parameters

Figure 5

WORD T C I U RR RP

DEGREE 92 84 4 4 .92 .93
TYPE 30 29 1 * .97 97
VOLUME 30 27 1 2 .90 .96
BOARD 30 22 0 8 73 1.00
CHARGE 32 30 2 * .94 + 94
TOTAL 214 192 8 14 90 .96

* {ndicates default used

Rasults of Disambiguation of S-2 Sets

ERIC

Aruitoxt provided by Eic:
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iis the creation set. As an example rthe evnression ON BOARD is not in S-1

for BOARD. This in turn leads to a number of inputs in the test set bzing un-
analyzed. Vhile s'i¢ch idioms in natural language ray prevent perfect dis-
anbiguation quality, they occur relatively infrequently in prastice and thus

reduce the system perforimance only slightly.

D) Turther Disanbiqguation Processes

A number of further processes are sugyestad by tne experiments
perforited here. First, a statistical weighting can be attached to each
resolution. This would represent the probability of correctness of the
given rale. The context of the ambigucus word couvld then ke searched for
all, not just one, resolutic.a key. For each key found, a correlation is
calculated wnich takes into account the probability of the rule being ¢orrect
as well as the key's distance from the embiguous word. The rule with the
highest correlation is then used. 1In this way a Strong resoluticn key can
take precedence aver a weak one lying closexr to the ambiguous word.

. secend addition is the use of a variable context. All 1tethods
for disambiguation presented here including those by Borillo and Virbel end
template analysts use a fixed context size ifor all words. However the optimal
context size varies from word to word. It would thus be better to associate
with each word, the context width that works. A thiid possible futyre
technique is to use antirules¢ These arc rules which if matched, tell what
interpretation cf the wmbiguous words cannot be used. Forxr example, if Y
appears in an inpuc, interpretation X 1s pProhibited even if indic tors for X
are present. These extensions, however, are beyond both the 3cope and tue

and the spirit of the t esent study.

ERIC
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5. Learning to Disambiguate Automatically

A' Introduction

The processes of creating and modifying the sets of templates and
context rules as presented in section 4 are relatively straightfcrward
and clgorithmic in nature. Rules are construct.d from creation set inpu*s
by fairly specific means. Likewise, in ruie modification an erroneous rule
is removed and replaced by onz or more rules which perform correctly. It
serms pocssible that these tasks can be handled by compuier. Thus instead
of telling the program what to do by manually supplying rules, the system
would learn *to disambiguate by creating 2nd modifyirg its cwn rule sets.
The advantages of such a system over one of fhe type describz2d previously
are obvious. First, it eliminates the need for a human analyst to study
sample inputs and create template and context rule sets. Second, the systen
is not static. By learning from inputs and its own mistakes it is constantly
inmproving its perfermance. This process can even be used tc tailor a
system to an individual user. Disamhiguation rules, or rules for any
number of other processes, that are designed by or for a particular user
are not always well suited for others. By al.iowing the system-to learn
separately trcm each individual, the particular neasds of each usei are
satisfied. Tnis section discusses some techniques for autcmatically learring

to disambiguate.

B) Dictionary and Corpu:

When disambiguation rules are prepared by hand, the words which are
to bu used in the disambiyguation are known in advance. The disambiguation
dictionary need only contain these relevant words and thus i3 quite small,

\)In the learning process, tiiere is no prior knowledge of the words that are

]EIQJ!:S be used to facilitate disambiguation. For this reason a full 1iictionary
e i e
130
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containing all the words in the input must be employed initially. This
large dicticnary, however, is needcd only temporarily. After the initial
instability of the learning process has settled down and relativaely fixed
rule sets remain, the words in these rule sets may be used to construct &
small disarmbiguaticia dictivnary which can be used thereafter.

The corpora used in this study are very special. iIn practice an
operaticnal learning system has a very large input set. The learni g process
may thus extend over hundreds or even thousands of inputs. However, such
large data sets are neither readily available nor practical for an experimen-
tal system. For this reason it is necessary to develop a small corpus which
simulates a nuch laryger one. This is a technique used in A number of experi-
men*tal studies including Harris' investigatio:. oF morpheme boundaries [5].

The rules governing this stem from two fundamental maxims of education, First,

a student or learning device canhcot be expected to answer & question akout

something he has not seen previously. 7That is, a student's first exposure to

a concept must be in a learning not a testing environment. And second, to

evaluate learning quality, testing is required. Basically these rules say

that to test properly a learning systenm, each concept to be learred must

occur at least twice in the input, once for learaning and subsequently for

testing. Single occurrences are undesirxable because if thoy are considured

as a test, they violate the first rule, while if, as the first rule stipulates,

the single occurrence is considered for learning only, ho testing can occur

and the second rule is violated. T2arge data collectiuns are likely to have

multiple occurrences of most concepts. 4his however is not true for small

corpora) and care must be taken to ensure such repectition. To accomplish

this the following algorithm is used for corpus construction for each
\)amblquous word. First, a set of 20 short sentences is written, each containing

ERIC
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the ambiguous word. No restriction on vocabulary or construction is
imposed for these first+ 20 sentences. Next, 40 more sentences are
written asing only worés found in th¢ first 20. Again no restriction on
construction is imposzd. The resulting 60 seniences are sufficrently
restricted in vocabulary to ensure that most words and constructs occur
at least twice. Tihe corpus thus simulates a corner of a much largec
collection. Tc¢ determine if the system is unlearning previously learned
information while learning new material, the actnal input consists of the
set of 60 sentences repeated three times. Each set of 60 is randomly
permuted to elimivate any prejudice due to ordering. The input format
is summarized in Figure 7. Such corpora currently exist for three

ambigucus words:

DEGREE
TYPE

VOLUME

These are chosen from the set used in previouas experiments because VOLUME
is ratheor difficult to disambiguate, TYPE is fairly easy, and DEGREE is
between, tending toward difficulty. 1t is felt that the results obtained
and the problems eacountered with these words are typical of those to ba

expected for most other words.

C) The Learning drriess

The lea-ning proc:ss is implemented as a set of subroutines to the
system described in asecticn 4, Dynamic template and context rule lists
replace Lhe 1ixed sets, Initially there are no rules in these sets. The
processing of 2ach irprt se..tence procceds as follows. After the input is

ERIC
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A: Corpus, permutation 1
B: Corpus, permutation 2

C: Corpus, permutatioa 3

Summary of Input Format for Learning System

Figure 7

O
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read and the ambiguity located., the system attempts to disambigvate th»
word using templates and context rules currently in the system. When the
analysis is complete, the system looks at the correct answer., If the analysis
is correct, the system is assumed to contain the appropriate rules for tLhe
recognition of the input structure and the system goes o©n tc the next input,
If the system is unable to resolve the ambiguity, that is, if nno existing
rule matches the input, new rules nust be added, New templates an¢ context
rules are creatz=d using the prespecified parameters I and J. I specifies the
size of the area around tlre ambiguous wor: from which templates are to be
made. Similarly J indicates the size of the area from which con ext rules
are to be made, 1In general J is larger than I ~ince unstructured resolution
keys can lie farther away from the ambiguous word than do structured keys.
For this study { and J have the values of 2 and 5 respectively. A template
is made for each word of the input sentcnce which lies within plus or minus
I of the ambiguous word. The templates preserve the ordering and the
relative distance between words. A context rule is created for each word
within plus or minus J of the ambiquous word provided the word is no; found
on a predefined exclusion list. As indicated previously, conlext rules have
s0 ordering or contiguitv restriction. The exclusion list contains ' ords
which are of no value in establishing context. These include articles, some
prepositions, forms of the verb TO BE, etc¢., 'the list is created by consider-
ation of context in general and without any reference to specific words being
disambiguated. 1he exclusion list is not used in the creation of templates
because some apparently trivial words ave actuallv important when found in
particular structural relationships to an ambiguous word. Foxr example, one
or the primary templates for the dlsambiguation of TYPF is

Q
ERIC i o
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The templates and context rules created by this process are first placed in a
temporary store and checked against rules s'ready in the permanent template
and context rule sets. All rules in the temporary store which are not
duplicates of existing rules are adued to the bottom of the appropriata
permanent set. This completes the action for an unanalyzed input.

The third possible outcome is for the system to produce an errcneocus
analysis. In this case the rule sets not only lack the rules needed for
correct analysis, but also contain an erroneous ruvle. Therefore when this
situation arisas, the rule which produces the incorrect result nust first
be removed from the rule set. Each rule lying below the deleted rule is
then popped up one posicion in the rule list. Next, templates and context
rules are added just as in the previous case. 'The operaticn is summarizad
in Figure 8.

Critical ordering of rules, as is done in section 4 is rnot possible
when rules are created automatically. However the process of deleting a
rule and popping up those below it and then adding the new rules at the
bottom tends to make the better rules, that is those which do not get deleted,
filter to the top. While this method may not be as erfective as critical
ordering by hand, it does tend tc concentrate the better rvles near the top
of the lists. The top down search strategy chus matches ruies against an
input in roughly kast first order. Experimental results which verify this
are presented later.

Ideally, a system such 1s that described itove operating on a corpus
of the form shown in Figure 7 should generate the following type of resulcs.
The fi-st few inputs are of course unanalyzed due to the lack of information.
As moxe iinputs are read, the overall system performance should begin a steady

Q
[E l(:ament. Eventually the system should stabilize with a fixed rule set
s i v
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and near perfect disambiguation. From this point the system should never
unlearn. That is, it should never err on an input that it previously
analyzed correctly. Likewise it should not be overly sensitive to the order
in which inputs are introduced. Ac:ual experimental results obtained com-
pare cuite favorably with this idealized behavior. These results are pre-~

sented in subsection E.

D) Spurious kules

The learning process presented in part B has & few inherent
problems. These center mainly around the treatment of spurious rules. A
spurious rule is defined to ke a template or context rule which does not
discriminate between interpretations of an ambigquous word. As an example,
assume that templates and context rules for disambiguation of TYPE are made
from input A in Figure 9. One of the templa*+ extracted from this input
is LARGE TYPE. This however is of no value as can be seen from input B.

Thus LARGE TYPE is considered a spurious rule.

Input A: The book is printed in large type.

{interpretation 1, "printing")
Input B: A tiger is a large type of cat.
(interpretation 2, "kind or variety")
Example of a Sprrious Rule

Figure 9

The difficulty with the process as presented in subsection C (to be

called version 1 in the remainder of this study), can be visualized by the

ERIC
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following example. Assume rules are learned from input A in Figure 9.
Included among these is the spurious rule LARGE TYPE which is assoziated
with interpretation 1. Assume also that input B is then processed by a
match with LARGE TYPE and hence incorrectly associated with interpretation
1. Version 1 then deletes the interpretation 1 template and substitutes
one which is identical except for its association with interpretation 2.
Thas a spurious rule is deleted but replaced with one equally spurious.
This actually produces a slight improvement since the new rule is inserted
at the bottom of the list and thus is less likely to be matched than the one
it replaces. But the spurious rules remain and can cause further errors.
They may even cause a thrashing back and forth between interprctations and
thus prevent stability.

One possible sclution to this is implemented in version 2. Wheneve:
a rule is to be deletel because it causes an incorrect analysis, the set
of new incoming rules is checked for an occurrence o¢f this same rule. If
found, the matched rule is not addzd to the permanent rule set. Thus using
version 2, the incorrect analysis of input B would not only remove LARGE
TYPE from the template set but would also prevent this same template (with
a different interpretation) from entering the se: at that time. 1In the
short run this has the effect of eliminating spurious rules from the systen.
But since no record is kept, tilese same spurious rules may reenter the system
the next time they occur. A reoccurrence of input A follwoing input B
for example, would put LARGE TYPE back on the rule list. Thus while version
2 does provide some advantages over version 1, there is still room for
improvement,

The second modification, version 3, solves the difficulty inherent

O version 2. Wwhen spurious rules are located, they are removed from

RIC
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botih the rule set and the new entering set as in version 2. But in &ddition
the rule is recorded on a list of undesirable rules. All incoming rules

are checked against the undesirable list. 1f a match is found, that incoming
rule is deleted. 1In this way a spurious rule, once found, is permanently
prevented from reentering the svstem. While this process may cause a mild
retardation in the learniny rate due to the decreased number of rules used,

the slowdown is more than compensated by the increased accuracy of the results.

The workings of versiors 1, 2, and 3 are summarized in Figure 10.

E)} Experiments and Results

The experimentation consist.; of processing each of the three corpora
with the three system versions, a total of nine runs in all. The corpora
are each 180 sentences in length and are described Previously in subsection
B. The performance measures that are taken are shown in Figuvre 1ll. These
results are tabulated in Figure 12. Figure 13 shows the resolution recall
and precision for each word calculated at ten document intervals. Averages
for the results in Figure 13 are presented in Viagure 14. These results
show how the overall system performance improves‘as more inputs are seen, thus
indicating a true learning process. These charts also show the general
superiority of version 3 over the other two. T» indicate this fact more
clearly, Figure 15 shows the¢ @ifference in resolution recall and precision
for the three versions averaged ovzr all corpora. Version 1 is taken as the
standard and lies on the x axis. Displacerent above or below the X axis
represents superioricy or inferiority relative to version 1. These graphs
show that version 2 and especially version 3 improve both resolution recall
and precision over version 1. That is, not only do they p2rfori.. more correct

Q es than version 1, they also perform fewer incorrect analytes. Usually

14
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INPUT STATUS AFTER INPUT
V-1l Rule V-2 Rule v-3
Set* Set* Rule set Undesirable
Rule List
A LARGE TYPE LARGE TYPE LARGE TYPE -
(1) #* (1) (1)
B LARGE TYPE - - LARGE‘TYPE
{2) *n
A LARGE TYPE LARGE TYPE - LARGF TYPE
(1) {1) - LARGE TYPE

l (n (1)

* This chart shows only the part of the rule set that iy
relevant to this discussion.

** Numbers in parentheses indicate the interpretation
associated with the rule.

Interpretation 1 is printirg

InterpPretaticr 2 is kind or variety

Summary of Versions 1, 2, and 3

Figure 10
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[ T The total number of ambiguities in the data set
o] The number of correctly resolved ambiguities
I The number of incorrectly resolved ambiguities
U The number of unresoclved ambiguities

Resolution Recall = C/T

g 2

Resolution Precision = C/(C41)

Performance Mvas.res

Figure 11
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WORD VERSION T [of I 1) RR RP
DEGREE 1 180 155 19 6 .86 .89
DEGREE 2 180 158 14 8 .88 .91
DEGREE 3 180 160 12 8 .89 .93
ITYPE 1 180 166 10 4 .92 .94
ITYPE 2 180 166 7 7 .92 .96
ITYPE 3 180 164 4 12 .91 .98
VOLUME 1 180 144 30 6 .80 .83
VCLUME 2 189 144 30 6 .80 .83
VOLUME 3 180 152 15 13 .84 91
[TOTALS 1 540 465 59 16 .86 .89

2 540 468 S1 21 .87 «90

3 540 476 31 33 .88 924

General Results ~f Learning Process
Figure 12
O
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DEGREE
NO. OF INPUTS VERSICN 1 VERSION 2 VERSICN 3
PROCESSED
RR RP RR RP RR RP
10 <40 .80 .40 .80 .40 .80
20 «55 79 +50 77 «50 77
30 «60 .75 «57 77 .57 77
40 .67 .79 «65 .81 «65 «81
50 +64 72 +66 a8 .€6 79
60 .66 74 €3 <79 .70 .81
70 «70 .77 71 .81 .73 .82
80 71 77 <74 .82 .75 .83
90 73 79 .77 .84 ) .85
100 .78 .81 79 .86 .8C .87
110 .78 .83 .80 .86 .82 .88
120 +80 .84 .82 .87 .83 .89
130 .82 .85 .83 .89 .85 +90
140 .83 .86 .84 .89 .86 «91
150 .83 .87 .85 .90 .87 .92
150 .84 .88 .66 01 .67 <92
170 .85 .83 .87 91 .88 .93
180 .86 .89 .88 2 .89 .93

ERIC

Aruitoxt provided by Eic:

Recall and Precision Results at Ten Input Intervals

Ambiguous word is DEGREE

Figure 13A
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ryeE
NO. OF JINPUTS VERSION 1 VERSICN 2 VERSION 3

PROCES: 0 .
RR RP RR RP RR RP
10 .50 .71 .50 .71 .50 .71
20 .65 .76 .65 .81 .65 .81
30 .67 77 .67 .83 70 .88
40 .72 .81 .73 .85 .75 .88
50 .78 .85 .73 .89 .76 .90
Ay .82 .88 .82 .91 .80 .92
70 .84 .89 .84 .92 .83 .94
80 .86 .91 .86 .93 .85 .94
50 .88 .92 .88 .94 .84 .95
100 .89 .63 .89 .95 .86 .96
110 .82 «92 .89 .94 .87 .96
120 .89 .92 .90 .95 .88 .96
130 .90 .93 .90 .5 .88 .97
140 .91 .93 .91 .95 .89 .97
150 .91 .94 .91 .96 .89 .97
160 .91 .94 .9l .95 .90 .97
170 .92 .94 .92 .96 .91 .97
180 .92 .94 .92 .96 .51 .98

Recall and Precision Results at Ten Input Intervals
Ambiguous word is TYPE
Figure 13B
Q
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VOLUME

NO. OF INPUTS VERSION 1 VERSICY 2 VERSION 3
PROCESSED
- —

RR RP RR RP RR RP
10 10 .17 .20 «33 .20 .33
20 .30 - 40 .35 .47 .45 .64
30 .40 .50 .43 .54 .53 .70
40 .47 ) .50 »59 «55 .67
50 .54 .61 .54 .61 +60 .71
60 .58 .65 .60 .67 .65 .75
70 .61 .67 .63 .69 .69 .79
80 .65 .70 .65 «70 .73 .82
90 .68 .73 .68 .73 .76 .84
100 .71 .76 .70 74 .78 .86
110 .73 .77 72 .76 .80 .87
120 .74 .78 .73 « 77 .79 .87
130 « 706 .80 .75 .78 .80 .88
140 .77 .81 .76 .80 .81 .89
150 .78 .81 -17 .81 .83 «20
160 .79 .82 .79 .82 .83 .80
170 .79 .82 .79 .82 .84 .90
180 .80 .83 .80 .83 .84 .91

Recall and Pyecision Resutls at Ten Input Intervais

Ambigucus word is VOLUME
Figqure 13C
Q
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AVERAGES
NO., OF INPUTS VERSION 1 VERSION 2 VERSION 3
PROCESSED
RR RP RR RP RR RP
10 .33 .56 .37 .61 .37 .61
20 .50 .65 .50 .68 .53 .74
30 .55 .67 .55 .71 «60 .78
40 .62 .72 .62 .75 +65 .79
50 .65 .72 .66 .76 .67 .80
60 .69 .76 -70 .79 72 .83
70 P2 .78 72 .81 .75 .85
80 .74 «79 .75 .82 .78 .86
90 .76 .81 .78 .84 .79 .88
100 79 .83 .79 .85 .81 .90
110 .80 .84 .80 .85 .83 .90
120 .81 .85 .82 .86 .83 .91
130 .82 .86 .82 .87 .84 «92
140 .84 .87 .84 .88 .85 .92
150 .84 .87 .84 .89 .86 .93
)60 .85 .83 .85 .89 .87 .93
170 .85 .88 .86 .90 .83 .93
180 .66 .89 .87 .30 .88 <94
Average Recall and Precision for All Corpora
Tabulated at Ten Input Intervals
Figure 14
Q
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10 =
Precision
8 e
6 -
Percent
Difference
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| - -
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No. of Inputs Processed
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| 1 | |
50 100 156

No. of Inputs Processed

—0—0—8 \Version 3 *rersion 2

Average Inprovement Achlevad by Versions 2 and 3
over Version 1

Qo figure 15
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this resulte in an increased number of unanalyzed inputs. This is actually
a very desirable result since if a choice must be made between an input
being analyzed incorrectly or not analyzed at all, the latter seems prefer-
able. An example of this can be seen in Figure 13B. Version 2 produces only
a few more correct analyses than does version 1, and thus the recall results
show very little Jdifference. However version 2 produces many fewer incorract
analyses *hus significantly improviung the precision results.
The results shown so far are prejudiced downward by the inclusion
of the start~up portion of the learning process which necessarily performs
poorly. Thexefore a more important measure of system performiance is a
moving average. Figure 16 shows for each word the number of disambiguations
performed correctly, incorrectly, and uvnhanalyzed for eath ten sentence
group. These charts clearly indicate the arnticipated poor start, the
gradual improvement, and the final stabilization at near perfect performance.
A l0 in the "Correct" column repr sents perfect resolution for that sentence
group. These statistics are summarized by Figure 17. And in Figure 18, these
averages are shown graphically. The x axis is the interval number. 1Irterval
Y, for example, containe inputs 41-50, etc. The y axis represents the
number of correct analyses out of a possible 10. These charts are verxy
graphlic prcof that the learning process builds and stahilizes at a high
performance level.
Several other statistics are worthy of note. Figure 19 shows for
each run the number of spurious templates and context rules contained in
the rule sets at the end of that run. This number is broken down to show how
many of these spurious rules occur in the first, middle, and last thivd of
their respective rule sete. 1hete figures indicate first that most rules
[: T}:;atned by the system are not spurious; and secondly, that spurious rules
Alz\y
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DEGREE

INPUTS VERSION 1 VERSION 2 VERSION 3
c 1 U c 1 u c 1 U

1-10 4 1 5 4 1 5 4 1 5
11-20 7 2 1 6 2 2 6 2 2
21-30 7 3 0 7 2 1 7 2 1
31-40 9 1 0 9 1 0 9 1 0
43-50 5 5 0 7 3 0 7 3 0
51-60 8 2 0 8 2 0 9 1 0
51-70 9 1 0 9 1 0 9 1 0
71-80 8 2 0 9 1 0 9 1 0
81-90 g 1 0 10 0 0 10 0 o
91-100 10 0 0 10 0 0 )0 0 0
101-110 10 0 0 9 1 0 10 0 0
111-120 10 0 0 10 0 0 10 0 0
121-130 10 0 0 10 0 o 10 0 9
131-140 10 0 0 10 0 0 10 0 0
141-150 9 1 0 10 0 0 10 0 0
151-160 10 0 0 10 0 0 10 0 0
161-170 10 0 0 10 0 0 10 0 0
177 180 10 o 0 10 0 0 10 0 0

crol

O

ERIC

No. of Correct Analyses out of a Possible 1U ‘
No. of Incorrect Analyses
No. Unanalyzed

Disambiguation Performance for Ten Input Groups

Ambigucou~ word is DEGRLE

Figure 162




TYPE
INPUTS VERSION 1 VERSION 2 VERSION 3
C I U C I U C I U
1-10 5 2 3 5 2 3 5 2 3
11-20 8 2 0 8 1 1 8 1 1
21-30 7 2 1 7 1 2 8 0 2
31-40 9 1 0 9 1 0 g 1 0
21-50 10 0 0 10 0 0 3 0 2
51-60 10 0 0 10 N 0 10 0 0
61-70 10 [¢] 0 10 0 0 10 0 0
71-80 10 0 0 10 0 0 10 0 0
81-90 10 0 0 10 0 0 8 0 2
91-100 10 0 0 10 0 0 10 0 0
101-110 g 1 0 9 1 0 17 0 0
111~120 9 1 0 10 0 0 10 0 0
121~130 10 0 0 9 0 1 8 0 2
131~140 10 4] ¢] 10 0 Q 10 0 0
141~150 10 0 (¢ 10 0 0 10 0 0
151~-160 9 1 4] 9 1 0 10 0 0
161~-170 10 0 0 10 0 0 10 0 0
171~180 10 o] 0 10 0 0 10 ] ]
C No. of Correct Analyses Cut of a Possible 10
I No. of Incorrect Analyses
u No. Unanalyzed
Disambiguation Performance for Ten Input Groups
Ambigquous word is TYPE
Figure 168
Q
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VOLUME
IN2UTS VERSION 1 VERSION 2 VERSION 3
C I U C I J C 1 u
1-10 1 5 4 2 4 4 2 4 4
11-20 5 4 1 5 4 1 7 1 2
21-30 6 3 1 6 3 1 7 2 1
31-40 7 3 0 7 3 g 6 4 0
41-50 8 2 0 7 3 o 8 1 1
51-60 8 2 0 9 1 0 9 1 4]
61-70 8 2 0 8 2 0 9 0 1
71-80 9 1 0 8 2 d] 10 Q 0
81-90 9 1 0 9 1 0 10 0 0
91-100 10 0 0 9 1 0 10 0 0
10i-110 9 1 0 9 1 0 10 o 0
111~-120 9 ] 0 9 1 0 7 1 2
121-130 10 0 0 9 1 0 9 ¢ 1
131-140 9 1 b 10 0 0 10 o] 0
141-150 9 1 0 9 1 0 10 0 0
151-160 9 1 0 io 0 0 9 0 1
161-170 9 1 0 9 1 0 1 0
171-180 9 1 0 1 0 Jo 0 0
C No. of Correct Analyses out of a Possible 10
I No. of Incorrect Analvses
U No. Unanalyzed

Disambiguacion Performance for Ten Input Groups

Ambiguous word is VOLUME

Figure 1&C
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INPUTS AVERAGE NO. OF CORRECT ANALYSES OUT OF POSSIBLE 10
VERSION 1  VERSION 2 VERSION 3

1-10 3.33 3.67 3.67
11-20 6.67 6.67 7.00
21-30 6.67 6.67 7.33
31-40 8.33 8.33 3.00
41-50 7.67 8.00 7.67
51-60 8.67 9.00 9.33
61-70 9.00 9.00 9.33
71-80 9.00 9.00 9.67
81-90 9.33 9.67 9.33
91-100 10.00 9.67 10.00
101-110 9.97 9.00 10.00
111-120 9.33 9.67 9.00
121-130 10.00 9.33 9.00
131-140 9.97 10.00 10.00
141-150 9.33 9.67 10.60
151-16C 9.33 9.67 9.97
161~170 9.67 9.67 9.67
171-180 9.67 9.57 10.00

O

Average Nurber of Correct Analyses for Each Ten Input Group

ERIC

Aruitoxt provided by Eic:

Maximum is 10

Figure 17
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Nes.
Coxrect

No.
Correct

No.
Correct

10 ;:;::r—‘=T:J__‘=T::::F===:
3=
Version 1
1 i Il  1Interval
6 12 18
10 g P ——
5}~
version 2
| I L 1nterval
6 12 18
10 | J e VS R
5
Version 3
i 1 l 1nterval
6 12 18

Average Number of Correct Analyses
For Each Ten Input Group

Figure 18
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RUNS # OF SPURIOUS ¥ O SPURIOUS
TEMPS C.R.

/3 2/3 3/3 TOT 1/3 2/3 3/3 TOT
DEGREE V-1 31 2 2 7 11 25 0 3 4 7
DEGREE V-2 28 2 1 5 8 23 0 3 3 6
DEGREE V-3 19 1 0 1 2 22 0 1 5 6
TYPE V-1 21 1 3 4 £ 15 (¢ 3 3 6
TYPE V-2 18 1 3 2 6 12 0 2 1 3
TYPE V-3 20 1 3 3 7 10 0 1 1 2
VOLUME V-1 36 4 6 9 19 22 0 2 3 5
VOLUME V-2 31 3 3 8 14 21 ] 2 2 4
VOLUME V-3 25 2 3 5 10 18 0 1 3 4
TOTAL 229 17 24 44 85 168 0 18 25 43

Nwiher of Spurious Rules Found in the First, Middle ard Last

Third of Each Rule Set (For Fach Run).

Figure 19
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tend to be densest at the bottom of the rule sets. Thus due to the top-down
search strategy, correct rules are far more lihely to be chosen than spburious
ones.

As stated previously cne requirement for a good learning system is
that it not be prone to unlearning., BAn input is considered to ke unlearned
if it is seen once and analyzed corr:ctly and subsequently seen again and
analyzed incorrectly. Figure 20 shows the number cof unlearned inputs for
zach of the nine experimental runs. The low values here clearly indicate
that once the system has learned to disambigrate a particular input, that
capability remains learned. Also, the fact that versions 2 arnd 3 perform
better than version 1 with respect te unlearning indicates that the preven-
tion of spurious rules is an aid in the prevention of unlearnina. Unlearning
may stem from sources other than the system itself. If a user provides
incorrect information to a learning system, improper rules and subsequent
unlearning may result. 1In an operational learning system it may therefore
be necessary for an analyst to review periodically the newly learned rules
prior to their final acceptance into the pernanent rule set.

Oone final investigation is to look at the contents of the undesirable
rule lists following each version 3 run. Fiqure 21 shows the total number of
rules in the lists and the number which by hand analysis are found to be
actually spurious. Ideally all rules in these lists should be spurious; and
the figures shown are quite clusze to this ideal. These results show that the
system is able to learn rnot only the rules which make gocod d.sambiquaters,
but also those which are not useful. The results presented here show these pro-

cesses are truly capable of learning to disambiguate with a high degree of success.

F} FExtensions

. There are numerous other aoplications for a learning technique such
LS
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WORD VERSION 1 VERSION 2 VERSION 3
DLGREE 1 1 0
TYPE 1 1 0
VOLUME 4 3 2
AVERAGE 2 l.67 0.67
Number of Unlearned Inputs for Each Run
Figure 20

RUN. USELESS TEMPLATE. LIST USELESS C. R LIST_

LUNGTH # SPUR LENGTH # SPUR
DEGREE 10 ] 2 2
TYPE 1 1 1 1
VOLUME 9 8 3 3
TOTAL 20 18 6 6
ACCURACY 90% 100%

Composition of the Useless Rule Lists

{Version 3 Only)

Figure 2%
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as the one presented previously. A large system with many users maj be able
to learn the individual needs and techniques of its users. The system

could thus tailor a specialized subsystem to ez~h individual. In the area

of information retrieval a system might be able to learn to modify technigues
ard parameters in order to improve relevance feedback performance for a
particular collection and user. In nearly any application where a set of
rules or parameters must be created in order to perform some form of
analysis, the learning technique is potentially valuable, especially where
many such sets rust be crcated to meet the needs of many users.

The learning process can also be applied to ratural language
analysis in the resolution of pronouns. Unlike amhiguities which have
imultiple mearings, pronouns have no meaning in isoclation. To determine
meaning, the word to which the Pronoun refers must be located. This could
be acéémplisﬁed in the following way. The learxning process locks at each
roun in the vicinity of the pronoun and learns their cantexts. These are
then compared with the rontext of the pronoun and the noun with the best
match used. There are of course some problems to be solved. For example,
not all prgnouns refer to a specific thing. fThe fact that some pronouns
entormpass large concepts or merely provide an impersonal subject can b=

seen in the second and third example sentences below.

A. Take an egg andG oreak it into a bowl,

{specific reference)

B. The consequence of *his is that the project is feasible.

(miltiple reference)

C. Thzse results show thav it is possible.

(impersonal)

This can provide a more accurate natural language analysis process and

1(ERIC
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improve performance in any natural language .pplication.

6. Conclusion

This study is intended first to demonstrate the iuportance of disam-
biguation in various fornas of natural lenguade analysis, and to motivate
investigation into th2 automation of this procecs. It also serves as a
test of the template aralysis facility. The s*tudy s.ows that it is possible
to perform this disambiguation with a high degree of accuracy using an
extended form of template analysis and a predetermined set of structured
templates anad unstructured context rules. The creation of these rules
requires an analyst to examine typical inputs and determine the words or
structures which indicate the intended meaning of the amtiguous word. As
is shown in 5 this manual process may be eliminated by implementation of
a process which allows the system to disambiguate for itself. with the
exception of the first few inputs for which the performance is understaniably
low, the learning process demonstrates tiie same high degree or accuracy
achieved with the hand made disambiguation rules. Not only is the system
able to learn which rules provide good disambiguation, it can also cdeter-
mine wr .ch rules do not, and exclud2 these rules from the system. The
learning process has applications in many areas and template analysis

appears sufficiently general to facilitate many of the applicatiens.

16+
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V. The Effect of Common Words and
Synornyms on Retrieval Performance

D. Bergmark

Abstract

The effect >f removing comnon words from document and query vectors
is investigated, using the Cran-200 collecticn. The methcd used is com-
parison of a standard stem dicticnary and a thesaurus with a new dictiocnary
formed by adding an exiensive common word list to the standard stem dic-
tionary. It is found that removal of common words from the query and docu-
ment vectors significantly increases precision. Query and documant vectors
without either c¢ uwon words or synonyms yield the highest precision results
but inferior :recall rssults. Synonyss are found to be more effective for

recall than commcn word-x.

1. Intrcduction
A thesaurus results in about 10% better retrieval than a standard
stem dic.ionary, acccrding to results in previous studies [2). This fact
leads to the question of why the thesaurus performs better: 1is it because
it groups terms into synonym classes, or is it because the thesaurus in-
ciudes a larze cemmon word list. If both contribute vo the superiority of
the thesaurus, ;hen it is desirable to determine what propcrtion of this
improvement is due to each factor. Taking common words out of a thesaurus
could ccnsume little time compared te that required for grouping concepts
into synonyn clesses if an appropriate reans of autcmatically generating
the common word list w2re found. Therefore, if a large amount of irprove-
ment of a thesaurus o/er the stem dictionary is due to removing comron
Q
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words and putting them in a separate list, then it would be advantageous to
devote work to methods of isolating the insignificant words.

tie subject of this paper, then, is a coiparison of the search re-
sults of a standard stem dictionary, a thesaurus, and a standard stem dic-
tionary with an extensive common word list. The results of this study indicate
that a large amount of the differsence in retrieval performance between thesaurus
and standard stem dictionaries is due to the removal of common words into a
separate list. Surprisingly, the effect of synonyms and of common words are

similar; both encourage higher recall but both degrade precision.

2. Experiment Outline

A) The Experimental Data Base

With limited resources, it is fairly importait to choose carefully the
collection to be studied. First, the collection 7ust be small enough to be
manageable within the resources available, yet large enough to give zignifi-
cant results. The collection also has to have bLoth a thesaurus and a word stem
dictionary available.

The Cran-200 collecticn seems to satisfy these criteria and is tchosen
as the basis for the study. TLis cclle tion has 200 documents and 42 queries,

and the text is available on tape for lookup with a new dictionary.

3) Creation of the Significant Stem Dictionary
Investigating the retrieval effectiveness of an extensive common word
list together with a standard stem dictionary requires, per force, the genera-
tion of a new dictionary. Specifically, the new dictionary desired is one which
has tha same stems as tYe standard stem dictionary bu* with many more words
miskeé as common.,
ERIC
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The most readily available common word list for the Cran-200 collec-
tion is contairned in the Crwn-200 thesaurus. In fact, the thesaurus is
essentially the same dictionary as the standard stem -dictionary except that
many more words are flagged as common, and synonyms are grouped intc concept
classes by assignment of the same concept number to all word stems synonymous
with each other. Furthermore, since the same word may occur in more than cne
concept cliss, cne term may have more than one ccncept number assigned to it.

Thus more "significance" decisions are mude in constructing a
thesaurus than in constructing a standard stem dictionary, both {n removing
common and in removing infrequently used words from the dictionary list.
Hence if a thesaurus is turned back into a standard stem dictionary, the
result is a standard stem dictionary with a large common word iist. There-
fore, rather than going through the standard stem dictionary and merking
additional words as common, the strategy followed in this experiment is to go
through the thesaurus and renumber the words so that the cormon words are
still flagged as common, but the stems are separated so that no two stems
have the same concept number and each stem has only one concept nunber.

This method is efficient since no word-matching need be done to determine
which are commcn words and which sre nrt.

Punching the Cran-200 thesaurus, CRTHES, from Tape ¢ onto cards
yields approximately 3380 cards with one thesaurus term per card along with
its concept class(es). These cards are then used as input to a 360/20 RPG
program which punches a duplicate dect in which each thesavrus tern is
assigned a unique concept number, with numbering starting at 1 Jor the
significaat terms and at 32001 for common terms. This results in 2246
significant, distinct words and 741 distinct cormon words.

[: T}:« That the resulting dictionary (henc.forth recferred to as the
Alz\y
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"significant stem dictionary") is the one cesired can be seen from Apjendix

I, which lists some typical query vectors using each of the three dictivnaries.
It can be seen that the significant anc standard stem queries ére sufficiently
similar except for the inclusion of common words in the standard stem cueries.®
The significant stem dictionary has approxirately twice as many words marked

as common than does the standard stem dictionary. In addition, the significant
stem dictiosnary has about 65% as many significant concepts as the standard, and
many of the remainder are actually comrmon and so were rev2r included, or were
deleted from, the thesaurus. The new dictionary thus has the same word signif-
icance decisions (i.e., the same common word list) as the thesaurus, but the

same grouping decisions (i.e., none) as the word stem dictionary.

C) Generation of New Query an¢ Document Vectors

With the creation of the new dictionary, it is necessary to reassign
rectors for the queries and doc'. ~nts of the Cran-200 collection in preparation
for search “uns. To accomplish this task the LOOXUP program, written in PL/I,
is used. This 2vogram reads in a dicvionary, a suffix list, and the query or
document texts; it then generates concept vectcrs for the texts using the étandard
suffixing rules. It is run once for the Quzries and once for the documents.

Some decisici has to be made concerning the suffix list; ideally it
should be as close as possible to that used for creating the original thesaurus
and svandard stem vectors for the Cran-200 collection. The suffix list used in
this study contains approximately 195 terns., and the resulting vectors indicate
that it is quite similar to the one used to generate thesaurus and standard stem
vectors.

“There was some concern in the early stages of this work that the thesauru: con-
tains many full words rather than stems. Although there are full words in the

Q  saurus which are only stems in the stem cictionary, the reverse is alsc true.
[E l(:any case, analysis of individual queries shows that these discrepancies have

EEEmEE ¢ irnificant effect on what is retrieved.



As far as the Cran-200 text is concernsd, it has to be picked ocut from
the Cran-1400 collection. A slight modificaticn of the LOCKUP program does
this by allowing the user to specify which of the Cran-1400 query and dccu-
ment texts are to be processed. One Cran-200 text (Text 995) is not on the
Cran-1400 tape but is fortunately not relevant to any of the Cran-200 queries;
it is not believed -hat the missing document perturbts results very much.

The average lengtn of the resulting significaant stem queries is 6.1h
words as opposed tc the standard stem queries with 8.26 words and the thesaurus
queries with ©.98 words. The size of the document vectors varies proportion-
ally with the length of the queries, except that the thesaurus dccurent
vectors are in peneral slightly shorter than the sig: = ° " stem document
vectore.

Why there are more words in the thesaurus qu< ©:nh in the slgnif-

icant stem queries is somewh2t unclear. As can be ser® fi  the queries listed

in Appendix I the additional words in the thesaurus ¢... e Conmen cnes,
*hese words have been removed fron the thesaurus, pr. ail = iuse they were
judged to Le common, and thus do not appear in the s -:... . % stem queries.
On the other hand, some thesaurus queries have few:: nt terms than
the significant stem queries; this is because if two : re SYNuNymous,
their concept number appears only once in the thess u y with a heavicr
weight.

D) TIocument Analysis — Search and Average Fu

In order that the evaluation of all threse dici enaries is con a con-

sistent basis, search runs rust be done nsing vector: ronerated with all three
dictionaries. Relevarcy judgrents must be added to 1! significant sten
query vectors obtained by LOOKUP so that the sa=e 171 .ncy fudgrents ore ased

ERIC
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for each of the three sets of queries. A falrly simple search without complex
parameters is performed so that unnecessary complications in analysis do not

a: ise. A full search lists the top thirty documents, and then a positive fead-
back search using the top five documents is done to make sure tuat removing
common words and synonyrs -Joes not have an unforseen effect on feedback.

The results of the three searches, thasaurus, significant stem and
standard stem, are compared by analysis of overall measures as well as in-depth
analysis of individual queries to see to what extent not having synonyns hurt
or help the retrieval process. Similarly, in-depth analysis is required to
see what effect common words, or lack of them, have on retrieval.

To aid the analysis, the standard averages are obtained as well as
the recall-level and document-level recall-precision graphs. The three full
searches are compared with each other, and the three feedback runs are compared
with each other. Results are verified using the standard significance tests.

In addition, some statistics are calcuiated by hand to determine
retrieval effectiveness. Specifically, it is felt that the default rank recall
sneasure provided in the SMART averaging routines is not quite suited to the
analysis being done here. When some of the relevant documents do not have any

correlation with the query, the averages have to be based oi extrapolaticn; in the
standard SMART run, the rank recall is celculated assuming that the relevant docu-
ments with no correlation appear at the bottoem of the list (i.e., rank 200, 199,
198,...). Since this project is directed touward seeing what effect common words
have on precision as well as recall, it seems better to take into account the
nunber of documents, relevant iand ncn-relevant, which correlate with the query
in the first place. That is, it seems that if onc is testing precision, and
if two queries each retrieve six out of nine relevant docurents, but one of
O
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them recovers thirty more non-relevant documents than the other before going
on to a zero correlation, it shculd be judged less precise than the other.
Thus in the graphs derived by hand, rank recall is excrapolated on the basis
of CORR.RANK+1, CORR.RANK+2, etc. for the relevant documents which have

zerc correlation wit the query.

All in-depth znal 3is is performed on the full search results rather
than on feedback results because the project is more concerned with deter-
mining the effect of dictionaries rather than the effect of feedback con
retrieval. The recall-precision graphs for the three feedback runs are,

however, in.iuded in #ppeundix II.

3. Retrieval Performance Results

A) Significant vs. Stardard Stem Dictionary

The results of this experiment show that, as expected, use of a
large ccmmon word list improves the retrieval performance of a standard
stem dictionary. It can be seem frem Graphs 1 end 2, which show Lhe recall
ani precision averages for two full searches, one using the standard stenm
dictionary and the other using the significant stem dictionary, that the
significant stem dicticnary results in greater precision at all recall and
document levels.

Furthermore, global statistics for these runs bear out the sarme

conclusion, that the significant stem performs better than the standard stem:

Standard Stem  Significant Sten

Rank ERecall L2u2h . 3331

Log Precision L4202 L5053

RIC
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The above statistics are significant according to all the usual significanca
tests,

It is interesting to note that the difference betwzen the signifi-
cant and standard stem curves remains fairly‘constant despite the recall
or document level. This indicates that the significant stem perforins roughly
the same retrieval as the standard stem, only more precisely. In other

+

words, including common terms in the document and query vectors seems to

uniformly degrade precision performance.

B) Significant Stem vs. Thesaurus

1t was originally expected tvtat using a standard stem dictionary
with a large common word list would result in search performance better
than the standard stem but not das good as the thesaurus. From the recall-
precision Graphs 3 and &4 it can be seen that contrary to these =2Xpecta*’ons
the significant stem performs just as well as the thesaurus, if not better.

The similarity of the significant stem and thesaurus curves is
confirmed by glcbal statistics, which while extremely close give a slight

edge to the significant stem dictionary:

Significant Stem  Thesaurus

Rank Recall . 3331 . 3222

Log Frecision . 5053 L4280

Here the difference between the two curves is not the same. The
significant sten performs better than the thesaurus at the low end eof the
curve, but loses this edge as recall increases. One nay conclude that the
standard stem queries tind only the first tew relevant docurents fazter than

ERIC
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the thesaurus.

C) Standard Stem vs. Thesaurus

In general a thesaurus reszults in better retrieval performance than
a standard stem dictionary, and this experiment has roughly the same
appearance. Recall-Precision Graphs 5 and 6 indicate the superiority of
the thesaurus over *he standerd stem at all recall and document levels,
with the superiority most marked at high recall levels. That the thesaurus,
with its common Wword list and synonyms, is better than the standard stem
but is approximately equal to the significant stem, with cnly a common word
list, indicates that much of the improvement of the thesaurus over the
standard stem is due to the common word list. Furthermore, comparison of
these ti.ee sets of recall-precision plots seems to indicate that at the

low recall end synonyms actually degrade precision, acting as common words do.

D) Recall Results
The difficulty with the significant stem dictionary, however, can

be detected in the normalized glchal statisties (Figure 1).

[:;tandard Stem Significant Stem Thesaurus
Horm Recall « 8483 .833C L8732

Norm Precision .6615 .6918 i L6924

Normal Recall and Precisien for Full Search, All Dictionaries

Figure 1

-2
2

These global statistics are ruch closer than the Rank Recall and
Log Frecision and indeed, the first ravors the standavd stem dictiocnary over
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to the t-test. . .s problem displayed here is that the sigunificant stenm
ultimately results in lower recall than dces the standard stem; more

queries have rank and precision measures based on extrapolation in the first
case than in the second.

To be specific, 14 of the 42 queries using the significant stem
dictionary do not have a 1.00 recall ceiling during the full search, while
only rine of the standard stem and six of the thesaurus do not. The average
recall ceiling for the significant stem is 0.8853 while the average recall
celling for the standard stem is 0.9390 and 0.95b5 for the thesaurus. After
feedback, however, the difference narrcws somewhat, going to 0.9504 for the
significant stem dictionary and 0.9841 for the standard stem dictionary
(the thesaurus at 0.9814 after feedback is not quite as gcod as the standard
stem dictionary).

It is reasonable that the recall ceiling is higher for the standard
stem than for the significant stem, since the average querv length for the
latter is greater thon that for the former. Thus chences for a significant
stem query not correlating at all with documerts relevant to it are greater
than those for a standard stem query. Similarly synonyms improve the chances
for the thesaurus query's maiching at least one relevant document.

To measure this recall differance in arother way, Figure 2 displays
a recall measure used by Keene Plbased on the average rank of the last
relevant document retrieved. Figure 2 is based on the full sedrch results.

The method 1 averages, which mezasure ul.imate 1 :call ability, shows
that th2 thesaurus is superior in this y»spczct, while the significant sten
dicticnary has the pocvest recall. Tie rotheld 2 avirares, however, which
are rore a measure of precisicn in that they also inclule a reasure of hou

Q non-r:levant docurents are retrieved !~fcre correlation gees to czero,

ERIC
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Dictionary Method 1 Method 2
Standard Stem 83.33 60.29
Significant Stem 87.64 ye.ubd
Thesaurus 73.24 57.57
—
Method 1: Unrecovered relevant documents assipgned ranks of 200, 193,
etc.

Methbod 2: Unrecovered relevant documents assigned ranks of CORR,RANK+1,
CORR.RANK+2, etc. where CORR.RANK is the rank of the
documents with the lowest correlation with the quary greater
than 0.

Average Rank of the Last Relevant Document

Figure 2

O
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put the significant stem at the top of the list. 1ilius these averages
reinforce the previous hypothesis that if the user wants to recsver every
last relevant document, he should use the thesaurus, and if instead he is
interested in minimizing the nurmber of non-relevant retrieved, he should

use the significant stem dictionary.

E) Effect of "Query Wordiness" on Scarch Performance

While it seems ¢’ z2ar that significant stem results in an overall
increase in precision over standard stem queries, it seems likely that the
"wordiness" of a query, cr the number of common words included in the
standard stem query not included in the significant stem query, should have
some effect on retrieval. That is, the more verbose a standard ster query
is, the more non-relevant documen*s should be retrieved Lefore all the rele-
vant ones. Graph 7 shows the rank recall averages for standard and signifi-
cant stems, over all 42 queries, at variocus levels of "wordiness'.

It is rot really clear that retricval deteriorates faster as more
and more common words are added to the query. A couple of possible explana-
tions for this are 1) all the common words together may iretrieve the’same
documents, since the commzn words in a giveu query may be "related", or
2) of the common words added, only one or two of them are responsible for
retrieving garbage. {(The latter theory seems to be cenfirmed by study of
inuividual queries.) The left part of the graph is of course identical for

both dictionaries since at that point the queries are practically identicul.

) Effect of Query Length on Search Perforrmance
It also seemc likely that the difference in perforrmance would vary

derending on the nurmber of significant concepts in the query. TFer exarple,
O
EE l(: the significant stem query is very explicit, centaining many significant
1K
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concepts in it, then the added common words in the standard stem query should
result in extremely precise retrieval. 0On the other hand, a very shcot query
in terms of significant concepts would, cne supposes, almost have to contain
common words if any documents are to be retrieved at all. This hypothesis,
hcwever, is ot bern out by the search results. Oraph 8 plots rank recall
for the significant and standard stem queries at various query lengths over
42 queries.

Graph 8 indicates that thers are indeed diffesrences in the imprcvement
of signif{icant stem over standard stem queries, but there Is no easy way tc
characterize the differences. There are other factors affecting retrieval,
such as the number of locuments relevant to the query. For example, with a
very short guery and few relevant documents, common words weould be nmore
necessary than if there are a lot cf relevant documents. Thus the only fact
shown by Graph 8 is that retrieval can vary with the length of the querv:y the
best recall occurs at the average number of significant concepts, which is

roughly six.

G) LEffect of Quary Generality on Search Performance

Remaining is the questicn of whether it is wise to forget about using
a thesaurus with synonyms, since remcving corron words alone improves sten
retrieval. Certainly the recall-precision graphs indicate that precision
caffers with the thesaurus, particularly at low recall and decurant levels.
In many cases, then, it appears that usynonyms retrieve more non-relevant
documents than 4 zictionary without synsnyms.

Graph 9, hcwever, iudicates that the picturs for the thesaurusz is
ret all that black., Vhis graph shuw, for all three dicticnaries, rank rec:ll
plotted against the number of d cuments re evant te the query, hald'ng query

Q lenath constant; when query generality {s lew, the thesaurus perferrs best.

ERIC
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Using a thesaurus improves the chances «f those one or two relevant documents
being retrieved, whereas the signficant stem query may fail to correlate

with any of the relevant documents. When there are many relevant documents,
however, a thesaurus loses its edge becuuse at least one of the relevant
documents is likely to be retrieved by any of the queries, and the thesaurus

synonyms serve only to retrieve a large amount of non-relevant items.

H) Conclusions of the Global Analysis
The general conclusicns which may be drawn from this global analysis

are as follows:

1) If one is interestad in precision, it is definitely wise to

remove common words from the query and document vectors.

2) If one is interested in a high recall ceiling during a full
search, one shcould use a thesaurus. The thesaurus has better
ultimate recall than does stem alone, indicating that synonyms

retrisve better than comm>n words do.

3) If there are few documents relevant to a gquery, one should use
a thesaurus. Xeen reaches much the same conclusion, saying that
"for users needing high precision with only one or two relevant
docurents, the thesaurus is little better than stem on IRE-3,
but in CRAN-1 and ADI, a larger supericrity for the thesaurus
is evident." (2] (CRAN-1 is the szme collection as is being used
here.) It is rossible that while synonyms are useful in the
Cran-200 and ADI collections, in ocher collecticns synonyns

would not be required even :ior high recall.

4) If there are rany relevant docurents to a query, it is just
as good and perhsps Letter to remove both commen words and

syncnyms from the query and docurment vectcers.

O
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4. Analysis of Search Performance

Having reached some conclusicns on the basis of overall statistics, it
is new appropriate.to examine the reasons for these results by looking at some
specific queries,

The overall averages presented in section 3 indicate the general superi-

ority of the significant stem dictionary over the standard stem dictionary. At

all recall (and document) levels, the significant stem has greater precision than
does the stancard stem. The reason for this improvement in performsnce can be

seen by inspection of Query 386 (Figure 3).

O

Relevant Standard Stem Significant Stem [ Thesaurus |
Document # Rank & Corr. Rank & Corr. Rank & Corr.
37 1 4234 1 L5292 1 . 4889
35 2 L2413 2 L3111 2 . 3651
36 7 . 1365 4 L2046 6 L2614
34 14 .10B64 5 .1519 5 .2505
Rank Sum L4167 . 8333 L7143
Leog Precision L4503 . 8615 . 77672
Horm Pecall I . 8341 L 9¢ 74 . 9949
Norm Precision | L7843 L9716 L9491
Query 36
Figure 3

The standard ster. query has two more terms in it than does the significant stem
guery, 'determine" and "establish." Il c¢ar te seen from Figure 3 that removal
of these two common words from the gquery doubles search effectiveness.

All three queries retrieve decu-ents 35 and 37 first; the standard stem
query, however, retrieves four non-relevant documents before the third relevant
one. Two of these non-relevant docurents ave retrieved by the query word

“getermine" while the other two are retrievel sinmply because they are short and

ERIC
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contain one query term each.

Analysis of this query demonstrates two reasons why removing common
words is beneficial to retrieval. C(r= is that common words increase the
chences of the query's correlating with a non-relevant document simply
benause that document and the query have the same common words in them,
Secondly, inclusion of common words greatly increases the length of the
document vectors, but short texts are lengthened relatively less than are
long texts. Thus short texts have a decidedly greater chance of a high
correlation with the query; having cne term in common with the query gives it
a disproportionately high correlaticn when relevancy should not be a function
of text length.

Also indicated by the recall-precision curves is the similarity of
the significant stem and thesaurus retrieval, with the significant being
slightly better in general. This finding is alsc borne out by Query 36
(Figure 3), where only two non-relevant decuments are retrieved by the
thesaurus query, as opposed to the one retrieved by the significant sten
query, before a recall level ot 1.00 is reached. Interestingly, the short
document containing the terms "axiel compresscr” which was reirieved early
by both the stem queries is not one of these two non-relevant documents
retrievcd early by the thesaurus query; rather, synonyms account for the
retrieval of the two non-relevant items. Specifizally, the query ternm
"compressor' appears only cnce in tte two non-relevant ..ocuments, while the
synenym "impeller' appears seventeen tires, giving them a high correlaticn
with the thesaurus query.

Query 36 thus deronstrates why synonyms can degrade precision;
“compressor' is a freguently cccurring word in the Cran-200 collecticn and

Q
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in combination with its synonyms can cause retrieval of a number of ncn-
relevant documents. Using stems alone, on the other hand, gives less
emphasis to words like '"compressor'” and wore to the group of significant
query terms as a whole.

Nevertheless, it is difficult to make hard and fast distinctions be-
tween the search precisicn of thesaurus queries versvs significant stein
queries. In Query 27 (Figure 4), for example, it is precisely the synonyrs
which account for the high performance of the thesaurus query. Al three
versions of Query 27 are identical, except that the thesaurus gquery, of
course, includes synonyms. These synonyms serve to retrieve with relatively
high precision the first three relevaat deccuments. Spacifically, document
160 does not contain the term "boundary-layer'" but it does contain its
synonyms "boundary" and '"layer" three times each. 1In this case, the low
precisicn ¢ffect of synonyms is offset by the large set of query terms;
taken as a whole, the complete set of query terms and their synonyms helps

pinpoint the relevant documents more accurately.

( Relevant Standarg Sten Significant Stem Thesaurus
focument # Rank & Corr. Rank § Ccerr. Rark & Corr.
160 45 .1826 3y .2287 < L4327
28 43 .1902 46 L2020 8 .3813
56 31 .2105 32 . 2297 11 . 3750
29 75 L1035 77 L1226 54 . 2307
7] 62 128y 57 .1667 71 V1L05
161 138 .03C9 - - 166 .0367
Rorm Recall .679% L3333 . 7285
Horn Precision ,2920 L2754 L4772
Rank Rec.all 0533 . 0150 . 0be3
Log Precision . 2699 . 1632 . 3336
Query 27

El{\l‘ic Figure y
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The superior correlation of relcvant items 28 and 56 with the
thesaurus query 4s opposed to the stem queries is explained by the shorter

thesaurus document vector lengths (Figure 5).

Document Thesaurus Length Significant Stem Length
28 57 63
56 26 27
.l ]

Length o! Relevant Docurent Vectors for Query 27

Figure 5

Similarly, the significant stem is more precise than the standard stem
because significant stem docum:2nt vectors are shorter, giving higher weights
to their significant terms.

Search results in this study corroborate the findiags of past

workers that the thesaurus is better than the standard stem dictionaries.

The results also indicate tnaat much of this difference may well be attribut-
able to the lengthy common word list of the thesaurus. In Query 36 {Figure
3), for example, the imprcvement of the thesaurus query over the standard
stem query is due nore to the removal of common words than to synonyms.
The same improverment can be seer in Query 7 (Figure 6) where the
thesaurus results in muzh beztter retrieval than the standard stem query.
All three queries retrieve the same two relevant and the same non-relevant
documents in the first three recovered. After that, however, the next
relevant document 3s four 1 in ranks 1il, 13, and ©#) for the ‘igaificant
stem, thesaurus, and standard stem queries, respectively. This difference
in retrieval is clearly duz *to the remcval of common words, since the two

Q

]El{J!::ionaries with the leng cormon word list ranked about the same. Synonyrms



Relevant Standard Stem Significant Stem Thesaurus
Document # Rank & Corr. Rant & Corr. Rank & Corp.
4l 2 L4042 ] L4914 1 4762
90 3 .3175 3 . 3536 3 . 3859
42 41 . 1459 11 .2176 13 . 2572
72 53 .1279 47 .1211 35 .1918
95 60 . 1200 70 .0773 Ly 1672
Norm Recall . 8522 . 8800 . 9169
Norm Precision L5944 . 6856 L7130
Rank Recall . 0943 . 1136 .1563
Log Precision . 3528 L4129 L4351
Query 7
Figure &

contribute very little to the high precision in the initial retrieval stages.

Results indicate, however, that at the higher recall levels, the

thesaurus is superior. This is shown in Query 7 {Figure 6) where the last two

relevant documents are retrieved much faster by the thesaurus query than by
either of the two stem queries. The reason for this is primarily the shorter
document lengths of the thesaurus vectors, and secondarily the syncnym
"coefficient" is matéhed with the query term 'derivative" in one case.
(Shorter document length also explains the faster retrieval ot 72 by the
significant stem than by the standard stem.) In the case of document 95,
however, the staniard dictionary works bLetter than the significant stem
dictionary because the common terms "cormparison' ard '"number" combined with
the significant "mach" tcost the dccument-query correlation of 95.)

That *he significant stem dictionary has severe short-conirgs in the
lower correlation, hig! recall, ranges is without doubt. This degradation in
1ecall is not fully reflected by the recall-precision graphs, though it is
Q
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seen in the normalized global statistics {(Figure 1).

The main explanation for this phenomenon appears to be that the
sigrificant stem vectnrs, with neither common words nor syncnyms in them,
have a good chance of "missing' a relevant document altogether. Query 23
(Figure 7) demonstrates this in that one of tiile two relevant documents dces

not correlate at all with the significant stem query.

Relevant Standard Stem Significant Stenm Thesaurus
Doc.ment # Rark & Corr. Rank & Corr. Rank & Corr.
—{
143 3 . 2197 5 L1257 10 .13849]1
148 13 1346 - - 5 .2683
Norm Recall L9672 . 4889 L9637
Norm Precision .6999 . 3722 .67u8
Rank Recall L1875 .01ub .2000
Log Precision .18%2 .1003 L1772
Query 23
Figure 7

In this query, Item 148 has none of the significant query cefms. It
does, however, contain tne synonyms "irpeller™ and “"Compressor" for the querv
term “"purp," and it alsc contains "method," a common term found Iin the stan-
dard stem query. (It should be noted thit Document 148 is picked up after
feedback for the significant stem query.}

While both common words and synonyms are useful for retrieval at
hlgh recall levels, synonyms are superior in this respect. Iu Cuery 3
(Firure 8) the thesaurus is the oniy dictionary of the t'rec which achieves

100% recall during the full secarch.

ERIC
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Relevant Standard Stem Significant Stem Thesaurus
Document # Rank & Corr. Rank & Corr. Rank & Corr.
57 3 L2134 3 . 2889 8 . 3303
31 24 .1331 14 . 1862 13 L2476
30 16 L1486 21 .1795 20 .2182
32 9 .1825 10 .2102 23 .2001
L 18 L1450 19 .1827 25 .1876
33 - - ~ - 12y 044l
Norm Recall .7861 .7887 .8351
lorm Precision .5681 5724 .5132
Rank Recall .0778 .0787 .09886
Log Precision L3774 .3797 . 3497
Query 3
Figure 8

The only reason that document 33 is retrieved by the thesaurus is
that it contains the term "high-pressure-ratio" which imatches '"pressure" in
the thesaurus query. Even the five extrs terms added to the standard stem
dictionary query fail to retrieve this last relevant item.

It is interesting to note here that while recall is superior for the
thesaurus in Query 3, precision is not. The synonyms, as noted above, refrieva
rany non-relevant documents, and here mcre so than even common words do.

Once again, the rule that high recall means low precisicn seems to be borme out.

Although the significant stem fails to achieve a 100% recall ceiling
more often than both the other dictionaries, there are cases when high precision,
low recall, and feedback can be effectively used to achieve high precision

One case of this is Query 1 (Figire 9) where so many non-

and high recall,
relevant iterms are retrieved by the thesaurus and the standard stem that feed-
back is impossible because the user sees no relevant documents. Once again, as

Q pically the case, the thesaurus has the highest recall ceiling but not

RIC
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very precise retrieval.

R — — ]
Relevant Standard Stem Significant Stem Thesaurus
Document # Rank & Corr. Rank & Corr. Rank & Corr.
22 29 .0899 1 .2208 33 .1108
21 - - - - 32 L1115

Query 1 after feedback

22 29 .0833 1 .97956 33 .11G68
21 - - 3 . 0855 32 L1115
1 - - 2 .19% - -
Query 1
Figure 9

The significant stem query retrieves only one of the three relevant iterms
(22), but this item is used for positive feedback anl in turn retrieves
another relevant document (21). No feedback, on the other hand, can be done
with the standard stem query (only 22 correlates, and it is in rank 29) or
with the tn<saurus query {(two relevant documents correlate with the query,
but are in rasks 32 and 33). Thus query 1 demonstrates that it is not always
necessary to have complete recall, at least during the }nitial search; high
precision is more useful if feedback is going to be used.

The feedback recall-precision graphs in Appendix II indicate that
this is precisely what haprens, since feedback improves the .recision of
the significant sten much rore than the other two dictionaries at the high
recall ond of the curve.

The effect of query length cn precision, where length is the nu-ter

n{ significant concepts in the query vectors, doss not appear to vary
Q ;

IEIQJ!:‘Aeval resvlts in a ccnsistent ranner. If a gquery ir worded very

1Q9nh



specifically, which dictionary wsed is immateria: (see Query 12, Figure 10).
On the other hand, a lengthy query may zero in faster on relevant documents

but in the long run retrieves more non-relevant ones.

Relevant Standard Stem Significant Stem Thesaurus
Document # Rank & Corr. Rank & Corr. Rank & Corr.
(35 1 .5175 3 .5284 5 .5217
49 2 <4759 2 . 5423 2 7272
48 2 4308 7 L4558 7 L4937
50 5 . 3896 4 .£185 3 .6963
47 o . 3857 5 4Bz 6 . 5067
51 7 .3776 8 L4082 8 46E0
Norin Recall .9966 .9931 .9914
lNorn Precision .C663 .9111 . 8950
Rank Recall . 8400 . 7241 L7740
Log Precisicn . 8859 . 7466 L7137
Query 12
Figure 10

The length of the query is less important than the number of documents

relevant to a query. If there are a lot of documents relevant to a query, it

is often better to "'se a narrcw query first (no common werds or synonyns)

and then use feedback ! retrieve the remaining relevant items. In Query 16
(Figure 11) the thesaurus has tne highest recall coiling in the full search,
but at the same time retrieves so many non-relevant thal ony one relevant
item is available for feedback. The stancard stem does nct have quite a high
recall ceiling and also has only one decument in *the top five for feedback.
ii2 significant stem, however, retrieves *wo relevant in the top five and so

feedback 1s more effective (the total of relevant document ranks after feed-

back is the least for the significant stem query).

Q
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Relevant Standard Stem Significant Stem Thesaurus
Dccument Feed- Feed- Feed-
Number Full back Full back Full back

102 2 1 2 1 2 1
84 9 37 5 2 20 25
83 7 5 9 3 11 5
31 - 2 - ) 70 2
80 15 3 15 5 27 3
82 - 16 - & - 13
193 18 18 21 14 9 4
67 24 31 22 38 46 41
85 - 50 - 41 - 32
— _ .

Sum of ranks

after feedback 163 114 127

Query 16, Full Search and Feedback Rankings

It

helpful in

to improve

is to find

Figure

a good, extensive common word list.

Le S

seems obvious, then, that sn extensive common word list is

retrieval, particularly if precision is desired.

If one wishes

upon a standard stem dicticaary, the first thing he should do

After that, additiocnal

improvement may be gained {in recall, particularly) by grouping some of the

dictionary terms into concept clssses.

Doing it the other way around can

be disastrous, huwever, as is seen in Query 18 (Figure 12).

= == —— )
Relevant Standard Stemn Significant Stem Theseurus
Document # Rank & Corr. Rank & Corr. Rank £ Corr.
123 19 . 2016 3 . 3636 15 .2303
125 20 » 1990 5 .3079 21 .2052
122 6 L2490 5] .281y 18 .2107
12y L7 . 1254 18 .1886 62 L1375
Norm Recall . 895y 9719 .B6UB
Norm Precision .5327 . 7658 U667
Q Rank Recall ,1087 L3125 .0862
]EIQJ!:;og Precisicn L2744 L4300 L2489
] R - :
19 1906
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The significant stem dictionary here is clearly the best and the
thesaurus is the worst. In Query 19, there are eight significant terms
which in themselves vresult in good retrieval (as indicated by the perfor-
mance of the significant stem query). In addition to these eight terms,
there are five common terms in the standard stem query, causing it to
retrieve five non-relevant items before iae first relevant one. Figure

13 shows how the significant terms can be overwheimed by insignificant terms.

Document 9y 86 64 25 148 122 R

signif. planform analytic planform | analytic | fiow flow

terms, rectangular | flow wing flow oscillate

in all wing oscillate transonic transonic

queries ractangular wing
wing

comiron rdetermine determine general | determine | determine Fmethod

terms, general general methed general general

in stand.} method nethod method method

svem only] possible J

Terms (and Number of Occurrences) Appearing in Top 6
Documents Retrieved by Standard Stem Query 13

Figure 13

The thesaurus query vector for some reason contains three of the

) .
common terms added tc Query 19; it does even worse than the stem dictionaries
because synonvms compound the difficulties of common words. The thesaurus
query thus retrieves 14 nou-relevant documents before finding the first

ralevant one. The query terms "osciliater" and "planform” both belong to

relatively large synonym classes.

L ERIC
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5. Conclusions

The main conclusicn of this study in the area of dictionary construc-
ton is that careful construction of common word lists is at least as
impertant as grouping concspts into synonym classes. This is an important
result since it should be earier to construct common word lists automatically
than to construect synonym classes automatically.®

This study, in addition, has relevance to areas other than dictionary
construction. For example, a fair amount of work is being done in tne area
of automatic document vector modification, which in part involves dropping
"unimportant" concepts from the vectors (i.e., concepts infrequently usecd
in queries). Since the common word list used in this study also contains
infrequent words whereas the standard stem dictionary merely includes them
as regular words, there is an opportunity in local analysis of these sesrch
ruins to determine the effect of infrequently used words on retrieval. In
particular both Query 6 and Query 1 in some of their versions irncluded an
infrequent word not in the other versions. In neither case, did this infre-
quent word affect retrieval except lower correlations by lengthening -the
query vector.

Another area in which this study is relevant is in scatter storage
schemes for dictionary lookups [3]. This scheme can offer improvements in
efficiency but thesaurus-type dictionaries ars difficult to handle. One
has to make a two-step apping in order to get to the synonym class frem

the original query or document term; comron words, on the other hand, c¢an

® Work is being done in automatic syrcnym zenstruction or has been done [11.
For these algorithms to work, however, common words probably have to be
removed first, anyway.

ERIC
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be handled easily enough. Therefore having determined that a standard stem
dictionary can be considerably improved by removing some words into the
common word list, it would be better to implement this inprovement in the
storage scatter scheme than it would be to implement the improvenent in-
volving concept classes.

Finally, this project carries out a suggestion made by Keen [2]
that is the "five rules" of thesaurus construction are to be really evaluated,
several Gifferent versions of a single dictionary would have to be made and
tested. In the course of this study, a new dictionary is created, one
which uses the fveqieacy :'ules but not the grouping rules. Thus the impor-
tance of rules dealing with word frequency versus rules about synonyn classes
is established. It is just as important to be careful in constructing the
common word list as in constructing the thesaurus. However, it is probably
easier to follow the rules for cemmen work list construction since common

words are more systematic than synonyms are.

6. Further Studics
This investigation raises a few issues which were not settled, and

which may prove interesting for further study:

1) The work presented in this paper is of course not conclusive for
collecticns other than the Cran-20). The first extension of this experiment,
then, would be to perform a similar common word a.alysis on other collections,
One reason for the apparent good performance of the significant stem dictionary
is that the Cran-200 thesaurus is not that much better than the stanuard stem

dictionary in the first place.

O
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2) The current Cran-200 collection still contains a fair number
of common words in the thesaurus vectors although these seme words have been
marked common In the thesaurus itself. This could also explain the lack
of performance of the thesaurus as compared with the significant stem
dictionary. Thus a new lock-up run should be made on tlie Cran-200 collecticn
using the current version of the thesaurus tc generate vectors without

so many comnon wWe.rds in them.

3) It would be interesting to det2rmine more precisely the influencze

of infrequent words on retrieval,

4) More careful analysis of feedback results from this investigation

should be made.
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Some query vectors using the standard stem, significant stem and thesaurus

Appendix I

Query Standard Stem Significant Stem Thesaurus
4116 gas 863 gas 226 gas
5087 kinetic 1133 kinetic 118 kinetic
2086 Chapman-
Enskog
1
2576 dqetail 275 results, solution
7236 rigorous
9083 theo- 33 theory
1553 bound- 253  boundary 394 boundary
2 2463 cylinder 484  cylinder 158 cylinder
3392 flow 777 flow 388 flow
5171 layer 1178 layer 394  layer
luyl non-circular 151 non-circular
2666 dissociate 568 dissociate 89 dissociate
3137 enthalpy 656  enthalpy 294 enthalpy
3479 free 822 free 11 free
4407 hypersonic 877  hypersonic 57 hypersonic
6625 press- 1690 pressure 386 pressure
8248 simulate 2018 simulate 194 simulate
3 8546 stream 2202 stream 414 stream
9306 tunnel 2419 tunnel 190 tunnel
9725 wind 2588 wind 190 wind
4305 high 47 high
6558 possible
7113 realize 521 real, practical
7249 respect
8234 significant
2447 current u77 current 332 current
2609 diffar- 547  difference 105 difference
3035 effect £10 effect 388 effcct
4258 heat 06 heat 276 heat
5168 law 1176 law 270 law
8465 stagnation- 2152 stagnation- 134 stagnation-
point point puint
Y 9258 transfer 2389 transfer 251 transfer
‘ 2534 viscosity-temperature
39618 vortice 25u8 vortic- 281 vortic-
1218 analyses 31 analyses
1334 assume 17 assume
264l discrepancy
Q 6652 prime 44 prime ?
EMC 7257 result

204



Query Standard Stem Significant Stem Thesaurus

U407 hypersonic 977 uypersoric 57 hypersonic
%171 layer 1178 Jayer 334 layer
5239 line- 1217 linear 288 1linpear
7289 reynold~ 1866 reynolds 362 reynolds
8184 shock 1982 shock 337 shock

5 2534  viscosity-termperature
1218 analyses 31 an:lyses
1334 assume 17 assume
5321 1low 45  low
8196 numkber 3B4 number
8358 solution
1388 axial le4 axial 185 axial
2226 compress- 372 compressor 202 compressor
5090 Kkink 1140  kink 242  kirk

6 5239 1line 1216 line 68 1line
5594 multi-stage 1402 multi-stage
8665 surge 258 surge 149 surge
3248 explain
1102 aevrodynamic 39  aerodynamic 137 aerodynamic
2551 derivatives 525 derivative 429 derivative
4407 hypersonic 977 hypersonic 57 hypersonic
5348 rmach 17269 mach 3%2 mach
5441 measure 1313 measutre 32 measure

7
2207 compare
6196 number 384 number
9086 theoretic 35 theoretical
8764 work
1102 aerodynamic 33  aerodynamic 137 aerodynanic
2551 devivatives 525 derivative
3285 facility 715  fFacility 207 facility
5441 measure 1319 me asure 32 neasure

8 7353 run- 1899 running 285 running
8208 short 2003 short 52 short
9169 time 2356 time 2 time
1084 adopted
1377 avail
5479 method
1107 aerofoil 44 gerofoil 197 gerofoil
2370 correct- 439 correction

4 5582 mount 1385 mount 55 mount
930€ tunnel 2419 tunnel 190 tunnel
9330 two-dimensional 2436  two-dimension- 10I two-dimension-
9727 wind-tunnel 2583  wind-tunnel 190 wind-tunnel
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Query Standard Stem Signifiecant Steam Thesaurus
3392 flow 777 flow 389 flow
7019 quasi-conical 1761  quasi-conical 157 quasi-conical
8480 state 2163 state 26 state

10
6621 present
3083 theo- 33 theory
3392 flow 777 flow 388 flow
5128 laminar 1152 laminar 94% laminar
5543 model 1367 model 194 model
6019 nature- 1410 natural 297 natural
6386 parameter 1580 parameter 271 pavameter

11 9242 transit- 2392 transition 394 transition
9306 tunnel 2419 tunnel 190 tunnel
9316 turbulent 2426 turbul- 286 turbul-
9725 wind 2588 wind 190 wind
4566 1influence 249  influence
1060 act- 24 action 250/249 action
1139 air 63  air 165/228 air
1192 altitude 92 altitude 184 altitude
1348 atmosphere 157 atmosphere 228 atmosphere
2712 drag 588 drag 135 drag
4273 height 918  heignt 184 height

12 €284 orbit 153y orbit 460 orbit
8024 satellite 1913 satellite 318 satellite
8031 scale 1915 scale 43 scale
2334 contract
9536 vary 239 adjust
2543 delta 516 delta 159 delta
3392 flow 777 flow 383 flow
8408 speed 2118 speed 253 speed
8682 sweptback 2268 swentback 50 sweptback

13 9035 tapered 2298 taper- 498 taper-
9253 transonic 2398 transonic 296 transonic
9755 wing 2592  wing 223 wing
2609 differ 239 adiust

Query Vectors for Three Dictionary Types
O
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Run 0 — 42 Queries (Plus 0 Nulls) — Wordstem Feedback = Standard
A Full Search with One Iteration of Feed-
back Using Word Stem Dictionary
Run 1 — 42 Queries (Plus 0 KNulls) — Craanmine Feedl = Sig Stem
Full Search with One Iteration ot Feed-
back using Stems with Common Words
Run 2 - 42 Queries (Plus 0 Nulls) — Thesaurus Feedback
A Full Search with OUne Itzration of

Feedback
Run 0 Run 1 Run 2
Recall NQ Precision NQ Precision gg_grggjsion
0.0 0 0.8098 o) 0.848y 0 0.7783
0.05 0 0.8098 0 0.8484 0 0.7733
0.10 1 0.8098 1 0.843y 1 0.7783
0.15 8 0.8098 8 0.848Y 8 0.7664
0.20 21 0.80¢8 21 0.8246 21 0.7521
0.25 31 0.8098 50 0.8067 31 0.7291
0.30 31 0.7881 30 0.7885 31 0.7162
0.35 32 0.7710 32 0.7862 33 0.6983
0.40 32 0.7110 32 0.7862 33 0.6881
0.u45 32 0.6810 32 0.7u455 33 0.6597
0.50 uQ 0.6810 40 0. 7455 L1 0.6597
0.55 40 0.5883 40 0.6612 41 0.5503
0.60 40 0.5759 no 0.86479 41 0.5117
0.65 40 0.523y4 40 0.6241 41 0.4757
0.70 40 0.4916 40 0.5799 40 0.4351
0.75 40 0.4638 40 C¢.5509 40 0.4347
0.80 40 0.4043 37 0.4831 39 0.3953
0.85 40 0.3736 3y 0.4419 38 0.3734
0.90 40  0.3486 34 0.4278 38 0.3593
0.95 40 0.34R5 34 0.4278 38 0.3580
1.00 41 0.3u486 35 N.4278 39 0.3580
Noom Recall 0.8955 0.9011 0.93045
Norm Precision 0.7647 0.7999 0.7597
Rank Recall 0.4082 0.4997 0.L207
Log Precision 0.6001 0.56u7 0.5885

Symbol Keys: NQ

Number of Queries used in the average not dependent
on any extrapolation. .
Norm = Normalized.

Pecall Level Averages
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Run 0 — 42 Quaries (Plus O Nulls) — Wordstem Feedback
A Full learch with One Iteration of
Feedback Using Word Stem Dictionary

ol
f
2
=

WO N OE W™

75
100

1n.0%
25.0%
50.0%
75.0%
99.0%
100.0%

Symbol Keys:

O

ERIC
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NR
CNR
NQ

= O F

R WM WWwNw

11
139
30
18
6

1

m

CNR

33

60

77

Q0

5
103
107
112
113
114
118
121
123
126
129
131
134
135
137
1339
150
169
18%
1.87
128
139
169
187
193
194
198

RUN O
NQ

42
41
36
35
3
34
33
31
29
28
28
28
28
28
28
28
28
28
28
28
26
20

9

8

23
20

~3 W O

o

Nuimber of Relevant.
Cumulative Nu.nber of Relevant.
Number of Queries used in the Average

Standard

Recall Precision
0.2266 0.7857
0.3317 1.7262
0.4555 C.6667
0.5129 0.6190
0.5293 0.5571
0.5651 0.5278
0.5798 0."4955
0.5983 ”,4789
0.6033 0.458+
6.6072 C.ul3C
0.6287 0.437°
0.6416 0.4313
0.648% 0.4238
0.6622 0.4191
0.6749 0.4150
0.€:305 0.4099
0.6921 0.4069
J.6947 0.401S
0.705% ¢.3980
0.7148 0.3948
0.7612 6.3702
0.38418 0.,35%31
0.9321 0.3514
0.9395 0.3491
0.71u8 0.3948
C.8448 0.3531
0.9395 0.3491
0.9R83 0.348%
0.974%7 0.3483
1.0000 0.3u486

not Dependent on any Extrapolatioun.

Document Level Averages (1)

Percent of Tc¢ial Nurber of Items in Collection.

V-4l
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Run 1 — 42 Queries (Plus 0 Nulls) — Cranmine Feedl =
Full Search with
back using Stems

=
[£]
=
~

O~ F WwN

75
100

10.0%
25.C%
50.0%
75.0%
30.0%
100.0%

Symbol Keys:

O
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NR
CNR
NQ

N -
CONKFOKRFMNONNON T FEFNONWOONOoW

=g

12
1y
32
10
2

0
10

n nn

CNR

35

63

81

33
102
110
115
120
123
125
127
131
135
137
139
141
142
143
143
14
156
176
182
186
198
144
176
186
183
168
198

RUN 1

NQ

42
41
35
32
31
3l
29
27
26
23
22
21
20
20
20
19
19
19
19
13
18
11

5

2

19

o O o

Number of Relavant.
Cumulative Number of Relevant.
Number of Queries used in the Average

Sig Stem
One Iteration of Feed-
with Common Wnrds

Recall Precision
0.2405 0.8333
0.4146 0.7619
0.5G11 0.7063
Q.5479 0.6528
0.5848 0.6111
0.6170 0.5794
0.6393 0.5510
0.6594 0.5349
0.5772 0.5170
0.6868 €.5038
0.6841 0.49490
0.7128 0.43912
0.7273 0.4893
0.77329 0.4843
0.7448 0.4800
3.7525 0.4767
0.7555 0.4723
0.7603 0.4684
0.7603 0.4637
0.764L2 0.4606
0.8064 0.4429
0.8885 0.4355
0.9216 0.4310
0.9397 0.4291
0.7642 0.4606
0.8685 0.4355
0.1397 0.4291
0.3504 0.4275
0.9504 0.4269
1.0000 0.4278

not Dependent on any Extrepolation.

Document Level Averages (2)

Percent of Total Number of Items in Collection.

V-43

r\-



V-uy

Run 2 — 42 Queries (Plus 0 Nulls)} — Thesaurus Feedback
A Full Search with One Iteration of

Feedback
RUN 2
Rank JR CHNR NQ Recall Precision
1l 31 31 42 0.2099 0.7381
2 21 55 41 0.3541 0.6667
3 10 65 36 0.3888 0.5714
y 15 80 3h 0.4532 0.5536
5 6 36 34 0.4811 0,5060
6 y 90 3u 0.5012 0.u663
7 8 98 34 0.5399 0.4515
8 9 107 33 0.5807 00,4452
9 5 113 29 0.6138 0.4389
10 2 115 2 0.6232 0.u4254
11 5 121 27 0.6506 N,u4232
12 3 12y 25 0.6625 0.4186
13 4 128 25 0.678% 0.4160
14 1 129 25 0.6821 0.4087
15 2 131 24 0.6928 0.,4047
16 1 132 24 0.5975 C.3998
17 3 135 24 0.71u2 0.3982
18 ¢ 157 23 0.7249 0,3958
19 2 133 23 0.7327 0.3830
20 3 142 23 0.7426 0.3%29
30 15 157 22 0.799C 0.3777
50 i3 175 15 0.8886 0.3662
75 10 185 10 €.9331 0.,3816
100 0 185 10 0.9331 0.3583
13 198
10.0% 142 152 23 0.,7422 0,3928
25.0% 33 175 15 0.8886 0.3662
50.0% 10 185 L0 0.9331 0.3583
75.0% 9 19y 2 0.9774 0.3580
80.0% a 194 1 0.9774 0.3576
100.0% y 198 0 1,0000 0.3580
Symbol Keys: NR = Number of Relevanti.
CNR = Cumulative Number of Relevant.
NQ = Number of Queries used in the Average
not Dependent on any Extrapolation.
% = Percent of Total Number of Items in Collection.

Document Level Averages (3)
O
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VI. Negative Dictionaries

K. Bonwit and J. Aste-Tonsmann

Iostract
A rationale for constructing negative dictionaries is discussed.

Experimental dictionaries are produced and ratrieval results examined.

1. Introduction

Information retrieval often involves language processing, and
language processing frequently leads to language analysis. When the in-
formation initially appears :n natural language form, it is desirable to
perform some sort of normalization at the heginning of the analysis. A

system oftea used in practice assigns keywords, or index texms, to identify

the given information items. Dictionaries, listing permissible keywords
and their definitions. are emnloyed in this process. Sometimes, a negative
dictioqgsx is also used, to identify those terms which are not to be
assignad as keywords.

Variovs types of positive dictionaries, their ccnstruction and uses,
have been discussed elsewhere [1, 2. 3). Th=: question of the negative
dictionary, or, what to leave out, is a fuzzy.one. It is generally agreed
that "common function words", such as "and”, "or”, "but", which add to
the syntax but not the semantics of a sentence, should be dropped for the
purposes of information retrieval. Other words at the extremé ends of the
frequency distribution cause a problem. For example, "information" and
"retrieval" might uppear in nearly every document of a collection on that

subject (high frequency): if included as keywords, they would retrieve every-

RIC
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VIi-2

thing. Conversely, if only one document discusses "microfiches" (low
frequerncy), and that word does not constitute one of the parmissible
keywords, that document may never be retrieved. As with most information
retriewval problems, the 9oals of the systen, either high recall or high
precision, will determine how many words are to be included. In the
SMART system, a standard list of 204 “common English words" is used as a
negative dictionary for all collectiions.

The general procedure used for dictionary construction consists in
producing a concordance of the document collection with a frequency count,
and incliding in the negative dictionary raxé, low freguenrty words, common
high frequency words, and words which appear in only nonsignificant contexts,
such as "observe" in "we cbserve that . . ." This process requires the
choice of frequencY cutoff points, and a definition of the notion of
"nonsignificance". It presumes a priori that such deletions will not effect
retrieval results too considerabliy. A preferable system would ke one that
produces a negative dictionary of those terms which can be shown to detract

from retrieval efficiency, or at least, not to affect it.

2. Theory
The set of keywords chosen for identifying documents constitutes the
index language. The number and type of words included will control the

specificity of the index language. Keen states (3] that

"a dicticnary which provides optimum specificity for a given test
environment will exhibit a precision versus recall curve that is

superior to 1ll others probably over the whole performance raage."
The purpose of this report is to exhib:rt a means of measuring specificity,

ERIC
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and to show how a negative dictionary can be constructed to optimize index
language specificity.

The aim of a negative dictionary is to delete {rom the index
language all words which do not diotinguish, and leave only those words
which discriminate, among the documents. If the documents are considered
as points in a vector space, with the associated identifying keywords as
cuoordinates, then documents containing many of the same keywords will be
relatively close tngether. If all keywords are permitted, then the docu-
ments will all cluster in the subspace defined by thc common words; on
the other hand, if orly discriminators are permitted, the document space
will "spread out", since cach discriminator separates the space intn those
documents it identifies and those it does not.

The standard method for measuring "closeness™, or correlation, of

two document vectors v and W is the cosine:

where Vi(wi) is the weicht of the '1th keyword in document v (w), and the
sums run over all possible keywords.
The "compactness" ("clcseness together") of the points in the

document space can be measured as follows:

1) find the centroid ¢ of all the document points, that is,

Q
"
ik
I o~
<

j=1
O

RIC
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th

where vij is the weight of the i keyword in document j, and

N is the total numbher of documents;

2) find the correlation of each document with the centroid, i.e.,

cos (g,!j), for all documents j;

3} define the document space similarity, Q, as:

Q has values ketween O and N, higher values indicating more similarity
among documents. The value O is never obtained sincé c is a function of
the other vectors, and the value N is obtained only if all the documents
are identical to the centroid. Nornalized @, i.e. Q/N, is just the
average document-centroid correlation (though this value is never cal-
culated in the work which follows).

By calculating @, using the terms provided by differing index
languages, it is possile to measure end ccmpare the specificity of these
languages — a language is more specific the lower its Q. The question
remains how to discover the optimal Q that will give the superior recall-
precision curve described by ¥ec

To see what happens when a single lieyword is deleted, let Qi ke
defined as @ calculaved with the ith term deleted (i.e., vij left out of
all calculations, for all documents j). Then, |Q - Qil mcasures the change
in document space similarity due to the deleticn of term i. If Qi > Q, the
aocument space is more "pbunched up", more similar, when term i is deleted,
or term 1 is a discrimirator. <Conversely, if Qi < O, deletion of tem i
causes the space to "spread out", to be more dissimilar, and deletion of

term i may aid in retrieval. In the same way, Q_ is defined for a set of terms,

Q I
ERIC
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I = {il, i2, PN in}. That is, QI measures the document space similarity
when all the terms in set I aave been deleted from the index language.

Since deletion of discriminators raises ¢ and deleticn of non-
discriminators lowers Q, some optimal set of terms Imin should exist such

that QI is minimal. It still remcins to be shown that the index language
min

consisting of the set of keywords remaining when the set Imin is deleted
from the total collection of keywords will be optimal in the sense of Keen.

If the total set of keywords is K = {i,, i, . . ., i}, and 1 ., = {i
e t min

U
. e ey imin}' min < t, then Figure 1 describes what should happen to Q
as terms are successively deleted from K (a point (ij,Q) represents
Q{il' LY i.e., Q for the index language given by K - {il, e ey ij}).
As non-discrimgnators are deleted, the document space spreads out and
Q goes down to its minimum. Then as discriminators are deleted, documents
that were distinguished are corlesced, the document space draws together,
and Q goes up (until all documents are identically null}.
It may be hypothesized that retrieval will follow the same pattern.

That is, using some method of retricval evaluation, the best results will

occur at Qi , and as Q increases, retrievel "goodnese" will decreace.
min

One measure of retrieval effectiveness i3 the rank of the last relevant
document retrieved. 1If Nr is the average rank (over a group of queries) oy
the last relevant document retrieved, then assuming retrieval follows Q,

Nr versus i will be as in Fiqure 2. As non-discriminators are deleted

('1l to imin)' it is easier to find the relevant dosuments, and Nr goes

down until imin is reachad. At that point discrimina?ors begin to be lost,

the document space closes up, relevant documents move closer to non-relevant,

Aruitoxt provided by Eic:
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more ncn-relevant are retrieved along with relevant, and Nr goes back up.

3. Experimental Results

The ADI abstracts collection is used as a base for testing the above
predictions about the Q and N_ curves. The full (no common words deleted)
vectors and the accompanying word stem dictionary are used. The dictionary

terms are ranked twice:

a) in order of increasing Qi' i.e., with the supposed discriminators

at the end of the list;

©) in order of decreasing frequency of occurrence {number of docu-

ments appeared in), with the least frequent terms at the end.

Since the ADI collection contains 1218 keywords, only every 28th {an arbitrary
number) point of the curves is considered, i.=2., wha*% happens when terms

1-28, 1-56, 1-84, . . . are deleted (usinj th: orderings above). At the
selected cutoffs, query searches are performed, and tne corresponding QI's

and Nr's calculated.

When the terms ave deleted in increasing Qi order, the Q1 anvar

curves come out very much as predicted (Figure 3 and 4), being both of
approximately the same shape: dipping down to a minimum and shooting off
at both ends {sec Figure 5 for comparison). Interestingly, no documents
are "lost" (have all their keywords deleted) until all but 98 keywords

are deleted, at which time Nr shoots up, indicating that these 98 terms are
real discriminators. Also, the Nr curve has a very large, flat middle
"mininum" (discounting noise) area — deleting 28 or 36 x 28 terms does not
make much difference.

. The keywords are thus divided into 3 sets (Figure 4}:
LS

ERIC
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vIi-1l1

a) those on the right end whose deletion leads to better retrieval

(lower N );
r
b) the middle terms which do not make much difference;

¢) those at the left end which must he retained for good retrieval.

The sharp drop on the right-hand side of the curves is somewhat
misleading. If all the points alcng the drop were plotted (corresponding
to deleting 1, 2, 3, . . ., 28 keywoxds), it could be seen that the mininum
actually occurs after the iirst 10 ter&g are deleted. These 10 terms
constitute the set a), and it turns out that for all 10 terms, Qi <Q
(Q without subscript is Q for i{he full index language). That is, these
terms are of the type which according to predictions could be dropped from
the index language, and the Nr curve shows that they should be. For all
othar tarms (sets b) and ¢)), Qi > Q. The members of set a) are therefore
easy to icdentifv and include in a negative dictionary: calculate ¢ focr the
full index langnage and Qi for each yeyword and put in the negative dictionary
those keywords with Qi < Q.

The normalized recall, defined by

y (ri - i)

i=1

— = et

normn n . (N _ n)

for N the total number of Aocuments, n the number of ralevant documents and
s the rank of the ith relevant document retrieved, is an alternate measure
of retrieval effectiveness. The curve nf normalizeid cecall vs. teims deleted
(Figure 6) delineates the same sets a), b), and ¢) that the Nr curve did.
Since high reca:l is an indi-ation of good retrieval (as opposed to low Nr)'
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Aruitoxt provided by Eic:

‘tinng the recall curve (by subtracting all values from 1) is requireu to

224



vy1-12

9 aanbtJa

N3QN0 © A8 NOILIN2A-S143DN0OD 40 J3BWNN SA Tyo38  G3ZINVWYON

SWY¥31 40 M¥3EGANN =!

8121 820l 8¢6 861 8G9 816 8.¢ 8ee 86 (o) B
< T T T T T 1 X T 2090
9¢9'0
.AD- AD al t U
| el H \ www.o

2590

2220

—4520

—88L0

UJJOUH

O

IC

E

N

Aruitoxt provided by Eic:



O

ERIC

Aruitoxt provided by Eic:

vIi-13

show that recall also follows the pattern of ¢ {Figure 7).

It is interesting to note the frequency clauses into which the sets
a), b), and c¢) fall. The non-discriminating merbers of set a) exhibit the
highest freguencies {4C% -~ 100%); the "in-between" members of set b)
have the lowest frequencies (0% - 10%), while the discriminators of set
c) have 10% - 40%. While the terms in each set occur in the above ranges,
within a set they are not exactly in frequency order. Therefore, in terms
of frequency, the dividing line between discriminators and non-discriminators
is not a clear one, and its absolute value (h're, 40%) is likely to change
from collection to collection. The use of relative Q's to separate out
the non~discriminatorz, however, does not require the choice of such a cut-
off point, and is an easier criterion to apply in constructing a negative
dictionary.

When the terms are deleted in decrea~ing frcquency order, the

predicted curves do not show 'ip (Figure 8 and 9). Q is strictly decreasing
(reading from the <ight) — the more terms deleted, the more the space
spreads out. Since the terms are dropped in approximately the orderla),

c), b), the loss of non-discciminator a) terms causes the saue initial dip.
Since the c) terms occur in more docurents {(have highar freguencies) than
the b) terms, deleting them continiies the process of spreading out the docu-
ment space, until documents are identified only by a stray, "rare" word from
set b). (In Q order, deleting terms froin set b) has the opposite effect;
documents that were "pulled away" from the centroid hy o0dd words now move

in closer together as terms from set b) are deleted, and Q goes up.) Nr
has its initial dip resulting from tne loss of the terms of set a), and

then rises ch. rply as the discriminating terms of set c) are lost and the

remaining keywords prove to be puvor identifiers. In this case, documents
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are "lost” much more quickly, after only 560 keywords are deleted.
It is interesting to look at the keywords that fall into sets a).
b), and c). Table 1 gives the 10 members of set a) in increasing Q order

and their freguencies of occurrence (out of 82).

Keyword Frequency
off 78
the 77
and 80
a 62
in 61
for 54
to 53
information 44
is 46
are 38
Table 1

Nine of the ten are identifiable as "common function words" without particular
semantic content. The tenth, the term "information", also shows up as a
non-discriminator, for this particular collection. Since the ADI collection
covers documentation, this is not surprising. The fact that “"information"
does occur in set a) is an indication that the Q criterion will be hélpful
in construuting negative dictionaries tailored to the collection with which
they will be used.

When 40 x 28 tewms are deleted, the 98 wrich remain comprise set c),
the so-called discriminators. Many of the 98 can classify as "content
words"” — "reguest”, "education”, "thesaurus", "retrieve” (see Table 2). On

the other hand, several "function words" also occur, e.g., "at", "as", "it",
"not", "has", "was". fThat is, in the ADI collection composed of abstracts

{rather than full texts), these words serve to "distinguish" between thosa

ERIC
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Xeyword Freguency Keyword Freguency Xeyword Frequency
index 19 vsagn 12 tace 7
library 10 procedure 7 produce 11
science 12 national 6 role 8
exchange 3 chemical 5 manual 6
search 12 program 17 recognition 3
process 14 publication 6 editing 2
service 10 journal 10 new 12
docurments 19 logic 4 been 13
center 7 reference 6 not 4
definition 3 as 23 rules 2
technical 9 mechanized 3 remote 1
computeyr 23 it 9 interrogation 1
read G communication 7 microfilm 1
characur 5 test 5 has 15
copy 7 can 11 prepare 5
be 16 education 4 graduate 3
book 3 naterial 4 intn 5
use 13 by 27 an 27
at 18 concept 7 training 6
retrieve 28 need 11 that 11
analysis 7 level 3 abstract 5
file 6 organization 7 catalogue 1
date 14 facet 1 mathematical 1
thesaurus 4 vocabulary 4 access 5
systm 33 have 10 store 7
from 17 or i5 handle 8
method i3 which 14 school 4
page 5 citation 4 literature 5
transfromation 2 comparison 4 word 5
machine 11 relation 5 was 5
image 1 request 5 IBM 4
text 7 foreign 1 name 2
automatic 8 special 8

Keywords are in decreasing Q. order, reading down the columns. That
That is, "index" is the best discriminator. being hetter than "technical”,
which is better than "usage", which is better than “tape", which is bntter
than "name", which is the worst discriminator in set c).

Set ¢} — Discriminators

Table 2

ERIC
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"documents" in which they appesr and those in which they do not. Again,
the Q criterion is matching the dictionary to the collection to produce
maximal retrieval in a mechanical way without the benefit of human judgment.
The members of set b) appear in an average of two documents each.
Both "function words” like "would” and "content words" like "overdue” and
"efficiency" are found. 3Since function words ars found in all three sets
{and therefore at all frequency ranges), it is clear that a criterion of
frequency of occurrence alone is not goinjy to find all furrtion words.

At the same time, it will not be a good judge of true discriminators.

4. Experimental Method

The above results are produced in an three-step process:

1) a LOCKUP run produces full document and query vectors,

and a list of all word stems used;

2) a FORTRAN program reads document~term vectors, calculates
Qi for each term i and produces a file in iﬂg{gasiqgigi
ordur of keyword concept numbers, frequency of occurrence,
and their total sum of weights {over all documents). A ‘

second prog:ram sorts this file into decreasing freguency

order;

3) a third program works with the full documents and query
vectors, and either of the term-frequency-weight files to

perform the deletion of keywords and the seaxch runs.

A) Calculating Qi

The first program inverts the document-term vectors and works with
this new file and the term-frequency-weight file it creates. It finds the
elements of the centroid vector ¢ by dividing the total sums of weights for

ERIC
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t
: T 2
each term by N, the number of documents. To calculate Q, it saves 2 v

i=1

. 2 .
for each document j, and Zci for the centroid. Then

Eowo i !

where t ic the total number of terms, and the values of vij are obtained

from the term-document file. As the program goes along, it also saves

~—Jcr

v j. c; for each document j. Then

) (v.. . c, ) - ij . ck

2 2
-\/E(ci ) - \/ZW " M

where the sums to t are all stored values and the v.lues involving k are

{ll o~y

2% =

llhﬂz

in the program's files.

B) Deleting and Searching

The third proqgram also inverts the document-term file, and keeps
track of zvijz for all documents j,., adjusting the values of the sums as
termz are deleted. This program finds Eciz and calculates Q{1—28}'
Q{1-56}' + + « + in a manner similar to that described above.

To perform searching a query w and ic¢s relevancy decisions are read
in. Using pointers to keep track of which terms are deleted {which part of
the term-document file to ignore), the gquery is correlated with each docu-
ment in the collection of full ~octors, then with document vectors with 28

terms deleted, then with 56 deleted, and so on. The cosine Zvij A /

ERIC
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2 . 2
zvi.z . Zwi can ke calculated, since the Svi] are stored, the vlj are

in the inverted term-document file, and w was just read in. The ranks of
th2 relevant documents car be fcund by comparing cosines {(numbzsr of docu-
ments with a higher cosine = rink - 1}. Typical results are shown in

Table 3. The output format is as fo.lows:

the iteration number indicates how many groups of 28 keywords were

deleted;
Cl = average cosine of the relovant documents;

€2 = normalized recall;

=
1]

rank of last relevant go_-ument;

Q = QI for the iteration given by tne iteration number;

nR = document n is relevant; the next two numbers are its rank

and correlation with the query.

The SMART routine AVERAGE is used to compare retrieval results for
different index languages. Some of the results for deleting texms in
increasingy Qi order, in particular, iterations 0, 1, 9, 36, and 40, are
shown in Figure 10 {which labels these Run %, 1, 2, 3, and 4, respectively).
The recall-precision curves show that deleting concepts does improve retrieval
effectiveness. Ry comparing entries in the %*able of recall-precision values
(Table 4), it can be seen that Run 1 falls on tor of Run 2. Tthat is, retrieval
performance is about the 3jame whether 28 or 9 x 28 keywords are deleted, but
in either case, performance is better than when no terms are deleted. *-d
when only 98 keywords are left (Run 4), the performance is still better
than with the full index language (Run 0), falling halfway between best
and worst.

To test the effertiveness of the negative dictionary created by the

ERIC 254
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0 critericn (i.e., the dictionary consists of the cerms in set a) ).,

retrieval results should he compared with those cbtained on the same
collectinn using the 204 "common English words” list as a negative dictionary.
The latter collection is not available on the SMART system, .o results are
compared with those obtaiaed using the thesaurus dictionary, which lumps
synonym:; together as well as deleting the 204 words. As shown in Figure

11, tihe results with the Q negative dicticnary (Run 1 = iteration 1) ar-

just about the same as those for the thesaurus, except in the low recall area.
Since thesaurus construction involves a larde amount of hand work and human
judgment while the @ negative dictionary c¢an be generated mechanically, the
0 metnod is prefernble if bigh recall .s desired, and the time and effort
saved by not preparing a thesaurus may justify the use of the Q method

even if precision is the goal.

5. Ccst Analysis

The basic rationale for neyative dictionaries is that they delete many
of the frequent keywords, thus reducing the size of files, and loweriny storage
and search costs. There is a tradeoff hetween file size and retrieval effec-
civeness, and a point of balance betveen the two has to be found. From Figure
10, it can be deduced that deleting 9 x 28 terms leads to about the same
retrieval results as deleting only 28 terms, and if any terms are dropped,
all 252 can be. However, deleting 36 x 28 {(Run 3) lowers retrieval perfor-
mance only slightly. Is the saving worth deleting the extra terms?

The question can be rephrased as follows: what is the s.ving in
costs when extra terms from set b) are deleted? The keywords in set a) are
deleted to improve retrizval (Figure 10, Run 1). Deletion of keywords in

ERIC
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set b) constitute the bulk of the terms to be stored. How much do they cost
versus how much do they add to retrieval?

The cost accounting will depend on the system being used and the
kind of results it produces. Assume & print-out of all retrieval documents

is required and the system works as follows:

a} a full search is performed for each query, processed separately;

b) results are in the form "Document Title" and 'Reference Number",

one line per document, with all docuients retrieved printed ont;
c) the computer is the 360/65 under CLASP;

d) the search program uses 250K and the file organization of the

SMART system,

Diagrammatically, the process will appear as in Figure 12. Queries are read
in, one at a time, and looked up in the dictionary (A). Each query - <curre-
lated with all members of the document file (B) and ranked. The doc.ment
titles for all documents up to tl- last relevant are found in the title file
(C) and returned tc the user (D). (Using all documents up to the last
relevant is a convenient measure of how many documents the average user will
see.)

What is the dependence of these operations on the total number of
terms t? Step (A) is independent of t — each word of the query must be
checked for occurrence in the dicticonary: non-occurrence takes as long to
discover as occurrence. Tae search step (B) depends on t in two ways: as
general file size is reduced, accessing time will go down, and as vector
length is reduced, the number of calculations required to compute query-
document correla*ticns will be lower. Steps (C) and (D) are inc:r.endent

of t, but are a function of Nr' the rank of the las*% relrvant document

24U
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Dictionary
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Doc-Vectors
( B

Doc-Titles
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360/65

output
D

Systen Organization

Figure 12
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(since all documents with rank < Nr are printed, relevant or not).

Accessing time is related to number of disc tracks read. The ADI
collection with all keywords included occupies 4 tracks. Deleting about
200 terms will reduce the number to 3, but even if all the terms found in
set b) are deleted, the number of tracke required remains at 3. For 35
queries, the total time saved with reduction to 3 tracks is 1.2 scc.

In addition, 50 millisec. is saved in computation time, or for 200 terms
deleted, 10 more sec. saved.

The cank of the last relevant document, Nr' generally increases as
terms are deleted, resulting in more output lines and an increase in time
and cost. 1Table 5 gives exact figures, in terms of dollars saved, when
various numbers of terms are deleted. Figure 13 is a plot of these values,
showing the savings in search resulting from deduction from 4 tracks to 3,

and the total savings, as functiors of the number of terms deleted.

6. Conclusions

Clearly, a nregative dictionary is needed; deletion of some keyuords
definitely improves retrieval. Deleting words in order of increasing 9
seems the hetter method; while the Nr curve for freguency order has a lower
minimum point, it is very unstable. Terms from set a), with Qi <,
are to be deleted; discriminators from set c) are to ke retained. The
question of what to do with the middle (set b} ) depends on the needs of
the user. For a large collection, deleting all but the most vital terms
will save storage costs and search time, possibly at some small loss in
retrieval., The ADI collection i3 too small to show very significant
differences in cost 'then terms are deleted.
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Number of Decrease
Number of terms Save in in W Save in Total
terms deleted Search (lineg Print Saved
remaining from set b) (dollars) saved) _ {dolla.s) {dollars)
1190 0] C.0 0 0.0 0.0
1162 28 0.0 0 0.0 0.2
1134 56 0.00016 0] 0.0 0.00016
1106 84 0.00024 - 2 -0.0026 -0.00236
1078 112 0.00033 0] g.0 0.00033
1050 140 0.00042 4 0.0052 0.00562
1022 le8 0.0005 3 0.0039 0.0044
994 196 0.00086 5 0.0065 0.0071
966 224 0.0667 11 0.0143 0.0810
938 252 0.0668 11 0.0143 0.0811
882 308 0.0670 1 0.0013 0.0683
826 364 0.0671 -1 -0.0013 0.0658
770 420 0.0672 -6 -0.0078 0.0594
714 476 0.0674 ~13 -0.0169 0.0505
658 532 0.0676 -29 -0.0377 0.0299
546 644 0.0678 =29 -0.0377 0.0301
434 756 G.0€E82 -41 -0.0523 0.0149
322 868 0.0685 -47 -0.06211 0.0074
210 980 0.0688 -61 -0.0793 ~0.0105

In terms of cost, the optimal number of terms to delete from set b) is
about 950.

Cost Statistics

Table 5

ERIC

240



vI-31

£1 2anbry

O A8 Q3.i37130 ,8, NOI93Y-S1d3ONCD 40 Y3FANN SA JAYS-— LSCO
SWY¥3L 40 YH38ANN-=!

812! 8.0I 856 86. °G9 316 8.¢ 8¢2 86 o
<+ T — | . B ; —Clv
anva |
LNING - WaWILZ2 ,
NI 3AVS 8CO
HO¥V3S NI 3AVS 7
NOILONA3Y MOvdl | _ T _ T
_
Il 400
LINI¥d 8
NI %)
1S09 n
/ _umos_ -¥00 &
<
E m
\Lf <>
3AVS WLOL ~e00
{
NI, o
v /
1S0D 3sve viva L
—200~

Aruitoxt provided by Eic:

E\.

244



Aruitoxt provided by Eic:

T T T T T AT R AN . i m—— b -

ERIC

Vi-32

The algorithm presented for determing the set &) requires the cal-
culation of Qi for each term i, and the storage of the enlire term—document
file. By judicious handling of the values involved, a farily efficient
method for discovering set a) is produced, This procedure should be
reasonably practical to run on a large collection, at least for generating
the initial negative dictionary. Updates for the dictionary when the
collection changes could be produced by rerunning the programs on a repre-

sentative sample of the revised collection.
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VII. Experiments in Avtomatic Thesaurus Construction for

Information Retrieval

G. Salton

Abstract

One of the principal intellectual as well as economic problems
in automatic text analysis is the requirement for language analysis tools
atle to transform variable text inputs into standardized. analyzed
formats. HNormally, word lists and dictionaries are constructed manually
at great expense in time and effort to be used in identifying relation-
ships between words and in distinguishing important "content" words from
"common” words to be discarded.

Several new metiiods for automatic, or semi-automavic, dictionary
construntion are described, including procedures for the automatic
identification of common words, and novel automatic word grouping methods.
The resulting dictionaries are evaluated in an informaticn retrieval
environmeit. 1t appears that in addition to the obvious economic advantages,
several of t'.¢ autcmatic analysis tools offer improvements in retrieval

effectiveness over the standard, manual methods in general use.

1. Manual Dictionary Construction

{fost information retrieval and text processing systems include as
a principal component 4 langudge analysis system designe” to determine the
"content", or "meaning” of 3 given infarmition item. In a conventicnai

library system, this analysis may be performed by a human agent, using
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established clussification schedules to determine what content iden:ifiers
will best fit a given item. Other "automatic indexing" systems are known
in which the content j entifiers avz generated automatically from document
and query texts.

Since the natural language contains irregularities gowverning both
the syntactic and the semantic structures, a content analysis system must
normalize the input texts by transforming the variable, possibly ambigucus,
input structures into fixed, standardized content identifiers. Such a
language norralization process is often based on dictionaries and word lists,
which specify the allowable coantent identifiers, and give for each identifer
appropriate definitions to regularize and control its use. In the auto-
matic SMART document retrieval system, the following principal dictionary

types are used as an example [1]:

a) a negative dictionary containing "common'! terms whose use

is proscrited for rontent analysis purposes;

b) a thesaurus, or synonym dictionary, specifying for each
dictionary entry, one or more synornym categories, or con-

cept classes;

¢} a phrase dictionary identifying the most frequently used

word or concept combinations;

d) a hierarchical arrangement of terms or concepts, similar

in structure to a stardard library classification schedule.

Whiie well-constructed dicticnaries are indispensable for a consistent
assignment of content identifiers, or ccncepts, to information items, the
task of building an effective dictionary is always Jdifficult, particularly If
the environirent within which the dictionary operates is subject to change,

Q@ 'f the given subject area is relatively broad and nonlomogeneous. [2)
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The following procedure summarizes the largely manual process normally
used by the SMART system for the construction of negative dictionaries and

thesauruses [3]:

a) ¢ standard common word list is prepared consisting of

function words to be excluded from the dictiocnary;

b) a keyword-in-context, or concordance listing 1s generated
for a sample document ccllection in the area under
consideraiicn, giving for each word token the context,

as well as the total wccurrence frequency for each word,

¢) the common word list is extended by adding new nor -
significant words taken from the concordance listing;

in general. the words added to {orm the revised commen

word list are either very high frequen:y words
providing little discrimination in the subject are:r under
consideration, or very low frequency words which produce

few matches between queries and documents;

d) a standard suffix llgg is prepared, consisting of the

principal suffixes applicable to English language

material;

e) an automatic suffix removel program is then used tc reduce
all remaining (noncommon) words to word stem form; the

resulting word stem dictionary may be scanned (manually)

in order to detect inadequacies in the stemming procedure;

f) the nost frequent significant word stems are then
selected to serve as "centers" of concept classes In the

tnesaurus under construction;

g) the wcrd stem dicticonary is scanned in alphabetical order,
and redium-frequency word stems are either aided to
existing concept classes, or are used as 'centers' of

new concept classes;

h) the remaining, wmostly low frequency, word stems are
O
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inserted ac members of existing word classes;

i) the finzl thesaurus is manually checked for inzernal

consistency, ana printed out.

It hes been fcound experimentally that thesauruses resulting from
these processing steps operate most satisfactorily if ambiguous terns are

entered cnly into those concept classes which are likely to be of interest

n !

in the subject area under consideration — for example, a term like ''bat
nead not be encoded to represent an animal if the document collecticn
deals with sports and ball games. Furthermore, the scope of 1he resulting
concept clacses should be approximately comparable, in the sense that the
totAal frequency of occurrence of the words in a given concept class shculd
be zbout equal; high frequency terms must therefore remailn in classes by
themselves, while low frequency terms should be grcuped so that total con-
cept frequencies are equalized. [3] A typical thesaurus excerpt is shown

in Tseble 1 in alphabetical, as well as in numerical, order by concept

class number. (Class numbers above 32,000 designate "commod'words.) [4]

A number of experiments have been carried out with the SMART system
in order to compare the eifectiveness I{n a retrieval environment of manually
constructed thesauruses, providing synonym recognition, with that of sinmple
word stem matches in which word stems extracted Irom documents are matched
with those extracted from queries. In general, it is found that the thesau-
rus procedure which assigns content identifiers represzenting concept classes,
rather than we 3 stems, offers an inprovement of about ten percent in
precision for a given recall level, when the retrieval results are averaged

over many search requests,

ERIC
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Alphabetic Order

Numeric Order

Word or Concept Concept Words or
Word Stem Classes Class Word Stems
wide 438 34y obstacle
will 32032 target

. . 3us atmosphere
wind 345,233 meteorolog
winding 233 weather
wipe 403 wind

5 airce
wire 232,105 345 alreraft
airplane
wire-wound 001 bomber
craft
helicopter
missile
plane
Typical Thesaurus Excerpt

Table 1

O
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A typical recall-precision cutput iIs shown in Fig. 1 for thesaurus
and word stem analysis processes, For the left-handé graph (Fig. 1 (a)) full
document texts were used in the analysis, whereas document abstracts were
used to produce Fig, 1 (b).#% [5]

In order to determine what thesaurus properties are particularly
desirable from a performance viewpoint, it Is of interest to consider briefly

the main variables which control the thesaurus generotion process [6):

a) word stem generaticn

i} type of suffixing procedure used — whether Fully

automatic or based on a pre-existing suffix dicticnary;

ii) extent of suffixing — whether based on individual
word morphology aloune, or also incorporating word

context;
b) concept class generation

i)} degres of automation in deriving thesaurus classes;

[
Ha
—

aversge size of thesaurus classes;
iii} homogeneity in size of thesaurus classes;

iv) homcgeneity in the frequency of occurrence of

individual c¢lass members {(within a thesauruvs class);

v) <dagree of overlap between thesaurus classes (that is,

number of word entries in common between classes);

vi} semantic closeness letween thesaurds classes;

“Recall is the prrrortion of relevant material actually retrieved, while
gsrecision is the proportion of retrieved material actually relevant. In
general, one would like to retrieve much of what is relevant, while rejecting
much of wnat 1s extraneous, thereby producing hi.h recail as well as hirh
precision. The curve closest to tle upper right-hand correr of a typical
recall-precision graph represeuts the hest perforrance, since recall as well
as precisicn is maxinized at th-t point.
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¢) '"common" word recognition

i) degree of automation in commen word recognitisn

process;

ii) proportion of common words as a percentage of the

entire dicticnary,
d) processing of linguistic ambiguities

i) degree of automation in the recognition of

linguistic ambiguities;

ii) extent of recognition of ambiguous structures.

The language analysis procedures incorporated into the SHART
document retrieval system all use an automatic word suffixing routine
based on a hand-constructed suffix dictiocnary. Furthermore, linguistic
ambiguities represented, for example, by the occurrence 5f homographs
in texts are not explicitly recognized by the SMART analysis process.™
The two main variables to be considered in examining thesaurus effective-
ness are therefore the common word recognition and the concept grouping
procedures. These two problems are treated in the remainder of this

study.

2. Common Word Recognition
In discussing the common word problem, it is important, first of

all, to distinguish coomon function words, such as prepositions, conjunc-

“Although several language analysis systems use e¢laborate procedures for
the recognition of linpuisti: amti, ities (7,81, it appears that most
rotentially arliguous structurc, arce automstically resolved by restricting
the applicatior of a given dicticnary to o sjecific, well-defined subject
area.
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tions, or articles, from common content words. The former are easily identi-
fied by constructing a list of such terms which may remain constant over
many subject areas. The latter, typified by the word stem "autwi:at" in a
collecticn of computer science documents, consist of very high — or very
low ~— frequency terms which shc 1d not be incorporated into the standard
coricept classes of a thesaurus, because the respective terms do not ade-
yuately discriminate among the documents in the subject area under considar-
ation. It is important that such words be recognized since their assigrment
15 content identifiers would produce high similarity coefficients betwzen
information items which have little in common, and because their precence
would nagnify the storage and processing costs for the analyzed information
itens.

To determine the importance of the common content word recognition,
a study was recently parformed comparing the effectiveness in a retrieval
en' ‘ronment of a standard word-stem matching process, a standard thesaurus,
and a word-stem ~rocedure in which the common content words normally
identifie ' 3s part of the thesaurus process were also recognized. {[9]
Specifically, 1 backward procedure was used to generate a word stem dic-
t . nzry from a thesaurus by breaking down individual thesaurus classes and
fsenerating from each distinct word, or word stem, inclided in one of thre
thesaurus classes, an entry in the new stem dictionary. The main difference

retween this new significant ster dictionsry and a standard stem dictionary

is the absence frow the dicticnary oi werd stems corresponding to common
functions an.) cemmon content word= ncrrally identificd ¢nly in a thesaurus,
A comparison totween significan and ctiniard stem dicticnaries will there-

fore preduce evicvence concerning b irjportdnce of ¢ mrmon word deletion frow
O
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document and query identifications, while the comparison between significant
sten and thesaurus dictionaries leads to an <valuaticn of the concept
classes and the term grouping methods used to gererate the thesaurus.
A recall-precision graph for the performance of the three dicticen-
ary types is shown in Fig. 2(a), averaged over forty-two gqueriss and
two huncéred documents in aercdynamics. It may be seen from Fig. 2(a)
that the thesaurus produces an improvement cf some ten percent in pre-
cizion for a given recall value over the standard stem process, Unexpect-
edly, a further improvemant is obtained for the significant sten dictionary
over the thesaurus performance, indicating that the main virtue of the
aerodynanics dictionary being tested is the identification of common
words, rather than the grouping of term into concept classes. For the
collection under study, the significant stem dictionary contains about
twice gs many commoi word entries as the standard stem dictionary;
Obviously, the recall-precision results reflected in the graph
of Fig 2(a) cannot be usec to conclude that synonym dicticnaries, or
thesauruses based on term grouping procedures are useless for the
analysis of document and query content in infeormation retrieval. Quite
often, special requirements may exist for individual queries, such as,
for example, an expressed need for very high recall, or precisionj; in
such rircumstances, a thesaurus may indeed turn out to be essential.
Consider as an example. the cutput graph of Fig. 2(b) in which
a glotal evaluation measure, known as rank reczll, is plotted for the
ten queries (cut of forty-two) which were identified by exactly six

thesaurus concepts.®® It is seen that for queries with very few relevant

O
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“The rank recall reasure expresses performance by a single nunber which
varies inversely with the ranks achieved by the relevant documents during
the retrieval process [1].
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documents in the collection, the thesaurus in fact is able to identify the
relevant items more effectively than either of the stem dictionaries. As
the number of relevant documents per query increases, the stem r~thods catch
up with the thesaurus process.

In view of the obvious Importance of common word identification, one
may inquire whether such entries might not be igentifiable automaticdlly. in-
stead of being manually generated by the procedure ocutlined in the previous
section. This question was studied using the following mathematical model.
Consider the original set of terms, or concepts, used to identify a given
query and document collection, and let this term set be altered by selective
deletion of certain terms from the query and document identifications. One

of two results will then be obtained depending on the type of terms actually

removed:

a) if the terms to be removed cre useful for content analysis
purposes, they will provide discrimination among the documents,
and their removal will cause the document space to become more
"bunched-up" by rendering all documents more similar to each
other, that is, by increasing the corielation between pairs of

docunents;

b) on the other hand, if the terms being removed are common words
which do not provide discriminatior,, the document space will
spread out, and the correlation between document pairs will

decrease.

This situation is illustrated by the simplified model of Tig. 3,
where each document is icentified by 'x', and the similarity letween two

documents is assumed invertely prupoitional to the distance between corre-

sponding x's. The conjecture to Le tested is then the follewing: a tern
O
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a) Original Document Space

”n X
>

b} Document Spoce After Removal of
Useful Discriminators

¢) Document Space After Removal of
Useless Nondiscriminators

Chonges in Oocument Spoce Compactness Follcwing
Deletion of Certain Terms

Fig. 3
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to be identified as a "common'" word, aud therefore to be removed from
the set of potential content identifiers (and from the set of allowable
thesauvrus concepts) is one which causes the document space to spread
out by decreasing its compactness.

The following procedure is used to verify the conjecture [10].
Consider a set of N deccuments, and let each document j be represented

by a vector of terms, or concepts, vj, where vij represents the weight

of term 1 in document j. Let the centroid ¢ of all documert points in

a coilection be defined as the "mean document", that is

the centroid is then effectively the center of gravity of the document
space. If the similarity, between pairs of documents i and j is given
by the correlation Y{Xi’xj)’ where r ranges frem 1 foir perfectly similar
itens to 0 fcr completely disjoint pairs, the compactuess Q of the

docutnent space may be defined as

N
Q= 53 rlcyv,), 0=QeN
=1 )

that is, as the sum of the similarities between each document and the
centroid; greater values of Q indicate greater compactness of the
document space.

Consicer then the function Oi detining the compactnezs of the
document space with term i deleted. If 0,>0, the document space is more

compact and term i is a discriminator; contrariwise, if Qi<Q’ the space

ERIC
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is more spread out, and deletion of term 1 nay produce better retrieval,
Since deletion of discriminators raises Q, and deletion of nondiscriminaters
(ccmmor, words) lowers G, an optimal set I of terms must exist such that QI

becomes minimal.

The following experimental procedure mey then be used:

a) consider each term i in order and compute Qi;

b) arrange the terms in order of decreasing Qi (that is,

with terms causing the greatest decrease coming first);

¢) define the set I of common terms tc be deleted as the set

leacing to a minimal C.

Fig. 4 shows the evaluaticn results cobtained by using this process
with a collection of eighty-two documents in the field of documentation,
together with thirty-five user queries., A total of 1218 distinct word stems
were initially available for the identification of documents., It is seen

from Fig, 4(a} that the evaluation results verify the rodel completely:

a) as high frequency, ncndiscriminators are first deleted,
the space spreads out, and the correspending recall-
precision output (follewing deletion of 252 terms) is

improved by about twenty percent;

b) when additional terms are deleted, the compactness of
the space begins to increase as discriminators are
removed, and the recall-precisicn perfeormnance deteri-
crates; the midcle curve of Fig. 4(a) represcnts the
performance following deletizn of 1120 terrs (in
cecreasing Q order), at whicl tire th2 retrieval

effectiveness has already diminished by sbcut ten percent,

O
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A conparison between the standard thesaurus performance and a word
stem method with the top twenty-eight common terms deleted is shown in Fig.
&(b). Is is scen that the thesaurus process is somewhat superior only
at the low recall end with the two graphs being nearly equivalent over
mcs*t of the performance region.

The results of Fir. 4 thus confirm the earlier studies of Fig. 2
in the sense that word stem matching metheds produce perfermance parameters
nearly equivalent to tnose cbtainable by standard thesaur.ses, providing
only that comnon word stiems are appropriately identified, and rermoved as

potential content identifiers.

3, Automatic Concept Grouping Procedures

For many years, the general classification problem consisting of
the generation of grou»s, cr classes, of items which are similar, in some
sense, to each other has been of mzjor coacern in many flelds of scientific
endeavor. In information retrieval, documents are often classified by
grcouping them into clusters of items thereby simplifying the information
search process. Alternatively, terms or concepts, are grouped into
thesaurus classes in such a way that syncnyms and other related terrs are
all identifiable by thLe same thesaurvs class numbers.

In section 1 of this report, various criteria were specified for
the manual, or intellectual construction c¢f thesaurus classes. Since the
manual generation of thesauruses requires, however, a great deal of tire
and experience, experiments have been conducted for s me year leadipg
to an automatic determinatizn of thesaurus clasces lbased on the properties

of the available document collccticns, that is, on the issignment of

O
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terms to decuments.

a)

b)

c)

d)

The general process may be described as follows [11]:

a term-document matrix is first constructed specifying the

assignment of terms to documents, including term weights, if any;

a term-term similarity matrix is generated from the term-

document matrix by computing the similarity between each pair

of term vectars, based on joint assignment of terms to documents;

a threshold value is applied to the term-term similarity
matrix to produce a binary term-term connection matrix in
which two terms are assumed ccnnected (that is, a 1 appears
in the connection matrix) wherever the similarity between

corresponding term vectors is sufficiently high;

the binary connection matrix may be viewed as an abstract
graph in which each term is represented by a ncde, and each
existing connection as a branch betweea corresponding pairs
of nodes; some function of this graph (for example, the
connected components, cr maximal complete sub-graphs of

the graph) is then used to define the clusters, or classes

of terms.¥®

A number of investigators have constructed term classificaticns

automatically, using procedures similar to the cnes ocutlined above (12, 13,

14). Unfortunately, the generationr of the term-term connection matrix is

time-consuming and expensive when the number of terms is not very small.

For this reason, less enpensive autonmatic classification methods, in which

*A connected corponent of a graph is a subgraph for which each pair of

nodes is connected by a path (a chain of branches}; in a maxinal complete
_subgraph, each pair of nodes is conrected by a direct branch, and no node
riot in the subgraph will exhibit such a connecticn to all cther nodes of
the subgrarh.
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an existing rough classification is improved by selective modification of
the original classes, tend to be used in practice. [15, 18]

To determine the effectiveness of such automatically constructed
term classifications in a retrieval environment, three types of experiments
are briefly described invelvirg, respectively, an automatic refinement
of already existing classes; two fully automatic term classification
methods;. and a semi-automatic classification process.

The first of these experiments consists in taking an existing term
classification, or an existing thesaurus, and in refining the term classes
by removing classes which are highly overlapping. [17] One such algorithm
tried with the SM/ T system was based on the following steps (in additicn

to steps a) through 1) already listed):

e} given the existing term classes, a class-class similarity
matrix is constructed, using the procedures already outlined

for the term-term matrix;

f) a threshold value is applied to the class-class matrix

to produce a vinary class connection matrix;

g) each maximal complete subgcraph defines a new merged
cuncept c{as;;

h) merged classes that are subsets of other larg:r

classes are i1c.moved, . the remainder constituting

the new merged classification.

This procedure 1as used to refine the documentation thesaurus
originally available for ithe ADl « llection, consisting =i eighy-tw.

documents and thirty-five search regiests. Two '"merged" thesszucuses

were produced as follows:

ERIC
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a) thesaurus 1 with a total of 156 concept classes and eéppreximately

3.9 ccncepts per class;

b) thesaurus 2 with a total of 28% concept classes, averaging

1.4 concents per class. [18]

The global normalized recall and precisicen values, averaged cver the thirty-
five gueries and exhibited in Table 2, show that some improveme .t in per-
formance is cbtainable with the refining prccess.

The second, more ambitious group cf experiments deals with the
fully automatic classification procedures outlined at the beginning of
this section. 1in one such study a large variety of graph theoretical
definitions was used tc define the term classes, including "strings of
terms", "starcs", "cligques', and "clumps", and various threshcld and
frequency restrictions were applied to the class generaticn methods. [19]
In general, it is found that some of the automatic classificaticns operate
more effectively than unclassified keywords, particularly if "strong"
similarity connections (with a large threshold value) are used, and cnly
nonfrequent terms are permitted tc be classified. A ccmpariscn cf the
automatic classifications with manual thassuruses was not attempted in
this case.

Another fully autcmatic term classification experiment was recently
concluded, using procedures very similar to the preceding ones, with a
large experimental collection of 11,500 document abstracts in ccmputer
engineering. [20) A class refining process was implemented in that case,
and muny differeut parameter vaclations were tried., 1In the end, only
todest impr._vements were obtained over 2 standayd sord stem matching pro-

cess, the author claiming that
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Thesaurus Type Normalizeg Normalized
yp Recall Precision
Original Thesaurus . 800 .610
Merged Thesaurus 1 . £30 540
Merged Thesaurus 2 .830 650

o
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"in relation to results yielded by our various (automatic)
associative strategies, it must be concluded that retrieval
by the simple means of comparing keyword stems provides a

very good level of performance." [20, p. 61]

The last term classification experiment is based on a semi-automatic
method for generating the original term vectors used to produce the term-
tern: similarity matrix. Specifically, a set of properties is manually
generated bv asking questicns about each term, and properly encoding the
answers.® For each term, the corresponding property vector is then defined
as the se® of answers obtained in response to ten or twelve manually
generated questions. When all term vectors are available, cue of the auto-
matic classification procedures may be used to obtain the actual thesaurus
clessification. [3, 21]

Such a semi-automatic dicticnary was constructed for documents
in computer engineering. Its properties are compared with those of a
manually consiructed thesauvrus in the summary of Table 3. It is seen that
the semi-automatic thesaurus classes are much less homogeneous — some classes
being very large, and some very small — than the corresponding manual
classes. Furthermore, fewer common words are identified in the semi-auto-
matic thesaurus.

The retrieval results chtained with the two thesauruses are included
in Fig. 5, It is scen that the semi-automatic thesaurus produces a lzss

effective performan~e than the corresponding manually constructed dictionary

——

#A typical quection might inquire whether a given term in computier scieance
refers to computer hardware (1), or to computer so{tware (2), or whether the
question is inapplicable to thz given term (3}; the choszen answer is then

encoded by the response uumber (nj;.
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Properties

Manual

(Harris) Thesaurus

Semi-Automatic
(Bench) Thesaurus

Number of Concept Classes
Number of Word (stem) Entries
Avg. Number of Words per Class

Number of Very Small (Single
Word) Classes

Number of Very Large Classes
(32 to 101 Words)

Number of Wovrds Appearing
in Two or More Classes

Proportion of "“Commen" Words
Compared to Tectal Words

863
2551
3
468

52

2953

5197
1.8

2725

12

O
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over most of the performance range. Only for very high recall is the

effectiveness of both dictionaries approximately equal.

4. Summary

A number of manual and autcomatic dictionary ccnstructicn procedures
are described and evaluated in the present study, including in particular,
automatic methods for the recognition of common words, and automatic or
semi-automatic term grouping methods., It appears thav the automatic common
word recognition methodology can usefully be incorporated into existing
text analysis systems; indeed, the effectiveness of the resulting extenderd
word stem matching process appears equivalent to that obtainable with
standard thesauruses.

The effectiveness of the automatic term grouping algorithms is stiil
somewhat in doubt. The automatic grouping methods can prohably ke implemented
nore efficiently than the more costly manual thesaurus construction prucecses.
However, no clearly superier autcmatic thesaurus, using term classes, nas
as yet been generated. [22, 23]

For the present time, a combination of manual and automatic thesauruvs
methods ther:fore appears most promising for practical applications, involving

the following steps:
a) avtomatic common word reccgnition;

b) manual term ciassification;

c) automatic refining of the manually produced classes,
y
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VIII. Variations on the Query Splitting Technique
with Kelevance Feedback

T. F. Baker

Abstract

Some experiments in relevance feedback are perferimed with variations
on the *echnique of query splitting. The results cbtained indica%e that these
variations, as tested, offer no significant improvement over previously

tried methods of query splitting.

1. Introduction to Query Splitting

In a document refrieval system with relevance feedback, query
splitting refers to the creation of multiple queries trom a single previous
query, making use of user rclevance judgments on documents retrieved by
that query in a previous search. The intention in generating these multiple
queries is to allow the wsearch to be directed toward several individual
clusters of relevant documen’s, a necessary assunption being that these
clusters exist and do contain relevant documents which have not been pre-
viously retrieved.

There ic¢ little doubt that in a situation where ceveral clusters
of relevant documents are retrieved in the initial search it is desirable
to generate multipl.e queries for succeeding iterations. The problem
rzmaining i¢ to distinguish this condition from those in winich the relevant
documents are unclustered or f4all into a single cluster.

Borodin, Ker:i, and Lewis (1] propcse one method. Their algorithm
makes use of the average interdoccument correlation among the relevant docu-
ments available for f2edback as a cutoff in determining whether a given pair

O
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of dccuments should be split. The results obtained with this &lgorithm are
inconclusive, but indicate that it is not sufficiently zelective.

Ide [2] sugg:sts that a more sophisticated algorithm might look
for separation of relevant documents by nonrelevant documents within the docu-
ment space, splitting & pair of documents if and only ;7 there exists a non-
relevant cocument more highly correlated with each of them ithan they avre
with each other. In certain respects, this separation criterion is more
faithful to the concepiual basis of query splitting than the average corve-
laticn criterion. Unlike the average .orrelation criterion, the separation
criter’on takes into account the distribution of the nonrelevant docu .ents.
Tris may be significant, since what is desired is the detcction of clusters
of relevant documents. In contrast, what the average correlation criterion
does 1is to clusier relevant documents. €ince nonrelevant docunents are not
tzken into accecunt, this will not prnduce legitimate clusters, in terms of
the whole document space, when relevant d¢ cuments lecally outnumber nonrelevant
documents, or vice versa. For this reason it would seem that Ice's untested
separation criterion deserves more att-ntion.

The usual concept of query splitting, as discussed by Borodin, Kerr,
and Lewis and by Ide, is limited in applicaticn to cases wher: more than one
relevant document is retrieved by a previous search iteration. It seems that
if query splitting is of any value, something similar .ould be done for the
queries which do not retrieve encugh rdlevant documents to consider splitting
in the usual sernse. After all, ti.. : are generally the qu ries most in
need of modification. What is needed is a dual to the usual formulation of
qQuery splitting — 2 tec.nique of rlustering nonrelevant dccuments for the
generation of multiple queries through negetive feedback.

Q
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2. Algorithms for Query Splitting

Since the algorithm of Borodin, Kerr, and Lewis [1] using the average
correlation criterion has been shown to be largely ineffective on the SMART
document collections available, and because the separation criterion of Ide
[2] remains untiried, the primary algorithm tested in this study makes us of
the separation criterion.

Since a pair splitting criterion does not by ltself define a set of
clusters, but rather an association matrix, a splitting algoritim may addi-
tionally choose between the use of multilevel associations aud the use of
direct associations for generating clusters. An examination of the d¢ .ment
and query collections used here immediately discloses that multilevel asso-
ciation virtually eliminates cases of splitting in positive feedback. There-
Jore in order to facilitate experimentarion, the splitting algorithm is
weakened by permitting only directly comnnected pairs within clusters used
for positive feedback.

Adding to this constraint the requirement that all clusters be maximal,
the two conditions are sufficient to define for any pair splitting criterion
a unique set of clusters (not necessarily disjoint).

The actual application of these clustering conditions for' experimen-
tation with the ADI Abstracts-Thesaurus and Cranfield 200-Thesaurus collec-
tions is performed manually using document-document cor+elatio:ns computed by
the SMART system. To allow combining the results of the split queries irn
a consistent fashion, the number of clusters generated for each query (in
cases where more would be generated) is limited to two by joining the pair
of documents which most nearly fails to pass the seraration criterion. The
resulting pairs cf clusters are fed to the SMART noraalized relevance feed-

Q
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back facility in successive iterations.

The SMART relevance feedback formulz used is:

Q'=MQ+'£'1‘2 Ri‘__b.:i»»fil Ni-
no s TRyT T w8 TN

witere Q' is the new query; Q 1is the original query; M 1s an integer
ccnstanty n is the number of relevant documents (R$) fed back; m Is the
number of nonrelevant documents (Ni) fed back.

The top ranking seven documents according to the first "half' of
the split query are frozen in place, while the succeeding ranks are deter-
mined by another search iteraticn with the other Yhalf' of the split query.
This is lone with the twe "halves" reversed, as well, so as to average out
the ef{fects of order.

The procedure Jdescribed is applied to all queries retrieving more
than one relevant document in the top five ranks accerding to the first
seiarch.

For those queries not retrieving sufficient relevant documents to
be split for positive feedback, splitting in negative feedback is attempted.

Where one relevant document is known, the dual to the sep.ration
criterion is tried, splitting pairs of nonrelevant documents that are more
similar to the one relevant than they are to each other. The resulting
clusters of nonrelevant documents are treated like the clusters of relevant
documents abuve, with the single relevant document additionally being fed
back with each "half" of the split query.

wWhere no relevant 60cuments are kncwn, nonrelevant documents are
separated by correlation less than the average correlation between documents

Q
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Cample separation criterion in its weak form applied to query
Q250 of the CRN2T!H collection, which retrieved three relevant
documents out of five on the first search. The relevant dccu-
ments retrieved are 3, 11%, and 197. The two nonrelevant are

7 and 160.

The interdocument correlation matrix is (in part):

3:115 0.5744 3:197 0.4700 3:160 0.4§28 3:7 0.2208
115:197 0.7926 111:160 0.5797 115:7 0.3179
197:160 0.5506 197:7 0.3136

The pair of relevant documents witich must be split for feedback
purposes because they are separated by a nonirelevant document is
3:197, which is split by 1590.

The remaining zssociations are 3........115
.

.

—
W emonse-a
~J
-

and the two derived clusters are 3-115 and 115-197.

Separation Criteria for Query Q250

Example 1

O
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E

Sample separation criterion applied to query BO4 of the ADIABTH
ccllection, which retrieves two relevant documents out of the top
five ranks according to the first search. The tw» relevant docu-
ments retrieved are 33 and 20. The nonr:levant documents are 5,

46, and 62.

The interdocument correlations are:

33:20¢ 0.1097 33:5 0.4843 33:46 0.2000 33:62 0.72026
20:5 0.2292 20:46 0.1073 20:6Z 0.0593

Although it might be interesting to split the nonrelevant documents,
there are relevant cnes her 2 to split, and the nomrelevant ones

are therefore used cnly to split relevant pairs. We see that the
pair 33:20 is split by 5, since 0.4843 and 0.2292 are both greater
than 0.1097. Thus 33 and 29 are separated for feedback purpeoses,
and since they are the only relevant documents available they

are the two clusters which will be used.

Separation Criterion for Query BO4

Example %

O
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Appllication of the weak separation criterion to cuery Al3 of the
ADIABTH collection, which retrieves one relevant dccunent in the
five top-ranked documents according to the first search; the

relevant aocument is 37 and the nonrelevant are 12, 21, 39, and

60,

The interdocument correlation matrix is:

37:12 03411 37:2) 0.3059 37:39 0.3225% 27:60 0.4000
12:21 0.3800 12:39 ©.3769 12:60 0.3412

21:39 0.1741 21:60 0.5066

39:60 0.10861

The following pairs of documents aie more lLighly correlated
with 37 than they are with eazh other, and therefore are

separated: 39:60; 21:39.

The remaining associatioss may be summarized:

1200000 ieeess39

.
.

.

.

.

.

.

.

. .
.

. .
-

i S

Y3 S 1

Thus the resulting clusters of nonrelevant documents are:

and 120 veraeeressd9

—
cemee )
.

2 rirenrness 60

Separation Criterion for Query Al13

Example o
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Application »f the weak ceparation criterion to query Q189 of the
CRN2TH collection, which ret.ieves one relevan' out of five top-
ranking documents according to the first search. The relevant document

is I48 and the nonrelevant are 6, 33, luu4, and 169.
The interdccument correlaticn matrix is:

l48:6 0.1782 14g8:33 0.4881  148:1u4+ 0.€491 143:169 0,.1816
3:33 0.1630 6:144 0.1347- 6:169 0.2686

33:)84 0.5682 331169 0.1218-

14h:169 C.0783

The following pairs of documents are mcre highly correlated with
148 than they are¢ with each other, and therefeois are separated for

feedback purposes: 1u4:169; 33:169; 6:14u4; 6:33.

The remaining associations may be summarized:

14y ‘169
The clusters of nonrelecvant documents used for feedback are then:
Giverraeeedd3 and U0 e es 269

Separction Criterion for Query Q189

Example 4
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Application of the average correlation criterion to query Q182
of the CRN2TH collecticn, which retrieved no relevant documents

in the top five ranks on the initial search:
Document -dccument correlations for ti.e nonrelevant documents are:

39:112 .5367 3%:164 .0100- 39:167 ,0100- 39:17% .5696
. 112:164 .11u2 112:167 .1358 112:179 .6980
166157  .7212 164:173 .2487

167:179 .1663

The average correlaticn is 0.3190.
Thus the only associations permitted are:

3% e 112 1e4.veenn... .. 167

179

wnich are the resulting clusters.

Correlation Criverion for QUERY Q182

Exanple &

El{l)C 280
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Application of the average correlation criterion to query Q266 of
the CRN2TH crllection, which retrieved no reievant documents on

the initial search.

The nonrelevant documents knewn ére 58, 162, 163, 164, and 165.
The interdocument correlaticns are:

58:162 .3932 162:163 ,3240 163:164 ,5194 164:165 4585
50:163 .33%58 162:164 .5679 163:165 ,3744

58:16L .3662 162:165 .57u45

58:165 .4113

The average is 0.28109.

Thus the only permistable associations are 162:164,
164:165, 164:163, 162:165.

Thus the clucters are:

62 000 ue 1eaa 16l 58
185 163

Correlation Criterion for Query Q66

Example 6

O
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retrieved, ancd clusters are formed using multilevel asscciations (direct
associations gznerally failing toc produce any g.uuping at all). The
clusters so formed are fed back in a manner similar to the clusters
derived by the oth2r two methods.

Fesults o-t¢ined with these “hree algorithms on the ADI Abstracts-
Thesaurus and Cranfield 200-Thesaurus collections are summarized in thz
following secticn.

3. Results of Exéepimental Runs

The tables on the fellowing, pages summarize the results of runs
made in the SMART system with splittable queries of the three categories
mentioned in the precading sention for the ADI Abstracts-Thesaurus (€2
documents and 35 queries — denoted by ADIABTH) and Cranfield 200 (200
docunents and 42 queries — derncted by CRN2TH) collections,

The following conventions apply:

- indicates that the results of the split query and control
runs are indistinguishable in terms or the number of

relevant documents retrieved.

i indicates that all relevant docuienis are retrieved

and no improvement is possible,

0 indicates that neither run retrieved any relevant

documenz:s,

indicates that this query would also have split according

to the stronger version of the splitling requirement.

@ indicates a keypunching er.or detected too late to correct
in one of the feedback document sprecifications “or the

trial run.

ERIC
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Queries from ADIABTH collection retrieving more than one relevant

document 6nvfhe first search, and splittable by the weak separation

criterion:

Improvement of split queries over ordinary

normalized positive feedback in terms of

relevant documents retrieved up to rank:
Query 5 10 15 20
AL3/a’ - - % %
A03/b"’ - - % =
Ahl5/a’ -1 - - -1
Al5/b" -1 - 1 -
BOu/a“ - 1 - -
BO4/b” -1 1 - -
Average: -0.5 0.33 0.17 -0.17

Query Splitting Results for ADIABTH Collection
(POSNEG)

Table 1

ERIC
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Queries from the CRN2TH collection retrieving more than
one relevant document on the first search, and splittable by

the weak separation critericn:

Improvement of split queries over
crdinary normalized positive feedback
in terms of relevant documents retrieved

up to rank:

Query 5 20 25 20
mz2/a’ - 1 - -
Q122/b’ -1 1 - -
Qlu8/a’ -2 - - -
Qlus/b" -2 - - -
@ Q250/a - - - -
2 Q250/b - - - -
Q2€8/a - - % %
Q268/b - - % @
Q26y/a’ - - ® %
Q269/b° - - % #
Average: -4/10 2/10 - -

Query Splitting Resuits for CRN2TH Collection

(SPLPOS)
E i}:‘ Table ?
ngﬁﬁn
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Queries from the CRN2TH collection retrieving more than one
relevant document on the first search, and splittable by the

weak separation criterion:

Improvement of split queries over ordinary
normalized positive and neg:tive Ffeedback
in terms of relevant documents retrieved

up to rank:

Query s 10 15 2
Ql22/a* - 1 -1 -
Q122/b* -1 1 -1 -
Quu8/a° . -1 - - y
Qui8/b’ -2 - - -
@ 250/a" 1 -1 -1 -1
@ Q250/b° -1 -] -1 -1
Q268/a } - * ®
Q268/b - - * *
Q269/a° -1 - * *
Q269/b° -1 - * ¥
Average: -8/10 0 -4/10 -1/10

Note: This comparison is unfair to the spiit query run,
since it made no use of negative feadback information.

Query Splitting Results fcr CRN2TH Collection

Q (SPLPOS)
Table 3
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Queries from the CRN2TH collection retrieving more than one
relevant document out of five retrieved on the tirst search,

and splittable by the weak separation criterion:

Improverient of split queries over
ordinary normalized positive and nega-
tive feedback in terms of relevant

documents retrieved up to rank:

Query 5 10 15 20
Ql22/a” - - -2 -1
Q122/b’ - 1 -1 -1
Qlug/a’ - - - -
Quug/b" - - - -
@ Q250/a" - -1 -1 N
@ Q2%0/b" - -1 -1 -1
Q268/a - - % &
Q268/h° - - % &
- qeeerat - - N R
Q269/b - - % %

Average - -1/10 -5/10 -4/10

Note: Unlike the other tests, this run was done with the first
five documents retrieved by the initial search frozen in
their rank positions. 1t is also unfair to the split
Query run, since the control made use of negative feedback.

Query Splitting Resuits for CRN2TH Collection

E i%:‘ (SPLPUS)
Table 4
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Queries from ADIABTH collection retrieving no relevant documents

on the first search, and splittable by correlation less than

average:

Improvement of split querics over ordinary

normalized negative {eedback in relevant

documents retrieved up to rank:
Query E lg li 29
A08/a 0 - ® *
A08/b -1 - % g
A0%/a 0 -1 - -
A09/b 1 - - -
Rll/a 0 0 - -
B11l/b 0 0 -1 -
B13/a 0 - 1 -
B13/b 0 - - -
Bl15/a 0 0 -1 -3
B15/b 0 0 -1 -2
Average: 0 -1/10 -1/5 -1/2

Query Splitting Results for ADIABTH Collection
(ALLNEG)

Table 5
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Queries from the CRN2TH collection retrieving no relevant
documents in the top Five ranks for the first search, and

splittable by correlaticn below average.

Improvement of split queries over ordinary
normalized negative feedback with only the
top-ranked nonrelevent document used (as
opposed to the previous run which used

all five nonrelevant available) in terms

of relevant documents retrieved up to

rank:
Queiy s 10 15 2
Q079/a -1 -1 -1 -
Q079/b -1 -1 -1 -
Qlz6/a 0 1 g
@l26/a 0 1
Ql1:2/a - - 1 -
Q132/b -1 - - -1
Q182/a - - - -
Q182/b -1 - - --
Q266/a 0 1 3 22
Q266/b 0 2 u 3 3
Q323/a - - - - -
Q323/b - - . _
Average: ~u/12 3/12 6/12 /12

Query Splitting Results for CRN2TH Collecticn
Q (}{ORELS)

EMC Table 6
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Queries from the CRN2TH coilection retrieving no relevant
documents in the first five ranks for the first search, and

splittable by correlation below averege.

Inprovement of split queries over ordinmary
normalized negative feedback in term: of

relevant documents retrieved up to raak:

Query 5 10 15 20
Q07%/a 0 0 0 -
Q079/b 0 0 0 -
Ql26/a 0 - % %
Ql26/b 0 - % %
Q132/a . -1 - -
Q132/b -1 -1 -1 -1,
Ql82/a - - - -
Q182/b -1 . - - -
Q266/a 0 1 - -
Q266/: 0 2 1 1
Q323/a - - - -
Q323/b - - - -
Average: -2/12 /12 A\ 0

Query Splitting Results for CRN2TH Collection
(NORELS)

Table 7
O
ERIC
r
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Queries from the ADIABTH collection retrieving one relevart
document in the tcp-ranking five on the first search, and
splittable by weak separation criterion for nonrelevant

documents.

Improvement of split queries over ordinary
normalized positive and negative feedhack
in terms of relevant documents retrieved

up to rank:

Query 5 10 15 20
@ ao1° -1 - - -
@ Ao2° - 1 %

- 1 % B
AOY " - - - -
A0B’ - - - -
AO7 - - - -2
Al0 - - -1 -
- - - 1
All - - - -
- - -1 -
Al12° - - - -1
- - - -2
Al3 - - - -
Aly’ - - - -
Al?7 ] ] % ]
-1 " " [+
B16" -1 - - -
- - -1 1

Average: -3/24 2/24 -3/24 -2/2u4

Query Splitting Results for ADIABTH Collection

{SPLNEG)
° Tab 8
l(:‘ able
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Queries from the CRN2TH collection retrieving only one
relevant document in the top five ranks on the first search,
and splittable by the weak separation criterion for ncnrele-

vant docunents.

Improvement of split queries over ordinary
normalized positive and negative feedback
in terms of relevant documents retrieved

up to rank:

Quezy 5 10 15 2
Ql23/a - - - -
Ql23/b - - - -
Ql30/a - -1 & %
Ql30/b - -1 -1 -1
Ql4l/a * * " ®
Wikl/b * # * %
Ql70/a - - - -
Q170/b - - - -
Ql189/a’ # ] %* %
ngg/b' % % % %
Q272/a -1 - # %
Q272/b - - -1 *
Average: -1/12 -2/12 -2/12 -1/12

Query Splitting Results for CRN2TH Collection

(ONEREL)

Table 9
Q
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Queries from the CRN2TH collection retrieving only one relevant
document in the top five ranks on the first search, and split-

table by the weak separation criterion for nonrelevant documents.

Improvement of split queries over ordinary
normalized positive feedback in terms

of relevant documents retrieved up to

rank:
Query 5 10 is 20
Q123/a - - - -
Q123/b - - - -
Q120/a - - 1 -
Q130/b - - - -1
Qlul/a ¥ * % R
Qlul/b % % ¥ %t
Q170/a - - - -
Q170/b - - - -
Q189/a’ #t * # *
Q189/b" # % # *
Q272/a - -1 4 #
Q272/b 1 -1 -1 ¥
Average: 1/12 -2/12 0 -1/12

Query Sp-ittinz Results for CRN2TH Collection

(ONEREL)

Table 10
Q
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Correlations Rank Documents
0 1 2 3 0 1 2 3
0.4523 0.6176 0.8241 0V.2811 1 33R CR 20R 20R
0.3780 0.5598 0.4165 0.1603 2 5 33R 5 R///57R
0.3665 0.3343 0.4137 0.3070 3 62 42 46 46
0.3647 ©.3325 0.3680 0.50u45 4 46 5 5
0.3638 10,2731 0.3518 D0.u406u4 5 20R” 9 56 56
(.3467 0.2363 0,34l2 0.8449 ] 70 67 SQR 33R
0.3333 0,2347 0.3246 0.1727 7 10 56 P 7
0.32¢3 0.,2334 0.2994 0Q.4017 8 11 27 37 10
0.3119 0.2266 0.2994 0.3635 9 i 5 60 21
0.308¢ 0.2141 0.294¢ 0.3530 10 80 71 21 76
0,3000 0.2130 0.2930 0.3529 11 37 28 5 37
¢.3000 ©0.2092 0.2908 0.3390 12 60 12 45 3
0.2949 0.2033 0.2768 0.3360 13 47 23 12 62
0.2949 0.2001 0.2758 0.3356 iy 56 658 10 60
0.2917 0.1763 10,2668 0,3350 15 3 24 79 53
0.1606 17
0.15147 13
0.2673 20
0.1418 0.2u88 22
0.2482 23
0.2415 26
0.2080 239
0.1803 0.2109 2
0.1793 34
0.1705 39
0.1607 ! | u3
Doc. Corr [Cent. Corr|{ Drop Doc | Corr. Rank| 0l1d. Doc | 01d Reldoc] New boc
Run 0 82 0 17 &5 0 0 0
Run 1 82 0 31 51 0 o] 5
Run 2 82 0 12 70 5 2 0
Run 3 75 0 14 61 5 2 JAA 7
0 initial search
1  control run with positive and negative feedback
2  first "half" of split query
3 second "half" of split queny
Sample Output for Quary FO4
ERIC ris. 3
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4. Evaluation

In general, the results for query splitting in positive feedback
with the separation criterion are comparable to those achieved by Boroedin,
Kerr and Lewis in their experiments with the average corrzlation criterion.
Although a slight improvement may be noted for split queries over ordinary
feedback, it is not predictable encugh to justify the use of query split-
ting in a working retrieval system.

Only if a more selective method can be devised for determining which
queries will benefit from s¢plitting will the technique become of practical
value. Merely strengthening the spliitting requirement by permitting multi-
level associations in cluster formation arpears to be of some value in
eliminating nonproductive splitting in the queries testcd. All queries
split by the weaker method which show an improvement under splitting would
be split in like manner by the stronger method. Strengthening the separa-
tion as well, by providing that pairs be separated only if they exceed the
requireménts by some miargin, may also be of value in restricting the number
of undesired splits.

For negative teedback, the situation is worse. The only run in
which splitting exhibited any imprcverent over the usual negative feedback
was on queries ir the Cranfield collec:ion retrieving no relevant documents
in the first search. Even there, the improvement was erratic. This failure
of splittirg applied to negative feedbazl. is not entirely surprising, since
the hypothesis of sepdarate clusters of relevant documents used to justify
splitting in positive feedback dves not apply. Here the best justification
for splitting is that, since the locations sf no relevant docurments are known,
multiple queries may cffer more chance of success by means of a "shotgun"
eifect — scattering the search over a larger area of the document space.

ERIC 297
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Altogether, tne results of the negativre fe=dbacl runs indicate that the
different "halves" of the split gueries do not usually retrieve sigrifi-
cantly different portions of the document space. Thus it would seem that
this "shotgun' effect is not taking place. It may bs that results can be
improved by weighting the nonrelevant documents more heavily in feedback.
In any case, negative query splitting as_tested does not appear to benefit
from this effect sufficiently to justify the effort of multiple query
generation.%

Although the results of these experiments are largely negative,
it is iImportant in viewing them to consider that the queries tested were
written by experts in their fields and are therefore genearally consistent,
thus making the probability of success in query splitting rather low.
Also, being small, the document collections used are inimical to the exis-

tence of nultiple clusters of relevant documents. PRelcvanl documents in

_sneh szall colléctions fénd %o fall into single clusters, or none. Although
the success of query splitting in these adverse circumstances would be a
strong argument in its favor, its failure in the same circumstances is less
conclusive. It would appear that if truly significant results are to be
achieved with query splitting, they will be achieved in the environment of
a larger more diverse document collection and with more realistically incoa-

sistent queries,

#® The only exception to this is query Q266 of CRN2TH, which showed remarkable
improvement on splitting.

RIC
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IX. Effectiveness of Feedback Strategies
on Collections of Differing Generality

B. Capps and M. Yin

Abstract

This study evaluates the comparative effectiveness of
several feedback strategies on collections which differ in
generality, namely the Cranfield 200 and Cranfield 400 col-
lections. A new query set which produces a constant number of
relevant documents over the two collections 1s used to regulate
the generality. ‘he results are assessed from both the user
and the system viewpoint; some strategies do appear equally

effective on both collections.

1. 1Introduction

The ultimate goal of automatic information retrieval
systems is to obtain a performance in "real life" situations
equally as good as or better than in manual systems under
operational conditions. Experiments done on automatic systems
ceuch as SMART are performed on controlled and limited collec-
tions. Therefore, in order to predict how the system will
perform in a library situation, experiments on collections of
different sizes are done and the results compared to see if
there 18 a significant loss in performance as larger collec-
tions are used.

Generality is the proportion of relevant documents in a

Q collection to total number of docivments. In collections of
ERIC
o o e
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varying sizes, generality is expected to differ, because the
number of relevant documents does not increase proportionally

to the number of nonrelevant documents. Therefore, results from
test collections of different generality canm be viewed as an
indication of how the results from a test environment would be
reflected in a real life situation.

This study is ccncerned with the reilevance feedback
aspect of information retrieval. Relevance feedback is one
of the ways t< utilize user opinion in improving search effec-
tiveness [l1]. A set of documents is given to the user who judges
which documents are relevant to his request. This information
is then used to modify his original query for another search
through the collection., The rationale is that the original
query might be badly worded, so that the incorporation of
concepts from cdocuments judged relevant might retrieve other
related documents.

The method used in this study is to run several search
strategies on collections of different generality and then to
compare the raetrieval performances. Several means are available
to meagsure retrieval performance denending on the viewpoint
taken. The recall-precision graph is used to represent the user
viewpuint of how well the system is satisfying his needr.
However, this is not adequate to measure system efficiency;
consequently, fallout and adjusted precision have been developea.
Fallout is the proportion of nonrelevant documents retrieved
over to.al number ot nonrelevant documents In the collection.
When plotted against recall, this takes into account how much

Q
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work the system has to do to retrieve equivalent numbers of
relevant documents. When fallout is constanf, precision can be
adjusted to take generality into account so that the precision
from collections of different generality can be compared on an

equal basis [3].

2. Experirental Environment

The test collections should be similar in all respects
except for generality. Ide {2] cites four factors which might
account for the differences in results of the two collections

she used — Cran 200 and ADI;

a) difference in subject matter
b) difference in collection scope
c) difference in variability within collection

d) difference in query construction and relevance

judgment.

The CRN2NUL and CRN4NUL collections seem to eliminate these
factors since they are subcollections of a homogeneous set —
Cranfield 1400 — and are not mutually exclusive subcollections.
To vary the generality, the numbe:; sf relevant items is
held constant while the number of nonrelevant items varies.
This can be done by creating a new query collection from the
original CRN2NUL QUESTS and CRN4NUL QUESTS collections. The
selected queries have the same relevance decisions in both the
Cran 20U and Cran 400 collections. There are twenty-two such
queries with a total of one-hundred and fifteen relevant
O
ERIC



documents. The formula for generality, averaged over all
queries, 1is:
total relevant in collection

- iOOO x number of queries [4]
" total number of documents in collection

Generality

The generality for Cran 200 with respect to this new query
set is 26.14 and for the Cran 400 is 12,30.

The query-update formula used for relevance feedback

is:
) 1]
min(na,nr) min(nb,ns)
= +
Quyq = @+ wQ  + o) r, uy 4 (2]
1 1
where T, W, &, U are multipliers
Qi1 is updated query
Qi is previous query
Qo is original query
n; is number of relevant documents retrieved
r, is relevant document retrieved
n; is number of nonrelevant docuaments
retrieved
si is nonrelevant document retrieved
Nl specify the number of documents to be

used.

Various strategies can be formulated using the above
equation with the added parameters in the SEAKNCH routine of the

SMART system, such as ALLOF, ATLEST and NOMOR. ALLOF is the

ERIC
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number of documents to be retrieved. ATLEST is the minimum
number of documents to be used In feedback and NOMOR is the
maxinum number o. documents to be searched to provide docu~
ments for feedback. Only one iteration of feedback is used in
this study lecause the most noticeable effect of feedback results
from this iteration [5). A frozen feedback iteration is used
to eliminate the ranking effect for evaluation purposes.

Since the purpose of the experiment i{s to study the
overall effect of feedback on these collections, a wide range

of strategies are chosen:

Strategy 1 is positive feedback
Strategy is the "dec hi" strategy [2]

Strategy 4 is a modified "dec hi'" strategy which uses
a nonrelevant document for feedback only when

ne relevant documents are retrieved

Strategies 3 arrd 5 use varied multipliers.

The actual parameters are shown 1n Table 1.

This study attempts to determine whether feedback im-
proves retrieval in one collectjon more than the other. That
is, the initial full search results serve only as a base line
and the improvement after using feedback is the result to be
measured. Consequently, the following perforrmance measures

are stressed:

a) Precision improvement — P, - PO
This indicates whether a particular strategy is
better for one collection than the other from a

Q user viewpoint.

ERIC
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Strategies

1 2 3 4

Original Multiplier w 1 1 1 1
Positive Rank Cut n (ALLOF) 10 5 5 5
Positive Multiplierx o 1 1 4 1
Negative Ranl: Cut ny ($ALLOF) 1 5 1
Negative Multiplier H -1 -1 -1
Negutive At Least $ATLST 1 0 1
Negative No More SNOMOK 10 5 5

Paraneters fc¢: the Feedback Strategies

Table 1

O
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P0 is precision of inftial search

P1 is precision of feedback iteration

These are taken at fixed recall points,

P, - P
Percentage of precision improvement — —l—F——v x 100%
0
This takes into account the fact that precision is
better for a collection with a higher generality
number (4] by taking the difference with respect

to the original precision.

Fallout improvement — Fo - Fl

A performance improvement implies that fallout for
the feedback i1teration is less than fallout for the
initial search. This equation is equivalent to

(- 1) x (F1 - Fo) and multiplying by ~1 serves

to transform the difference onto the positive scale.

Fo is fallout of {iaitial search
Fy
These are taken at fixed recall points.

is fallout of feedback iteration

Fo - F
Fq

This takes into account the fact that the fallout {is

Percentage of fallout improvement - x 100%

not the same for the initial searches on both
collections. Therefore, the difference is com-

puted as a percentage of the original.

2

R, x G
(

Adjusted precision - PA = (Rl

Precision of the Cran 200 1s adjusted to that of

Cran 400 and not vice versa, because the emphasis

1
X GZ) + F1 1000 - GZ)

(4)

of this study 1is on performanca of larger collections.

Rl is fixed recall points
is fallout of Cran 200 at Rl recall

G, is generality of Cran 400

30vu
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In this manner, the results from two collections of
different generality can be compared on an equal

basis. This comparison is from a system viewpoint.

f) Adjusted precision improvement — P - P
Al AO

Similar to a).

g) Percentage of adjusted precision improvement —

—} 0 » 100z

Similar to b).

3. Experimental Results

The results seem to fall into two categotries with stra-
tegies 2, 3 1nd S5 in one group (group A) and strategies 1 and 4
in the other group (group B). The former group consistently
shows a good performance for Cran 200, but there is little
improvement for Cran 400, whereas the latter group shows an
equivalent improvement. The average improvements for one stra-
tegy from eacn group are shown in Table 2,

In group A from both a system and a user viewpoint, the
Cran 200 performs better as can be seen in all the improvement
graphs., 1In fact, for strategy 5, Cran 400 performs worse using
feedback than for tne full search as shown by the negative values
in the precision improuvement curve (Fig. la) and the percentage
fallout improvement curve (Fig. 2b)., This result seems to indi-
cate that this class of feedback strategies will not perform
well in a library situation. TFor strategies 3 and 5, the result

is piobably due to the large numbetr of nonrelevant do..uents

ERIC
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Strategy 1 Strategy 3

Cran 200 Cran 400 Cran 200 Cran 400

Precision improvement .0293 .0307 .0526 .0218
% of Precision improvement 12.50 16.99 19.38 12,73
Fallout improvement .0104 .0770 .0130 .0066
Z of Fallout improvement 13.38 15.94 21.73 12.16
Adj Precision improvement .0194 .0379

% Adj Precision improvement 24,21 23.79

Average Improvement Results for Strategies 1 & 3

Table 2

300
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used for feedback which tend to a2liminate the query. There

is a median of four nonrelevant documents used for feedback

on the Cran 400 and of three documents on the Cran 200. 1In
strategy 5 on the Cran 400, cut of the twenty-tw2? queries, seven
queries have two or fewer concepts left after feedback whereas
on the Cran 200 thcre are only four such queries. The larger
multiplier for the original query in strategy 3 partially
offsets this effect of erasing the query.

As for strategv 2 which always uses one nonrelevant docu-
ment for feedback, the Cran 200 precision improves while the
Cran 400 precision does not (Fig. 3a). This is due to the fact
that on the Cran 200 there would be more relevant documents
retrieved (median of 2); therefore, one nonrelevant document
does not erase “he query. On the Cran 400, however, fewer
relevant documents would be retrieved (median of 1); thercfore,
one nonrelevant document might remove more concepts than are
added by the relvvant documents in the feedback.

Looking at the precision improvement graphs for group
B, Cran 200 and Cran 400 curves using strategy 1 (Fig. 4a) are
interspersed whereas for strategy 4, the Cran 200 curve is
usually higher (Fig. 5a). 3ut looking at the percentayge pre-
cision graphs, for strategy 1 (Fig. 4b), the Cran 400 is better
at all recall points. This 1is not unexpected, since the ori-
ginal precision of the Cran 400 is lower than that of the
Cran 200. Therefore even with a similar fncrease in pretision,
trom a system viewpoint, the feedback is more helpful in im-

QO 'ng retrieval for the Cran 400 since this larger collection

LRIC
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is not as favorable tc retrieval as a smaller collection in
the first place (lower original precision). For strategy &
(Fig. 5b), the twu curves are Interspersed instead of the

Cran 400 being lcwer because once the original precision is
_taken into account, the percentage increase becomes similar,

Theoretically, the fallout curves (see Appéndix) for the
two collections should be the same, However, there is probably
a subset in the Cran 400 collection of nonrelevant documents
which have a very low probability of being retrieved {4].

This explains why fallout for the Cran 400 seems better, a fact
to be remembered when comparing fallout values.

For strategy 1, in the fallout improvement graph
(Fig., 6a), Cran 200 is for the most part better. On the cor-
responding perc:ntage fallout improvement graph (Fig. 6b) the
Cran 400 is slightly better., For stragety 4, on the other
hand, the differeunuce in fallout improvement is more pronounced
and the percentage fallout improvement is more similar (Fig.
7a, 7b).

These faliout results are quite logical. Since on the
feedback run, the number of relevant documents retrieved on the
Cran 200 tends to be larger than for the Cran 400 (usually one
more relevant document for Cran 200), the number of nonrelevant
doccuments would be smaller. Therefore, the fallout improvement
for the Cran 200 is larger. However, when the criginal fallout
values are considered, the two collecticons become similar,

Once precision for the C: .n 207 is adjuste.s to that of

thf Cran 400, the recall-precision curve for the Cran 400 is

ERIC
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is lower than that for the Cran 400 (see Appendix). Therefore,
acrording to these graphs, from a system viewpoint, Cran 400
definitely shows better performance. From the adjusted preci-
sion improvement graphs (Fig, 8a, 9a), the improvement of
Cran 400 is at least equal if not more than that of Cran 20C
This result is also supported by the percentage adjusted pre-
cision improvement graphs (Fig. 8b, 9b). From both a user and
a system viewpoint, it would appear that use of these feedback
strategies is at least as effective for a larger collection
(lower generality number).

An interesting comparison can be made between strategies
2 and 4 since they are similar in that both use negative feed-
back of one nonrelevant document. However, the fact that
strategy 4 uses negative feedback only when no positive feedback
can be performed, as opposed to strategy 2 which uses it for
all queries, causes strategy 4 to be effective and strategy 2
to fail on the Cran 400. For strategy 4, the ‘2w relevant docu-
ments used in feedback are not offset by any negative feedback
as they wculd be for strategy 3 (see discussion of strategy

2 above).

4. Conclusion

Fesults of this study are eucouraging in that they seem

to indicate that some feedback strategies can indeed be used in

a realistic envircament. Those commonly used strategies such as
pure positive feedback snd the strategy which uses the top

isnking nontelevant document only when no relevant documents are

ERIC
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retrieved, ave equally effective on the Cran 200 and the Cran
400.

It is generally believed that feedback on & collection
of lower generality will not be as effective and that feedback
on a collection as large as a library is not promising. However,
the results of this study to seem to point cut that relevance
feedback would be operative on a library collection, contrary
to common belief. Gf course this is highly dependent on which
feedback method is used, since some strategies (such as those
using a large number of nonrelevant dccuments) perform poorly
on collections of lower generality. Furthermore, as cthe fall-
out curves indicate, the Cra. 400 collection might have a dis-
joint subset of doccuments never retrieved, Thus generali:y
should be recomputed by removing such documents. In addition,
the test collections used here are limited in that they pertain
to only one subject area.

A suggestion for future e¢<periments is that queries
should be examined individually to isolate irre_ular behavior.
Also a larger query collention and documhent z0llection on more
than one subject area would be advisable to substantiate the
results. Based on the findings of this study, variations of
the two feedback strategies in group B — e.g. requiring a
constant number of relevant documents to be fed back or using

different rank cut values - should be explored.
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X. Selective Negativa Feedback Methods

M. Kerchner

Abstract

A great deal of work has already been done in automatic information
retrieval in an effort to improve performance and to satisfy user needs.
In particular various techniques have been described which modify the
initial query submitted by the user, including the use of norrelevant and
relevant retrieved documents. The present study deals with experiments
performed with ceveral new methods of using nonrelevant retrieved documents
to modify queries which retrieve no relevant in the first N documents
retrieved. The results of the experimen.s are evaluated and suggestions

are made for possible furiher investigations.

1. Introduction

Relevance feedback is a technique for improvinz the performance of
an information retrieval system to better satisfy the needs of its users.
[1] A search of the document collection is made with an initial query and
a set of retrieved documents, rankeil in order of ccrrelation with thz quesrvy,
is preseuted to the uscr. After examining the set of retrieved documents,
the user indicates whether each is relevant or not relevant to his query.
[31 The relevance judgmen’s dare used by the system to molify the original
search query in such a way that the modified query will retrieve adlitional
relevant documen®s.

Experiments have been mide with several methods of positive rela-
vance feedback in which highly ranked relevant documerts are used to o li-
Q
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fy the query. [2,4] In the case where no relevant documents are retrieved in
the first KN documents considered, negative relevance feedback — the use
of nonrelevant documents for query modification — has been the basis for
experimentation. (1,2,5] However, some problems arise with the use of non-
relevant documents for query modification. »Riddle et. al, {#] and Ide [S] con-
firr that in soma cases tne use of nonrelevant documents perturbs the query
vector so grossly that no additicnal relevant documents are ratrieved in
subsequent searches with the modified query. (6]

In the present study, thc SMART document retrieval system 1is used
1s the basis for experiments on methads which propose to deal with the above

and related prcblems.

2. Methodology

It has been shcwn by previous work that methods using positive rele-
vance fecdback are reasonably successful ftor queries retrieving &: least
one relevant document in the first N retrieved. Tharefore, the experiments
in this study are only concerned with those queries which retrieve rno rele-
vant in the first K (N=%) document: retrieved,

To deal with the problem c¢f overdistortion of the query vhich occurs
with standard negative feedback schemec in which highly ranked nonrelevant
documents arve subtfacted from the qﬁary, Johnson and Krablin [6) propose that
rore selective methods be used in order to “insure the integrity of the origi-
nal relevant concepts in th: query" and tc move the query cut of an are. of
aonrelevant ccencepts in the docurment space by using a series of telectod
terns for negative feedback. The approacn supgested by Johnson and Krablin
is to select those terms which appear in several of the highly correlated

Q
[E l(}nrelevant decuments, but not in the original query and to add these terms
L4 .
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with negative weights, to the query.

In connaction with this approach, it is important to note that a
lavge porticn of normal queries covers more than one subject area. [7]

In addition, concepts which appear in l.ighly correlated honrelevant may
also be significant in retrieved relevant documents. As a result, since
the busic selective negative feedback strategy oi Johnson and Krablin
leaves untouched *hcse concepts in the query which may have been found

in several of the highly correlated nonrelevant documents {(and, as noted,
reveral of the relevant retrieved as well), the query appears to remain in
approximrately the same areaof the dccument space, as seen in Fig. 1. The
highly correlated ronrelevant documents in the area may no longer be
retrieved but the query also does not appiroach the documents relatirg to
any secondary vrelevant subject area, The retrieval results confirm that
most of the improvement obtained is caused ly raising the ranks of the
relevant documents in the primary subjec?! area, and, in some cases, re-
trieving several other relevant in the same part of the document space.

In contrast, by removing those ccncepts in the query which are
shown to be significant in the highly ranked nonreievant documents, the guery
is moved from that part of the document space in which those documents
<ppear, i.e. from an arra of the space which is, in a sense, "more" non-
relevant than relevant to the query. It is hypotl.esized, as shown in
Fiz. 1, that the query is moved near.r to the set of docr euts relitea to
its second subject arca since presumably, the concepts which renain in 1he
query relate to this area and, by removing the other concepts (or decreacting
thiir weights), the remaining (or more weighty) concepts now assume rimary

Q >rtance in the gaery. In fact, a situation analagous to query splitfi g
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o) Typical SMART Retrieval b) Typical SMART Retrievol with
relevance feedback to modify
query

A Query
X Relevant documents
// Documents retrieved

¢) Typical retrieval with query
modified by selective negative
feedback {Methods ,4)

Selective Negative Feedbuck Illustration

Q Fig. 1
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is achieved, zlthough relevant documents in the original areaof the docu-
ment space may now be overlcoked., However, while missing these relevant
documents, experiments show that the query is moved significantly nearer the
socond subject area and mere nhew documents in this area are retrieved than
would be the case if additional documents in the first subject area were
retrieved by not modiiyirg those selected concepts which appear in the

query,

3. Selective Negative Relevance FecGback Strategles
The following proceiure is used in testing the varicus selective

tiegative feedback methods to be described,

1. A full search is made with the original queries (Note: as
mentiored above, only those gueries which retrieve no rele-
vant in the rirst & documents retrieved are used in this

study.)

2. Moaify the query in oue of the tollewirg ways (as surnnarized

in Table 1):

Method 1: Any concept which appears in at least
3 of the first 5 nonrelevant documents is
deleted it it appears in the query. lo

new corcepts are added to the query.

Method 2: Any concept which appear: in ot at least
3 of the first § nonrelevant documents ic
assigned a weight equal to the cverage of its
weights in these deocuments multiplied by -1,
If the concept appears ir *the cuery, its
weight is replaced lvy the new calculatied
weight. If tae conicept does not appear in the

guery, it is added o th2 querwy.

ERIC
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Method 3: This method is similar to Meithod 2 but if
the selected concept sppears in the query,
the new (negative) weight of the ccncept is

added to its present weight in the query.

Methiod 4: This method is similar to Method 1 but a
concept must appear in all 5 nonrelevant

documents in order to be selected.

Method 5: This technique is similar to Method 2 but
a concept must appear in all S nonrelevant

documents to be selected.

w

Search the document collection with the modified query,

and repeai procedure of part 2.

This process is halted when a satisfactory proporticn of relevant
documents are retrieved.

For comparison, searches are made with the test queries using a
standard method of negetive relevance feedback in which the nonrelevant
docvment retrieved with rank 1 in the original search is subtracted from
the query and a subsequent search is made with the modified query. Two
feedback iterations are performed.

In Methods 1 znd 4, the danger exists of reducing *the query to the
zero vector. It has been found that such reduction occurs after the second
iteration of Method 1 with only 2 queries. However, the experiments per-

formed indicate that twn iterations are the maximum number desirable, as

further iterations cause too much distortion in the query.

4, The Experimental Environment
The strategies outlined above have beein tested c¢n the Cranfield

collection of 424 document vector abstracts produced using a word form the-



Methed 1: Any concept
nonrelevant
the guery.

Method 2: Any concept
nonrelevant

the .vverage

plied by ~1.
its weight is replaced by the calculated weight.
If the concept does not appear in the query, it is
added to the query.

which appears in at least 3 of the &
decuments is deleted if it appears in
No new concepts are added to the query.

which «appears in at least 3 of the S

documen’s 1s assigned a weight equal to

of its weight in the 5 documents muiti-
I7 the concept appears in the query,

Method 3: This method is simlilar to Method 2 but if the
selected concept appears in th: query, the calcu-
lated (negative) weight of the concept ix added to
its present weight in the query,

Method 4: This method is similar to Method 1 but a coucept
must appear in all of the $ nonrelevant documents
in order to be selected.

Method 5: This method is similar to Method 3 but a concept
must app2ar in all 5 orf the nonrelevant docunents
to be selected.

Tive Proposed Selective Negaiive Feedback Schemes
Table 1
Q
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saurus and 155 queries, 35 of which retrieve no reievant in the first five
documents retrieved. These queries are used as the experimental base.
In the experiment, 15 documents are shown t¢ the user but only the first

five are used for relevance {eedback.

5. Experimental Results

Since it is hypothesized that modification of the query by the pro-
posed metheds moves it to & part of the document space which represents the
second subject area, it is importanl to consider the number of new relevant
documents which are retrieved in the first 15 documents, i. e. those which
have not previously been shown to the user. [7,8] As seen in Table 2,
Method 1 is the most successful in retrieving new relevant documents. In one
iteration 24 relevant documents appear in the first 15 documents retrieved
or 15.5% of the remaining relevant documents, with an average of 3,0 con-
cepts deleted from each query. In two iterations, a total of 30 new rele-
vant documents are shown to the user or 19.4% of the remaining relevant in
the collection for this particular set of queries. Method 4, which requires
that a concept appear in all 5 nonrelevant documents in order to be deleted,
retrieves 16 new documerts or 10.3% of the remaining relevant, with an
average of 1.6 concepts deleted from each query. The techniques which add
concepts with negative weights to the query show inferior results. Method 2
retrieves only 9 new documents or %,8% of the remaining relevant while
Method 3 retrieves 8 new reievant dccuments. Thus it appears that assigning
a weight of zero to a concept, i. e., deleting it from the query, results
in less distortion of the query than assigning it a negative weight. In

addition, Methods 1 and 4, which both neglect to add new concepts withb nega-




Method 1 Method 1 Method 2 | Method 3 | Method 4 | Method S
{1 iter.) } (2 iters.)

- — - ] B

Number of
queries 3y 34 34 34 22 22
modified

Number of
relevant in 13 14 "8 g 12 10
first 5

retrieved

—

Number of
relevant in 38 28 10 10 33 21
first 15
retrieved

+

Number of
new relevant 13 16 8 9 11 Q
in first 5
retrieved

Number of
new relevant 24 30 g 9 16 13
in first 15
rotrieved

% of remaining :
relevant 15.5 13.4 5.8 5.8 10.3 8.4

retrieved in

first 15

Number of

queries which 18 L 9 9 13 il

retrieve at
least 1 new
relevant in [

the first 1%

Comparison of Methods 1-5

Table 2
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tive weights to the query, are significantly more successful in retrieving
new relevant documents than Methods 2, 2, end 5, which do add new concepts
with negative weights.

As suen in Fig. 2, the more selective modification technique of
Method Y4 results in higher precision figures at recall levels up to 0.5
than those achieved by Method 1, although precision figures for Method 1
are higher at the higher recall levels. It is also seen by examination of
retrieval results that in some caseus for Method 1, the ranks of relevant
documents which are retrieved among the top 15 docurents in the original
search decrease significantly since, as hypothesized, the query ic moving
in a direction away from these highly correlated documents. As shown in
Table 2, for Method 1, 24 of the 38 relevant documents retrieved, or 63%,
are new relevant documents. Since Method 4% leaves 13 queries unchanged,
the high ranks ¢f these relevant dccuments remzin the same and thus help
in achieving high precision figures for Method 4 at low recall levels.

In the same way, Method 1 tends to push low ranking relevant documents

lower if these documents are in the area ofF the dccument space from which
the query is being moved, as they tend to be. In fact, using Method 1, 47
relevant documents which have a nonzerc correlation with the queries are
reduced to having & zero correlation with the modified queries after one
iteration. It is to be noted that some of these relevant documents‘have
been seen by the user, as they appear in the top 15 retrieved documents, but,
nonetheless, such factors affect the precisiorn and recall calculations.

As seen In Table 3, the standard feedback technique of subtracting
the nonrelevant document with rank 1 from the query only retrieves 13 new
relevant documents after 2 iterations, or 8.L% of the remaining relevant,
Q
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Iteration 1

Iteration 2

Combined

Number of relevant
in first 5 reirieved

Number of relevant
in first 15
retrieved

12

17

Number of new
relevant in first
S retrieved

Number of new
relevant in first
15 retrieved

13

% of remaining
relevant retrieved
in first 15

3.2

Number of queries
which retrieve

at least 1 new
relevant in the
first 15

 ——

Avarage number
of concepts
subtracted irom
the query

56,2

35.9

92.1

Results for Nonselective Negative Feedback Scheme

Table 3




The high average number of conceptc subtracted irom the query after two
iterations, %2.1, may explain “he poor performance as the query is pro-

bably overperturbed.

6. Evaluation of Experimental Results

As the criteria cited above (number of new relevant retrieved,
etc.) as well as the statistical T- and Wilcoxon Signed Rank tests favor
Methads 1 and 4 significantly over Methods 2, 3, and 3, only the former are
compared with the standard nonselecctive negative feedback scheme and with
each other.

According to the T-test, the differences in performance between
Method 1 and Method 4 are statistically signii'icant. Using measures of
rank recall, log precisicn, normalized recall, normalized precision, and
cecall level averages, Method 4 is concluded to be "better'" than Method
1. The Wilcoxon Sigred Rank test confirms this conclusicn,

The Sign test favors the nouselective negative feedback strategy
over Method 1 while the same test favors Method 4 over ronselective nega-
tive feedback. However, as noted above and by others, (7,8] several
cther factors must be considered in evaluating the various strategies.

Methods 1 and 4 both perform better than the nonselective negative
feediack scheme as reflected by the number of new relevant retrieved.

This is also reflected in the standard precision-recall curves (see Tables
2 and 3, Figs. 1 and 3)}. As noted previously, the improved precision-
recalt curves for these methods do not result from simply raising the
ranks of already retrieved relevant for K as shown in Table 2, 63% of the

relevant documents retrieved by Method 1 are new dccuments not seen before

ERIC
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by the user. Tor Methed 4, 48% of the relevant dccumznts retrieved are
new.

To determine which of Methods 1 ¢r 4 is to be favored, it must be
considered that althcough the precision-recall curve of Method 4 is higher
than that of Method 1 at recall levels up to 0.5, the curve for Method 2
shows higher precision at recall levels greater than (.5, since more relevant
are retrieved using Method 1 than if Method 4 is used. At low recall levels,
precisicn may be improved by raising the ranks of relevant documents already
shown to the user. As noted by Hall et al [7] and Cirillc et al [B], assuming
that 15 documents are shown tc the user, whether a relevant document is
ranked 8 or 13 ig not important tc the uier since he is shown both dccuments;
it is in the higher ranks «f relevant documents retrieved that Method 4 seems
to show better performance figures than Method 1.

It is, in addition, important to note that Method 4, due to its
more selective modification procedure which requires that a ccncept appear
in all 5 nonrelevant documents in order to be deleted from the query, fails
to alter 13 of the 35 queries while Method 1 modifies 3% of the 35 queries.
For those queries which are modified, their performances as far zs the
number of new relevant documents retrieved are similar. Method 1 retrieves
an average of .71 new documents per query and Method 4 retrieves an average
of .73 new documents per query.

Since negative Feedback schemes are conceived for the purpose of
dealing with problem queries, i.e. those vhich retrieve no relevant ir the
first S documents retrieved, and thus cannot be moditied by positive feed-
back schemes employing relevant documents, a strategy which leaves 37% of

the queries unwodified must be considered unsatisfactory for the purpose




for which it is designed.
Therefore, it is recommended that Method %, which deletes from the

query those concepts which appear in at least 3 of the 5 noarelevan: docu-

—

ments, be used as a negative feedback scheme for thuse queries which re-
trieve no relevant documents in the first 5 retrieved. However, as it is
hypothesized in the present study that the large number of new relevant
documents yetrieved by queries modified by this strategy are obtained by
moving the query to a new section of the dcrument space, which represents
its second subject area, it is necessary to perform furthe. expariments te
determine how to retrieve the relevant which remain unretrieved in that part
of the document space which reiates to itvs first subject arew.. A com-
bination of such tichniques would presumably result in significantly better

retrieval results for the problem queries dealt with in this study.
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Table 4

B Initial Nonselective Method 1 Methed U4

Rank Doc Corr Dac Corr Doc Coxrr Dac Corr
1 108 471 372 L0261 226K . 39493 226R 3458
2 87 L4429 321 .0148 3u0 .3592 340 L3111

3 4 4248 373 .0097 227R .3118 225R 2725
y 27 4025 103 0 238 .3043 321 .2722

5 128 3643 197 .0 24t .3020 227R 2700

6 91 , 35093 201 0 267 L2995 238 .2679

7 72 3542 264 .0 1€7 L2867 244 .2616

g 33 .3539 267 .C 372 2T 257 .2592

g 387 3501 273 .0 225R .2697 167 2483

10 107 L3476 32¢ .0 3539 . 2649 372 2602

11 167 L 344% 106 =-.9917 321 L2357 339 L2294

12 Z234 3274 107 ~-.53190 270 .2200 270 .2223

13 225R . 3237 31  -.471% 374 L2025 228R .1816

14 z .32Z7 35 ~,4627 203 .1892 37y L1754

15 65 3227 415 .- 4445 2432 .1911 243 1725

a) Three Negative Feedback Sirategies for Query 34

Rank | Doc Corr Doc Corr Dac Corr Doc Cerr
1 73 13230 73 -.9%971 73 .3322 163R L2011

2 406 12926 174 -.u4847 406 .3084 202 . 1964
3 40 . 23063 133 -.419% 40 L2491 4i3 a7y

4 367 L2349 134 -,4158 174 L2430 385 L1367

5 398 L2333 398 ~-.u071 7Yy L2185 203 .1297
6 174 2305 406 -.4054 7 L2148 38u4R .1235

7 381 . 2173 4I9R -,4032 367 ,2063 61 .1223
8 ™ . 2073 234 -.3997 90R L2010 90R L1066

9 7 . 2038 381 -.3737 234 .1991 73 .1057

1¢ 1€3R 1962 28R -.3733 398 .1933 122 ,1003
11 90R 1807 136 -.3674 39y 13907 26 . 0898
12 234 .1884 40 ~.3593 202 .1852 70 .0898
13 3oy .1809 7 -.3513 65 1811 22 0884
1u 202 . 1757 74 -.3486 64 J3734 33 . 0881
15 65 .1718 376 -.3u85 163R 1724 7 .0876

L - .
b) Three Nega®ive Feedback Strategies for Query 137
Q Retrieval Results for Three Negative Feedback Strategies
B l(:
3
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XI. The Use of Past Relevance Decisilons
in Relevance Feedback

L. Paavola

Abstras£

A high degree of similarity may be expected to exist among

documents judged to be relevant to the same query. This paper
irnvestigates some possibilities for exploiting éhis potential
similarity in relevance feedback. Runs are made on the ADI and
Crarfield 424 collections of the SMART retrieval system. In
these runs all "jointly relevant' documents are incorporated
into feedback as 1if they were a single relevant document. Stan-
dard recall-precision evaluation measures are used, and the per-
formance of some individual queries is i1llustrated. Some dilrec-

tions for further research are suggested.

1. Introduction

In the SMART system, statistical and syntactic analyses
of search queries and documents are used for text analysis, and
automatic comparisons of analyzed queries to documents or to
sets of centroids of document clusters are used for the selec~-
tion of documents to be displayed to query authors. [1] However,
the utility of these methods alone 1s severely limited, and
attempts have been made to introduce subjective judgments into
the retrieval process. The usual method, known as relevance
feedback, uses a qQuery author's decisions about the relevance

O
E [(j his query of specified documents in order to modify the vector
o o .
354
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representation of his query,. {1, section 7-4] Occasionclly such
judgments are used to modify document vectors. [2] Methods which
do not alter query or document vectors include query splitting [3]

and query clustering. [4,5]

2. Assumptions and Hypotheses

This paper details another method of using the history of
a system to improve its performance. The assumption is made that
if a given document is known to be relevant to a query, another docu-
ment is more likely to be relevant to the query if both have been
judged relevant to some past query. It is further assumed that the
number of such past occurrences of joint relevance may be a useful
index to inter-docunent similarity.

The following problems may be anticipated in such a system:
the system may be handicapped 1in dealing with queries of a type which
it has not encountered frequently earlier; user ideas of relevance
2nd nonrelevance may difer widely; unless special measures are
taken, documents which may be relevant to a given query but never
initially retrieved (e.g. situations in which query splitting would
be in order) may become increasingly less like'y ever to be retrieved.

The proposed method is expected to have the following advan-
tages: general queries with a high number of relevant documents may
establish a loose connection between documents of the same general
subject area, while specific queries may set up stronger connections
between more closely similar documents; the system may furction well
for the "average!" user, if queries do not vary too widely; groups
Q
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of documents of which all are relevant to each of several queries

may be used to better performancz.

3. Experimental Method

The procedure is first tried on the ADI collection of the
SMART retrieval system, consisting of 82 documents and 35 queries,
then on the Cranfield 424 collection, which has 424 documents and
155 queries., In each case, the query collection is divided into
two equal groups by random methods. The documents relevant to
each query are known. From the relevance decisions for tie
queries in the first group a list is made for each document of
the other documents with which it has been included in such de-
cisions and the number of times for each, as shown in Fig. 1.

The other half of the query collection i8 used to make
three searches of the entire document collection. The first
search is a full search using unaltered query vectors. The
second search incorporates in positive feedback those documents
among the first five shown the user which are judged relevant by
him. The third search alters the query vectors in the way de-
scribed below.

In general, the altered query is constructed according to
the following formula:

NR NJR

Q@ = a,q, + a,( Z D, ) + a,( ] (a,n + a,n, ) D )
070 1 {=1 R1 2 1=1 3 D1 4 J1 JRi ’

where q = the altered query



Documents 1, 3, 35, 36, 89 are relevant to query 1
Documents 2, 8, 35, 36, 89, 90 are relevant to query 2
Documents 4, 36, 90 are relevant to query 3
Document J-r docs?* f#% Document J-r does* §*%
1 3 1 36 1 1
35 1 2 1
36 1 3 i
89 1 4 1
1 8 1
2 8 . 35 2
I
33 X 89 2
{ 36 90 2
! 89 i
1; 90 1 89 1 1
‘ ) . 2 1
1} 3 1 . 3 1
| 35 . g 1
36 1 35 2
8
| ’ 36 2
" 4 36 1 90 1
1
. 90 90 2 1
8 2 1 4 1
35 1 8 1
i
: 89 1 36 2
i
] 90 1 89 1
1 35 1 1
! 1 * Documents joint-relevant
'! 2 to the given document
3 1
i %  Number of times each joint-
! 8 1 relevant document occurs in a
! 36 2 list of relevant documents
i *i.h the given document
) go 2
l 90 1
El{l\C Examples of Joint Relevance

Fig. 1
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e = the initial query
DR = the relevant documents among the top n (here n=5),
i according to the ranking produced by the full search
N = the number of such documents D
R R1
D = documents joint relevant to any of the D
JRi Ri
NJR = the number of such documents DJRi
n = the number of D to which a particular D has
n R JR
i i i
been found to be joint relevant
ng = total number of joint relevancy decisions of the
i particular D with any of the D
JR R
i i
a, =
2, =
a, w adjustable parameters
a, =
ba =

(One may choose to include in feedback only those DJR which have
i

n greater than a certain minimum value,)

Ty

An example of the use of this notation is given in Fig. 2.

The particular coefficients that have been tried for the

N

JR
Cranfield 424 collection are a, = 100, a, = 100, a, = 100/( } n_ ),
0 1 2 15 D1
ay = 0, and a, = l. Parameter a, is normalized because some documents

ERIC 957
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Documents 5, 6, 89, 312, and 400 shown to user.

He identifies 6, 89, and 400 as relevant.

Joint relevance lists for these documents:

[ 400

32 3 51 1 s 2

51 3 71 1 89 1

65 1 212 1 93 1

212 1 400 1 284 1

312 2

400 2
DRl =6, - 89, , 400; Np = 3; Ny =
. DJRi D 3,
1 5 1 2
2 32 1 3
3 51 2 4
4 65 1 1
5 71 1 1
6 93 1 1
7 212 2 2
8 284 1 1
9 312 1 2
10 400 2 3

Computation of Joint Relevance Parameters

Fig-

10
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in the collection have an extremely large number of jouiat-rele-
vant documents, while others have none.

The successive definitions of the query of Fig. 2 are
illustrated in Fig. 3. The query used for the pure positive
feedback search and thaf used for the joint relevaace search
are always identical except that in the latter certain concepts
have increased weight and other concepts are added.

To obtain a final evaluation, the simples feedback and
joint relevance runs are compared to each other (and to the full

search) by the AVERAGE and VERIFY routines.

4. Evaluation ;

The rvn on the ADI collection shows enough difference
between the two methods to merit a run on the Cranfield collec-
tion. The chi square probabilities were 0.,0001 for the t-test;}
0.0483 for the sign test without ties, 1.0000 with ties; and
0.0006 for the Wilcoxon test.

Recall-precision for the Cranfield 424 collection are
displayed in Fig. 4. The higher precision at low recall for
simple positive feedback is probably due to the inability of a
vector loaded with many concepts to be very accurate in choosing
the highest-ranking documents, although performing well on the
whole. From the graph of Fig. 4, it is seen that the simple
feedback method is more advisable than the particular joint ’
relevance strategy tried when only the ranking of the documents
at the top is important.

O
E l(j Of the relevant documents which were changed in rank by

s J0dJ
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Search 1
4 = 9
Search 2

q = q, ¥ 1(6) + 1(89) + 1(400)

Search 3

q = 100q0 + 100(6) + 100¢{89) + 100(400)

+ 100 (2(5) + 3(32) + 4(51) + 1(65)

25
+ 1(71) + 1(93) + 2(212) + 1(284%)
+ 2(312) + 3(400))

3(400), e.g., means document 400 is added in with
weight 3.

Query Alteration

Fig. 3
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Precision a Full Search
1.0} 0 Simple Feedbsck
O Joint Relevant
of
ed~o
. \o\
a
.7- §°
A\-A\ D\
.Sr- (o}
A \n\\o
5 \ \u\
a \0
4r \ D\o
3 A\A\ \ \O
] o o
.2!— A*—-A D\D
\A
1= T
R B L1t 1t 1 _yRecall
0 2 3 4 5 6 7 8 9 io”"ee

Recall Level Averages

Fig. u
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the joint relevance process, 59 obtain lower ranks and 127 re-
cefve higher ranks. The probability under the null hypothesis of
a chi square larger than that observed is 0.0000 for the t-test,
Wilcoxon test, and sign test without ties; for the sign test
using ties the probability is 1,0000. The large number of ties
can be attributed to the lack of joint relevance information co
be added into many of the queries.

Performance of the simple feedback and joint relevance
searches are shown for several queries in Fig. 5. Sometimes the
addition of joint relevance information does not substantially
affect the effectiveness of the query one way or the other (c.g.
query 54). Sometimes it actually moves the query away froum
relevant documents (query 26). But orten it produces dramatic
improvement (query 77). Souetimes the improvement is due to the
direct addition of relevant documents (query 13), some of whirh
would have beéﬁ more effective had they had greater weight. Some-
times very few relevunt documents are added, but the important
concepts are pnevertheless amplified by inclusion of joint rele-
vance information (query 42). Sometimes the inclucion of both
produces improvement (yuery 7). Sometimes the additions dilute
the query (query 61).

The above analysis supports the counclusion that 1nclusion
of jJoint relevance information, even if restricted to the uveight
of one relevant document only, produces significant improvement.

In evaluvating this experiment one must keep in mind the
differcnces between the experimental situation arnd an actual one.

The results are biased positively by the fact that in an actual



XI-11

5 314 o~
UOTJEDTIITPOW 2DUrRADT2Y IUTO[ I0J SITNSaY Yodaeas %
(10%)00T =1, Xaen
(691)00T
“(yvT)00T “(E9TI0OT *(Z#TIOOT “(I%T)00T :(2 Azan
¥0CT 06T {(11E) %
M8TT ANt “(OTEY Y “(80EYY “(9zTId% “(sZT)8 “(vZ1Y007
::£: 14 XA LezZ1)8 “(ZZ21)8 “(TTTY% “(OZIXTT “{86)%
€¢ 3Iy3Tem yita ‘ p < . p p N .
UT PoppE SEm ZET 1USWNOOP Av9s . 81T {68)Y% “(95)8 “(55)y “(v5)8 *(8y 'y “(L)8 9§ Xasnp
78 911 (LO£)EE “(%62)00T “(£62)CE ‘(Z6)Fe :ZT% Xaend
1eyl soxydut Aumqvmm d0ST 90T . .
R ” Av9e Z0T (69T0€E “(08)EE “(8SI0OT “(L)€g :9Z XavnD
twioy BUTAOYITIOZ aTec qiee ww (ZL)00T “(Z9)€€ “(I)€E *(S)EE €T XIanud
Yyr 48TT 9% (9z1)S “(SzZT)&
2yl uT uUIATE B1iE a @yl 8¢ 78 |“(wTI)6 ‘(ECTI6 ‘(TTTI6 “(TTTIS “(0TT)6 “(86)6
4%9T7T 08 (96)6 “(¥S)00T “(3%)6 “(0%)S ‘(IT1)¢ *(L)6 :f Kzan
481 9¢ .
YH9T 19 [ _ _
. UggE 09 ] dETT 6%C
] 22UrA Juyo = ‘
12iEes °T°¥ 3uier = r ATOT WOOT SS qZZ1 <€z
yo2aeag Y2eqpoag °1dwis = 3 q0¢€ %S q0ZT 1€2Z
_ YI0T a¢ ¥YZT 6712
AUEE = A ¥00T 6y 57T 891
S &5 q01T 57 ¥0ZY ¥TZT 091
¥OL % ET6Z S€27 qz7T LA
¥9¢T |¢ _ 4067 OC1 | ¥8¢ LA Y6z 1 SET
dE LT 26 ¥68T 70T ) HIST 26 ¥9ZT LET
19 dBRE 67 | qEgy 0§ 48L 96 ECIA [450¢
ZTIT 0% 82 _ YTE€T 6¢ aye 8¢ ERVA ey
i:t4] 6L €T : (7 6 02 MIST LS q95  Z01
MTZZ 09T (L 16¢ 828 12 H687 ¥i TT ¢ H8/€ 6% qE %6 J<TT 16
¥0ZTy 8¢ Y41 dT1¢z 9 |¥E€LT  T6E %71 d16¢ YE6Z 6 416 2% 2€7 ¥S 5T | w96 ¥4
89z UB.% S GYT YSHT S [¥9ET T1I% €1 | 067 18T ! iy¢ ¢€¢ 9 16 v [ MEZT Yy
¥0ZY 49T ¢ M€Y T 4E9T € | 465 ¥sG g 4767 967 $ qT6 981 1T | ¥§ te € 292 18"
468 vve T MT9T YTHT T | 46TT ¥SZT 7 6y o8 € 691 ¥8.L€ € | ¥Z9 ¥z9 2 i £LT ST
8Ty ¥68 1 YZHT ATHT T | 9921 dvTI I %67 ¥%6Z 1 ¥36 d¥8s I gL ¥l 1 e Ivs 1
r i b r I ¥ £ a Lo r i y r I ' ¢ Z b Iy a 4
@]
12 4Lx3nd T9 4x9nd %¢ Kisnp ﬁ Tv Aasnd 97 AKasnd €T Azand L I —)
i




X1-12

application not all the documents relevant to a given query would
be shown to a user, identified as relevant, and added to the joint
relevauncs lists. They are biased negatively by the fact that
relevance information obtained by a qQuery in the second half of

the collection might often help a new query subsequently submitted
in the second half; this effect could not be takem into account iun
the experimental design. A sounder though more laborious experi-
ment would have been to run the entire query collection against

the document collection, while updating the joint relevance lists
after =2ach query. Still more significant results would have been
obtained had the joint relevance lists been composed of only those
documents which a user might see and identify as relevant. However,
such‘experiments are difficult to perform without adequate system

support.

5. Conclusions

The assumptions of part 2 are found to be largely justifiable,
although the Importance cf the number of past joint relevance deci-
sions should be further investigated. The danger of biasing the
system toward one type of query is avoided, since the two halves
of the query collection are fairly similar. The experiments are
not éxtensive enough to detect isolation of documents. As expected,
locse and strong éonnections are established by general and specific

&ue:ies, respectively. The 1oint relavance procedure does take

advéntage of document groups. And a partial but important arswer

to the weighting problem 1s that greater emphasis should be placed

Q : e
E l(j cu the joint relevant documents, although waysmus:c be found to coun-
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teract the negative effects of such an increase. Perhaps this
effect may be partially counteracted as the number of queries
run through a system increases.

In a new experiment, low-weight concepts might be elimi-
nated from altered queries. Certainly better values for ags
ays ay, a5, and a, should be found. There may be possibilities
for the use of joint-relevance information in negative feedback.
Incorporation of the best known feedback strategies into the
joint~relevance query alteration equation should be attempted.
Perhaps high-frequency occurrernce in joint-relevance lists of
a document alreadyvy known to be relevant should lead to a higher
weighting of such a document.

The experimental data indicate that the use of joint
relevance information is a valuable tool in information retrie-
val, that more testing of procedures for using this information
is in order, and that the nature of the tradeoff between compu-

tational complexity and effectiveness of additional information

must be determined for such procedures.

O
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XI1. A Controlled Single Pass Classification Algorithn.
with Applicetion to Multilevel Clustering

D. B. Johnson and J. M. Lafuente

A single pass rclustering method is presented, which compares
favorablv with more expensive clustering algoritms. During the clustering
process various parameters are controlled, such as number of clusters,
size of the clusters and amount of overlap. The method is tested using
the ADI collection of 82 documents and the Cranfield 424 collection. The
results ave compared to full search and to results obtained by searching
clusters produced by Dattola's algorithm. The effect of ordering of the
collection is investigated and some variation is obtained in the results
for different orderings. Single-level as well as two-level clustering is
considered. The results, in general, point to better performance with
multilevel clustering and some suggestions for extending the algorithm to

include multilevel clusterirg are given.

1. Introduction

An important ccnsideration in an automatic information retrieval
system is the time spent in searching a collection. To avoid searching
the entire collection, it becomes necessary to classify documents into
related groups. This is the technique of clustering. Documents are grouped
into clusters by assigning items containing similar concepts to the same
cluster. A centroid vector is constructed for each cluster, and queries
are matched at first against these centroids. Only those clusters comparing

. favorably with a query are then rearched in the normal mamnner. Thus a sac-

367
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rifice in time to produce the clusters is compensated Ly later savings

in the search time. The problem is how te develop efficient techniques for
producing meaningful clusters in order to minirijze searching costs. The
suitability of any clustering method must then be measured according to

the following criteria:

1. Cost of generating the clusters;
2. Cost o1 searching the clustered ccllecticn;

3. Effectiveness of the search process, usually measured

by evaluating recall and precision.

The clustering problem becomes =ritical with very large collections.
Comparing each document with every other document is no longer feasible,
and efficient algorithms have been developed which attempt to minimize the
number of document comparisons. Even with these methods, the classification
of a collection containing several thousand items is a time consuming pro-
cess.,

This paper describes a clustering algorithm which makes a single
pass over a collection. Lach document is examined only once and clusters
are formed in the process. A document is considered for inclusion into one
or more existing clusters before it is allowed to begin a cluster of its
own. Various parameters such as cluster size, number of clusters,and amount
of overlap are controlled throughout the clustering process. The algorithm
is tested using the ADI collection of 82 documents and 35 queries available
in the SMART system. The algorithm, however, is designed with a view toward

large collections.

3bo
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2. Methods of Clustering

Various methods have been devised for clustering. Usually these
methods require the computation of a correlation matrix, representing the
correlation of each document with every other document in the collection,
followed by a grouping of those documents which correlate best with each
other. Input parameters for these clustering algorithms include the number
of clusters desired, the maximum size of sach cluster, the amount of over-
lap and the number of ''loose" or unclassified docunents to be allowed.

Two clustering methods are presently in use in the SMART System;

{1] they are: Rocchic's clustering algorithm [2) and a variation of

Doyle's algorithm. [3] In Rocchic's algorithm, each unclustered document is
selected as a candidate for a cluster nucleus. All remaining documents are
then correlated with it, and the document is suhjected to a density test
based on cut-off correlation coefficients. If the document passes the
density test, a new cluster is formed and a cut-off correlation is determined
based on the relative distribution of cerrelations with the given document.

A centroid vector is then computed by combining all concepts of those docu-
mants with correlation above the computed cut-off value. The centroid vector
is next matched against the entire collection to create an altered cluster.
The entire procedure is now repeated with all unclustered documents until

all documents are either clustered or loose.

Doyle's algnrithm basically consists in matching documents to existing
clusters by computing a document-cluster score for each doécment relative to
each cluster and admitting a document to those clusters for which a suffi-
clently high score is recorded. X:w centroids are then computed for each
altered cluster. The process is then repeated; at each step of the itera-

tion all the documents are correlated with all the clusters, and the clusters

Jbu
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are updated until further updating does not alter any of the existing clusters.

It can be shown that Rocchio’s algorithm requires order N'2 vector
comparisons, where N 1is the number of documents, while Doyle's algorithm
is of the order ¥*m where m is the number of clusters. A more efficient
method due to Dattola [4] requires time proportional to N-p-logpm where N
is the number of items in the collection, m is the number of clusters
desired and p 1is the number of clusters produced at each level of the
algorithm. The method is an outgrowth of Doyle's attempt to obtain a fast
algorithm for clustering large document collections. In each cycle of Dattcla's
algorithm, each document in the collection is scored against each existing
cluster by a certain scoring function. New clusters are then computed while
some documents remain loose. The cycle is then repeated with the new clus-
ters. The algorithm is designed to control the number of clusters, size
of clusters and amount of overlap. The number of clusters and amount of
overlap are specified as input parameters, while the size of the clusters
is controlled internally. One problem with Dattola's algorithm is that some
way must be found to designate initial clusters.

An inexpensive one-pass clustering method has been proposed by Rieber
and Marathe. [5] In this method the first document automatically becomes the
centroid of the first cluster. Subseguent documents are correlated with
existing clusters and depending con how the correlation with each cluster
compares with the minimum correlation cut-off, the document is either ad-
mitied {o one or more existing clusters or allowed to start a new cluster.

If a document is admitted to an existing cluster, the cluster centroid is
recomputed. The method allows for disjoint clusters where a document can
only be included in one cluster, or overlapped clusters where a ducument

is included in every cluster with which it has a high correlation. The

Q
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single pass method of Rieber and Marathe compares favorably with more
complex clustering methods in search cost, but there i1s no control on
the cluster size or the number of clusters generated. This results in
initial clusters being exceptionally large. Morzover, the process is
likely to be order-dependent since the formation of the clusters depends

on how the documents are encountered.

3. Strategy

To produce retrieval results for the user, twc major costs are
incurred: the cost of preparing the collection, and the cost of searching.
Search cost can be reduced if an investment is made in clustering the
collection. The aim of this study is to give a clustering algorithm which
operates substantially more cheaply than those presently in use but for
which the search costs are similar. In this way it is possible to compare
clustering cost directly with search effectiveness. Alternatively, search
perameters can be adjusted until search effectiveness is comparable,
yielding a direct comparison of clustering and search costs. In either
case, it may be possible to exhibit the extent tc¢ which the clusters are -
less optimal than thnse of other algorithms.

One approach to keebing search costs low is to use an algoriihm
which, within the constraint of a single pass over the document ccllection,
will produce on the basis of document vector similarities a set of clusters
of a given size distribution measured in terms of mean size, maximum size--
and overlap. This aim is achieved by the algerithm described in this study.
The extent to which sets of clusters with similar size distributions have

similar search costs is discussed in Section 6. C.

O
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Specifically, the experirments are desipgrad to allow a comparison
with Datteola's algorithm. In his work ([%], a wmean cluster size is chosen.
Clusters more than twice or less than half the mean size are not aliowed.

In the one-pass algorithm described in this study, the mean and maximum are
easily controlled. The minimum is not controlled directly, since doing so
requires blending small clusters in a second pass. It is questionable
whether fixed limits on the cluster size are desirable., Certainly some sort
of upper limit is needed to keep search costs well below that for a full
search. The effect of a lower limit, given a mean and maximum,is less clear.
In any event the method does not control the minimum whereas Dattola's does.

The composition of clusters from a single-pass method depends on
the order in which the documents are processed. A document can not be placed
in a cluster with a sequence number higher than that of the document. For
example, if there are N documents in the collection and n clusters are
produced, the first rn-1 docurments cannot belong to cluster n . In general,
it wilk 2lso be more difficult for a document N to join «cluster 1 than
for a document with an earlirr seguence npumber.

The effect of order can be centrolled partially and indirectly by con-
trolling the rate at which clusters are allowed to form in the early part of
the pass. OQOtherwise, order dependency is inherent in the single-pass method
just as it is in other metheods inwvhich the number of iterations is limited.
The degree of order dependency of the algorithm of this study is discussed

in Section &. B.

4. The Algorithm
The clustering algorithm accepts input vectors, each describing a
document, and assigns each document either to one or more existing clusters

ERIC



or to a new cluster, depending on the correlation of the input vector with
the cluster centroids. Each document vector is of the standard form, con-
sisting of pairs of concept numbers and correspanding weights. The weight
of each term in a centroid is obtainea by summing the weights of that term
focr all documents in the centroid.

Vector correlations are computed as the multidimensional cosine

between them, COS, as follows

where

the cosine correlation between vectors u and Vv

cos

= number of terms in the collection dictionary,

=]
|

COS ranges from 0 to 1. In order to control the cluster size, COS is modi--
fied, as discussed below. It is the modified correlation, COR, which is
actually used in making c¢lustering decisions.

One stage of the clustering process is defined as the comparison
of nne Input dccument with 211 existing clusters. If the correlation, COR,
of the document witii the centroid of a cluster is greater than the cut-off
value, CORCUT, the document is added to the cluster with which it has the
best correlation. The document is also added to any clusters for which COR
lies no more than an amount GAP below the highest coirelation (maximum over
all clusters) COR, thus producing overlap. If GAP = 0, no overlap cccurs.

,Jf a document is not aumitted to any cluster, it defines a nhew one. A cen-

ERIC
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troid is recomputed vhenever a document is added.

Number of clusters, cluster size and overlap are controlled dynami-
cally. Wnen, during the course of clustering, the number of clusters compared
to the number of documents already processed becomes large, it is necessary
to make it easier in general for documents to jein clusters. However, to
control cluster size it must be generally more difficult for a document tc
join a large clusc<er than a small one. To achieve these ends, CORCUT is
varied to control the number ¢f clusters while individual correlations, COS,
are reduced by an amount related to cluster size in order to control cluster

size near some maximum value.

A) Cluster Size

It is desired to define afunction COR which will depend on the cosine
correlation, COS, and also on the number of documents which the cluster would
contain if the new document were admitted. COR shculd increase with COS and
decrease as :luster size increases, If CO0S i5 very high, however, it would
be unreasonatle to exclude the document =2ven from a large cluster. Therefore,
when COS is 1, COR should equal 1 as welu..

The following function, chosen for the algorithm, meets the above

requirements:

cor = cos¥

where

y = NCEIL/ (NCEIL - min (NCEIL - 1/B, M, + M )+A)/A
NCEIL = cluster sfze ceiling requested hy user

M, = number of documents in input vector

(Mj = 1 inless clusters are being clustered)

M_ = number of documents in cluster



A,B = tuning parameters which the algorithm supplied

and the user in general need not be concerned with.

Parameter A controls the rate at which the ratio COS/COR grows with cluster
size when a cluster is small. Parameter B controls this ratio near and
beyond the cluster size limit. If B is small, clusters can actually grow

over the limit given by the user.

B) Number of Clusters

Following each stage, CORCUT is recomputed in order to contvol the
number ¢of clusters finally produced. The ratio of clusters produced to
documents processed up to the moment is computed. If this ratio is larger
than the value desired in the final result, CORCUT is adjusted downward
from 7 base value FCOR, reducing the probability that a new cluster will be
generated in the next stage. If the ratio is smaller than the desired value,
CORCUT is raised. The hase value FCOR moves toward CORCUT at a rate fixed
by the algorithm. The user may supply a value for this rate.

Kew values of CORCUT and FCOR are computed as follows:

CORCUT, = (FCOR, )
FCOR, = FCOR, |*R + CORCUT #(1 - R)
where
x = (NCL - NCLREQ * NINPUT / NE + D) / D
NCL = number of cluster; following stage i-1
NCLREQ = number of clusters requested by user
NE = number of documents in source collecticn
NINFUT = number <f documents input through stage i-1
R = parameter controlling rate at which FCOR follows COFCUT
]E[{j}:‘ D = tuning parameter cet by algorithm.
OO

/0
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If R=0, CCRCUT veries widely and poorer clusters are produced.

C)} Overlap

A document is added to a cluster onls when two conditions are met:

1. COR > CORCUT

2. max{over all clusters) COR -~ COR < GAP

It can be seen that GAP controls overlap. Between stages GAP is

adjusted as follows:

GAP, = (FGAP, .)Z
1 1-1

where
= B
z = (Ml oot Mt E)/(NINPUT*(OVLAP + 1) + E)
CVLAP = the value requested for
NC;NE
M./NE] -1
j=1

FYGAP = base value of GAP

"

FGAP, = FGAP, .*R + GAP,%(1 - R)
1 1- 1

1

D} An Example

The following example illustrates how the clustering parameters a.e
adjusted dynamically during the clustering process and how the individnal
correlaticns are cemputed. The values presented are taken from a run on the
ADI collection. User selected parameters are given as follows:

ERIC
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NCEIL =

NCLREQ

OVLAP =

Default options

FCOR

FGAP

1"

R =.9

Fig. 1 shows how CORCUT varies during clustering.
a similar presentation for GAP.

crete steps after each document has been clustered.

15

=9

«122

are used for the other parameters, namely:

4 A =40

.001 B=2
D=5
E=1

have been connected for ease of preseutation,

Consider, for example, the input of the 6fZth document.

clusters exist at this point, so COS and COR are computed with respect

to each cluster, giving the following results:

Fig. 2 gives

0f course, CORCUT and GAP change in dis-

XII-11

Points in the figures

Cluster Number of Documents

Number in Cluster Ccos y COR
1 14 458 2.5 L142
2 10 .080 1.3 .037
3 14 .4a8 2.5 W175
4 12 214 1.5 .010
5 12 .205 1.5 +008
6 1 2232 1.17] .181
? 1 050 1.17 { .030

ERIC
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Corcut
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10}
+4

- ' 1 1 1 1 1 1,
oO 10 20 30 40 50 60 70 80
Number of Documents Input
Variation of Corcut with Input
Points ot which new clusters form are marked with
cluster nurnbers. First three points are off scale.
Fiq. |
Gop
of
/
030 P
/
020 "+
\ -
olof — )
0 1 1 J 1 ] 1 1 Lo
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Number of Docurmenis inpul
Variation of Gap with Input

Each downward discontinuity in the plut occurs when o

document is assigned to multiple clusfers

Fig.2
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Taking the values of CORCUT = .045 and GAP = ,0089 as adjusted following

the 6u4th document, document 65 is admitted to clusters 2 aid 6 as follows:

Cluster Number Cor Admit
6 .181 @

175 ¥
142 < .181-Gap =.172

037 < - CORCUT = .0u6

3
1
2
7 .030
y
5

.010
.008

5. Implementation
The algc»ithm is inplemented in Fortran. The user specifies star-

ting values as follows:

ICEIL = approximate maximum number of documents desired

in any cluster
NCLREQ = number of clusters desired

OVLAP

fractional overlap desired

The algorithm sets the following parameters:

FCOR = .4 A =1y0
FGAP = .00l B = 2
R=.,9 D=5

E =1

The user may override these values if he desires. It is expected
that extensive use of the algorithm would iead to betcer values than those
\r’ready found, although the aigorithm is not highly sensitive to them.

ERIC
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A) Storage Managenment

The algorithm is designed with a veiw toward application to large
collections. Core storage and aczesses to secondary storage are minimized
in the following ways. Clusters are stored in sequential locations rather
than in a 2-dimensional array. Only sufficient core storage for the clus-
ters as a proup need be alloted regardless of the variation in cluster size.
A linked list could also be used. However, if secundary storage has tc be
used to store part of the cluster information, sequential storage is them
preferable,

Sequential storage requires meving the cluster informati»n in order
to insert new concept-weight pairs. fo minimize moves, two consecutive input
vectors are kept in core. In the course of one stage of the aigorithm, the
input to the previous stage is added to the appropriate clusters and corre-

lation of the current documeut is made simultaneously. The entire cluster

collection is moved at most once for each stage.

6. Results

This study employs two document collections to evaluate the perfor-
mance of the single-pass algorithm, the ADI collection of 82 documents and
35 queries and the Cranfield collection of 424 documents and 155 queries.
Evaluation is made by comparing the results using the present algorithm with

the resuits using Dattola's algorithm. Several clustering and search runs®

#In the recall-presicion curves presented, the modifications prop-sed by
Dattola, {4] pp. 16-24, to compensate for variations in correlai.on parcen-
tage and uniform distribution of unrecovered relevant documents are incor-
Forated.

O
E .
LIS
S all



XII-15§

were made using similar input parameters in both algorithms. Full search
results on the ADI collection are also shown for comparison.

The cost of clustering is first discusged in Section 6. A. Several
clustering runs were made using the single-pass algorithm over different
orderings of the ADI collection to show the effects of the order in which
documents are processed. This is discussed in Section 6. B.

Clustering is also done at two levels as well as ocne level to illus-
trate savings in clustering time and to show the effect of multilevel clus-
tering on cluster quality. The results of searching the ADI collection,
including multilevel search, are discussed in Section 6. C. Finally, the
algorithm is applied to the Cranfield 424 ccllection and the results are

discussed in Section 6. D.

A) Clustering Costs
Cost comparisons between clustering methods can be made according
to several criteria. The two for which results are presented in this
1]

study are:

1. Number of vector ccmparisons performed.

2. Computer rescurces vsed, mainly CPU and I/0 time.

The first criterion allows comparison of algorithms to a large
degrez independently of the programming techniques employed and the system
in which the programs «ve embedded. The second reflects the effects of
the system and the programming techniques as well.

Consider the number of vector comparisons. It is convenient to
assume that clusters are formed at unirform intervals during the processing

[:I{j}:(the collection, that is, cluster 1 forms with document 1 ani in general

Aruitoxt provided by Eic:
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. . ..
cluster i forms with document = (i-1) + 1 and sou forth, where there are
N documents and m clusters produced. Under this assumpticn, the number

of compariscns for clustering on a single level is given as follows:

m
LI S PR I S [ IS

i=1 ¢

where

Cl = number of compariscns on level 1
N = number of documents in the colle~tion
m = number of clusters produced

If clusterirg is done on x levels and p clusters are formed at
each level from each cluster on the next higher level, the number of compari-

sons made at level 1 is

C.
i

-+ .

Cunsequently, for multilevel clustering over x levels, the total number of

comparisons C 1is

c = ’z‘ e SN -Gy
=] * 2
and since m = p” ,
C = (N-l);p~_+__1_)_ logpm .
Dattola gives a similar derivation in complete detail (4], giving

ERIC
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the total number of comparisons D over x levels as defined above:

D = kNp log m
P 8p

where

k = the average number of times a set of documents is compared

to a set of cluster centroids.

A typical value of k 1is 16 for a collection the size of the Cranfield' 42u.
Based on vector comparizons, then, one could expect an increase in

speed over Dattola's algorithm of 2k for large p and %—k for p =3

(the optimum value proposed by Dattola [4)). A somewhat lower ratio is

shown in the results of this study. Table 1 shows comparative results.

For the ADI collection the ratio of number of comparisons is 15:1, implying

a k for Dattola's algorithm of 7.5. For the Cranfield 424 the values are

8,2:1 and & 25, vespectively. The difference from the value k = 16, which

is expected, is largely explained by the following factors:

1. In the runs using the present algorithm, a burst of
clusters was forced to form at the outset. Thus the uniform
formation assumption is not met and more comparisons are
made with the present algorithm than predicted. 1In the
limiting case where the first m  documents form the m

clusters, C is bounded as follows:

C<(N-1)p logpm

2, During an iteration of Dattola's algorithm the number of
trial centroids is frequently less than the chosen value
of p .
O
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Present Dattcla's
ADI Collection (82 documents) Study Algorithm
Number of clustering runs over
wnich the following results are 11 1
averaged
Vector comparisons QLS 6614
CPU seconds (360/65) 5.8 ub o
I/0 seconds (360/65) 13.3 38.0
Cranfield 424 Collection® Present Dattol 's
(424 documents) Study Algori.
Number of clustering runs over
which the following results 1 1
are averaged
Vector compariscns 5579 45640
— -———
CFU seconds (360/65) 214 433 J
I1/0 seconds (360/65) 126 653 B

Clustering Cost Comparisons Between the Fres.nt

Study and Dattola's Algorithm

Table 1

%Results shown for Datto.a are for two-level clustering
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3, Iterations of Dattola's algorithm sometimes converge before

the iteration limit is reached.

4, Two levels of clustering were performed on the Cranfield
424 under Dattola's algorithm against a single level for

the algorithm of this study.

The compariscn of CPU times in Table 1 is somewhat les: favcrable
to the algorithm of this study, particularly on the Cranfield 424 collection,
The major factor is scoring, or vector comparison. Scoring may be done ovex
an array of weights if concept numbers are restricted to a prescribed range.
In the case of Dattola's implementation, numbers do not exceed 10,000 so
comparison may be done over a 10,000-element array in which the concept
number is given by position rather than in a list where the concept rnumbers
appear explicitly. The present algorithm uses such a list, ordered by
concept number, and runs more slowly as a consequence.

Perhaps the most important point to be made in this discussion is
that the algorithms of Dattola and of the present study are of the same
order. The constant multiplier k , however, is of the order 16 in the

case of Dattola and 1 in the case of the present study.

B) Effect of Document Ordering

The effect of ordering is studied by comparing the sszarch results
on the original ADI collection and three permutations of it. The three per-
mutations are constructed by reordering the collection according to tables
of random numbers between 0 and 99.

Clusters are generated using NCEIL = 22, NCLREQ = 9 and OVLAP = .122
(default cptions are used for the remaining parameters). A minimum of 10
documents is searched for each query. Plots of precision vs. recall are

O
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shown ir. Figures U and 4. As expzcted, there is significant variation in
the performance of the algorithm for different orderings of the documents.
It is interesting to note that the original ordering of the ADI collection
zives the worst results. The third permutation gives the best results which
actnally exceed Lattola's results except in the high recall region. It can
be seen that the relative improvement of the results by reordering is better
in the document-level average plots than in the recall-level average plots.
Figures 5 and & show the spread between the curves representing
the original ordering aiig the third permutati-n of the documents of the ADI
collection. The results can be compared with those of a full search and
clustered search using Dattola's algorithm. ——
Multi'evel clustering is discussed in tection 6. C. Since nmulti-
level clustering improves searchVFESults, it is possible that document re-
ordering may be vrced to obtain further improvement in this case, althovgh it

would te difficult to determine a suitauvie ordering in advance.

C) Search Results on Clustered AJI Collection

Recall and precision plots of searches on the clustered ADI collec-
tion are shown in Figures 5 and 6. As discussed in Section A. B, it may be
seen that there is a substantial variation in the quality of the clusters
over different orderings of the collection, as measured by search results.
In conparison with both the full search and Dattola's algorithm, the present
algorithm shows a terdency to perform best in the low-recall region. This
ef fect may Le observed in all results of thic study and, consequently, it
is a distinguishing characteristic of the single pass algorithm.

It should be observed that search costs for the results shown using



XII-21

Precision

A
1.O}-

—9— Original Ordering
—o— First Permutation
—o- Second Permutation
—a— Third Permutation

_J
- Recall
10

Etfect of Ordering on Document Level Averaqes in Search
of ADI Coltection Clustered with Single Pass Algotithm

Fig. 2




X11-22

Precision —v— Original Ordering
1.0 —0— First Permutation
--0-~— Second Permutation
9 —a&— Third Parmutation
.8}
Nd =
O .
\O\A
\\ \
SV=r——v.
\Q\A
\ -
al B\GMG
R 8—-—_9\
ke
O\
25 v Q\
— promm—
At —§=4
0 L i 1 i 1 ] ] ] L i3
o 4 2 3 4 5 6 7 8 9 10 el

Effect of Ordering on Recall Level Averages in Search
of ADI Collection Clustered with Single Pass Algorithm
Fig.4



XII-23

Precision —0— Full Search
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Precision —~0— Full Search
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Recall Level Averages for Full Search, Dattola ond Single—-Pass
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the present algorithm ard the results using Dattola's clusters are roughly
similar. Tor example, 990 vector comparisons are made in searching the
clusters produced from the ADI collection a: originally ordered compared with
966 vector comparisons in searching Dattola's clusters.

In Section 6. A an expression for the cost of clustering is given.
The relationship is such that clustering coust is reduced both for the algo-
rithm of this study and for Dattola's algorithm if multilevel clustevingz is
done.® It is not known how the search results on clusters formed at & single
level and over multiple levels compare in the case of Dattela's aigorithm.
However, in the case of the present algorithm, multileval clustering is not
cniy less expensive to perform but it can produce markedly better clusters.

Figures 7 and 4 show the improvement in recall and precision achieved
when the same ordering of the ADI collection is clustered over cne level and
two levels. Clusters are formed at the first level and then sons of each
are formed at tne second level. The ordering chos:n was the cne among the
four tested for whieh recall and precision are poores. for the single level
clusters. It is suspected that improvement would also be shown for the other
orderings.

It can be noted in Figures 7 and 8 that the two-level clustered
search is markedly better than the one-level search, particularly in the
low recall region. Moreover, the two-level search performs better than the
search on Dattola's clusters in the low recall region and apéroaches the

full-sea:ch curve in this region.

#It is thought proper to apply the descripticn "single pass algerithm'" to
multilevel clustering where (a) each level is clustered iu a single pats
and (b) the multilevel algorithm perferms fewsr comparisons than a single

Sab-H vould perform as a single level.
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In general, the probability that a document late in the inpu*t enters
an early cluster is related to the number of clusters formed in the pass over
a level of the cluster tree. The greater the number of clusters, the more
the membership of early clusters is confined to documents early in the collec-
tion. This can be seen by observing that, except for the case whire a collec-
tion is partitioned into m sequential clusters, & cluster on the average
allows documents to be admitted over a sequence of iInput documents larger than

the cluster size, that is, for a single level of clustering,

where
n = rumber of documents for which a substantial probability of
admission to a certain cluster exists.
a t a constant (a > 1).
If clustering is done over two levels,
nj(2) -5 n(l)_
p
(2) e (1) ;
where nj is the Jta son of n (superscripts refer to the level

of the tree). Thus, at the final level x there are m clusters and

n(x) . Ko R N
X m
p
nj(X) > nj(l) for % >1 and a>1

ERIC.

P e e
=



O

ERIC

Aruitoxt provided by Eic:

X1I-29

The above suggests that producing as few as two clusters from
ecach father in the cluster tree would allow the best associations to
be made. It is also suspected that better results may be obtained if the
order in which the documents are compared at each level is reversed. The
rationale here is that the 1-st documents admitted to the cluster have
in general the highest correlation with the centroid. It is hypothesized
that in a pass in reverse order, these documents will tend to form a single
cluster and allow the earlier cnes to fall in separate groupings.

The search results reported above suggest that sets of clusters
with similar size statistics have similar search costs when the same search
parameters are used. Comparative figures are shown in Table 2.

Overlap figures are also given in Table 2. It may be seen that
overlap varies substantially between the sets of clusters compared. Cer-
tainly, increased overlap increases search costs since it increases average
cluster size., Whether increased overlap affects recall and precision
curves to any great extent is less clear. It may be argued that the clus-
tering algorithm operates without knowledge of ~he query set subsequently
used tc search the collection and, consequently, assignment of documents to
multiple clusters is independent of relevance judgments. Unpublished results
of Dattola in which overlap was varied widely when clustering both the ADI
and Cranfield 200 collections without apparent effect on recall and preci-
sion support the hypothesis of independence.

The results of this study &s well suggest that overlap is uncorre-
lated with recall and precision. Overlap is not jield constant in the re-
sults presented because of the difficulty in matching the overlap ieasures

of Dattola's algorithm and of the algorithm of this study. As may be seen

3Yu
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r,.

ADI Collection

(as ordered)

Cranfield 424

Single Pass Dattecla Single Dattola
Fass 2-level
1-level 2-level 1-ievel
Fractional overlap .17 .33 .01 14 .23
Average cluster size
(Gle. of documents) 10.7 12,1 3.2 24,2 23,7
Average cluster size/
collection size 13 148 112 .057 .056
No. of clusters 9 g 9 20 22
He, of clusters/
collection size .11 .11 .11 047 .C52
No, of vector compari-
sons (Search Cost) 390 1165 966 13,103 12,200
Fractional search cost .35 .39 .34 .20 .18¢
Ho. of documents sought
in search 190 10 10 43 43

O
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Summary of Cluster Statistics
and Search Costs

Table 2
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in Table 2, higher overlap values cccurred with the better results on the
ADI collection, but the reverse is true for the two runs made on the Cran-

field 424 collection.

D) Search Results of Clustered Cranfield Collection

The Cranfield u#2u4 collection is known to have sequential groupings
of some of the documents relevant to certain queries. Consequently, a ran-
dom ordering of the collection is used as input to the single level clustering
run performed with the algorithm of this study. Figures 9 and 10 show the
recall and precision curves from a search on this set of clusters compared
with a search on a set of clusters produced with Dattola's algorithm. In
the case of Dattola's algorithm [4] clustering is done over two levels
using clustering pAarameters which were found to be optimal on the ADI and
Cranfield 200 collections.

As may be seen {rom Figures 9 and 10 the algorithm of this study
produced a slightly better recall and precision curve than Dattola's.
Additional runs on several permutations of the collection are needed to
establish whether a significant difference is shown consistently. Search
costs on the Cranfield 424 collection using the single pass algorithm are
comparable to search costs using Dattola's clusters. As shown in Table 2,
the present algorithm requires 13,103 vector comparisons, compared with
12,200 for Dattola's case. A more useful measure, which allows comparison
of collectionsvof different size, is the fractional search cost, defined as
*ne aumber of vector comparisons per document per query. Fractional search
costs on the Cranfield collections for the single pass method and for Dattola's

are —oughly similar, as seen in Table 2.
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7. Conclusions

The single pass algorithm of this study is substantially less costly
to execute than other clustering zlgorithms, Dattola's in particular. As
may Le expected, however, the quality of the cluster set depends to a large
degree on the order in which the deocuments are encountered by the algorithm,
On the ADI collection, some orderings prod.ce search results, measured by
recall and precision curves, better than Dattola‘'s clusters in the low recall
range. Other ordevings are worse at virtually all points on the curve.

A single clustering run is reporied for a larger collection, the Cran-
field 424. It indicates that cluster quality is not degraded when the algo-
rithm is applied to a collection about five times as large as the ADI.

Multilevel clustering using the basir single pass approcach of this
study is shown both tc be cheaper and tc produce substantially better clusters
as measured by search results. There is a strong suggestion that further
work could establish the multilevel single pass algorithm to be as good or
better than Dattola's algorithm for most orderings of the collection.

The basic limitations of the single pass method appear to ba overcome
bast when multilevel clusters form a binary tree. It is possible that the
contents of a collecticn would dictate nodes in the tree of higher degree.

The trade offs involved in such cases should be investigated.

The multilevel clustering of this study is confined to présenting
only the lowest level of the tree to the search algorithm. However, the en-
tire tree could easily be made available to the search algorithm, If so, two
possible ways of construction present themselves., The first is to fetch each
document description from the collection only once. Each document would be
passed down the tree and all decisions relative to it would be made in sequence,

1 level by level. In effect, nmany levels of single pass clustering would e
©
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carried on simultaneously, each cluster at each level being treated as the
collection from which its sons are formed. In the case of a binary tree,
for example, the first document in the collection would be passed down the
entire leftmost branch of the tree to the predetermined lowest level. It
would define, at first, the leftmost cluster at each level. The next docl-
ment would then be passed down the tree. As long as it was admitted to
existing clusters it would add to their definition. At the point (if any)
where it was selected to define its own cluster, it would form a right
branch and then a sequenca of ieft branches down to the lowest level. Sub-
sequent documents would be processed similarly.

The second method of construction is to ferm each level completely
before the next level is begun. Document descriptions would have to he
fatched from the collection once for each level plus z2dditional occurrences
caused by overlap. However, cluster gqaality might well be better since the
direction of passing over the documents can be reversed at each level.

Even when Jjust two sons are formed from each father in the tree,
there still exists the possibilii{y that natural clusters will be split
into fragments. By the nature of the process, once two documents are
separated, they cannot be associated again. To a certain degree, searching
over multiple clusters allows these documents to be found. It wculd pe best,
however, to have them properly associated in the tree. It is proposed,
therefore, that the leaves of a complated tree be compared one to another.
Those with particularly high correlations would be coalesced into a single
ciuster taken to be the son of both fathers. Such a coalescing process
would deform the tree only at the lowest level and could be expected to
reassoclate sets of documents which were of roughly equal size and large

~nough to be a majerity of the members of the clusters involved. Any
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further investigation will necessarily include experiments designed to
strengthen, if possible, the results already found and to consider further

the selection of optimum clustering parameters.

o
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XIII. A Systematic Study of Query-Clustering Techniques:
A Progress Report

S. Woruna

Abstract

An experinent using various techniques of query clustering on the
Cranfield 424 document collection is described and some preliminary results
are given. Several methods of evaluating the performance of clustered
searches iIn the context of query-clustering are discussed. Finally, scme
observations arve made concerning use of the SMART system as implemented

at Cornell University.

1. Introduction

Tne idea of query-clustering as an aid to information retrieval
systems is first defined and examined Ly V. K. Lesser [1]. In thau report,
a two-level clustering algorithm is described in which members of a docu-
ment collection are assigned to clusters according to their relationship
with previously-formed clusters of queries.

It is argued that there are three advantages to performing the
clustering in this manner; first, the accuracy of a given search procedure
may be increased by comparing queries to sets of related queries alreédy
processed by the retrieval system, instead of sets of related documents.
Second, it is likely that such a system will perform better as time
passes and more queries are available for clustering. Finally, leriuse

the cost of most clustering algorithms increases with the size of the

O
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collection being clustered, it is more economical to use a query collection
than the associated — and much larger — document collection. A more
thorough general discussion of the first two of these points can be found in
[2], as well as in the original paper by Lesser. Applications of these ideas
to various methods of query clustering are discussed below. (For additional
information on clustering algorithms, see [3,4,5,6,7,8). Packground material
and further references may be found in {9].)

The general process of query clustering may be divided into thres

perts, or "phases':

1) generation of query clusters;

2) generation of document clusters from the query clusters of

phase 1; and

3) detfinition and assignmen: of centrcids for the phase 2 docunent

clusters,

Bach of these three phases may be accomplished in several different ways.
A ccmbination of three such methods —that is, one for each phase—is termed
an "implementation" of query clustering, or a particular query-clustering
technique.

Many procedures exist for performing phase 1, that is, intteinitiui
clustering job. The variables in using these algorithms include the number
of clusters desired, the amount of overiap permitted, and the number of queries
to be clustered. The last parameter is particularly important to a query-
clustering technique, tecause it is hoped thau search results improve with
an increase in the number of queries clustered.

Phase 2 may he implemented in any of the following three ways:

ERIC
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1) Relevancy decisions
2) Correlation with query centroids

3) Correlations with clustered queries,

In the first case, documents which &re relevant to one or more queries
in any one query cluster are grouped. For case 2, all documents are
correlated against each query centroid, and those documents cerrelating
highly with any such centroid are put into one cluster. In the third
case, the documents are correlated with all queries used in clustering,
and a document cluster is formed from those correlating hizhly with one
or more queries in any given query cluster. In all three methods, one
document cluster is formed for each query cluster generated in phase 1,
The query cluster from which such a document cluster is formed (whether

by relevancy decisions, centroid correlaticns, or query correlations)

e
o0n

 called its underlying query cluster.

There is miuch disagreement about the manner in which a centrcid
is chosen to represent the documents in a cluster., Concepts may be
logical or weighted, with very high or very low weights arbitrarily either
retained or dropped by one of several metheds [10]. In query clustering,
however, the choice of the type of centrecids used (phase 3) i1s much more
basic — the centroids for each phase 2 cluster may be either the document
centroid formed frcm the documents of the cluster, or the query centroid
of the underlying query-cluster.

There are obviously a large numbiue-of qhery—clustering techniques
which may be formed from different comb;nations of the above variations

of the three phases. At this time, the only available studi:s of query

clustering are focused on varying phase 1 methods, while using relevancy
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decisions for phase 2 and query centroids in phase 3. This paper deails
with an experiment which considers all six combinations oif secord- and
third-phase variations, while also using different numbers of ¢.:ries in
rhase 1. This produces eighteesn differen: query-clusteriny techniques,
which are then compared to a standard full search, and also to a set of
sYnormally-generated" clusters (formed using Dattola's Algorithm).

Eecause of the large volume of data generated by the experinent, a
thorough analysis of the results is not yet available. The present report
will be followed by such an analysis, using the parameters developed in

(21.

2. The Experiment

A)  Splitting the Collection
In all experiments with query clustering, it is firs® necessary
to divide the query collecticn used into two disjoint subccllecticns: a
cluster-set and a test-set. {The collection used in this case is the
155-query set associated with the Cranfield 424 documents.) in general,
the cluster-set provides the queries for clustering; these clusters are thken
used to generate phase 2 document clusters. When a tree (that is, a
hierzrchy of documents and centroids) has thus been {oimed, the test-set
queries are used to determine the performance of the particular method used.
This simulates the action of an actual inforration-retrieval systen, and
makes clear the requirement that the twc query-sets be disjoint. (Siwce
one of the hypotheses being tested states that new queries entering a
system beriefit by the presence of similar gqueries already processed, it
would be unrealistic to test methods of query clustering which allcw the
O
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"new" queries to be present in the system already.}

Because of the nature of the query collection usel, another

consideration in this splitting is the authorship of the gueries.

In a real system, it is unlikely that a given author would submit

two queries with similar sets of relevant documents. (If this were

the case, relevance-feedback from the results of the previous query
should best be used in handling the later query.) The Cranfield
queries, however, contain many instances of authors' submitting several
queries with similar sets of relevant documents. It is not unreasonanle,
then, that in splitting such a test collection into two sets of queries,
it should be required that author-sets not be broken. That is, if any
query of a given author appears in one of the sets, then all queries

of that author are put into that set.

With these considerations in mind, the 155 queries are eplit
into two author-ccusistent sets of 30 (test-set) and 125 (cluster-set)
queries each. This is done by generating random numbers between 1
and 155, and including in the test-set those queries whose numbers are
drawn at random, as well as all other queries by the same author.
Randor rnumbers corresponding to queries already selected are passed
by in subsequent drawings. Appendix A, Table Al gives the results of
this splitting, including author number for all queries selected.

After the generation of the test-set, the cluster-setf is
formed from the remaining queries. In order to allow the experiment
to test the effect of enlarging the base of c¢lustered queries, the

125-item cluster-set is subdivided rendomly into sets of 75 and 100

ERIC
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queries, such that the first is a subset of the second. Three cluster-sets -
called CS1, CS2, and CS3 — are thus formed — with V5, 100, and 125 queries,
respectively — where the increase in size from one to the next is caused only
by the inclusion of additional querfes. This, too, mirrors the action of a
real system, where an increase In queries processed is caused by addition,
rather than by reformulation. Table A2 in Appendix A lists the queries

included in these three cluster-sats,

B) Phase 1: Clustering the Gueries

The three sets of cluster—queries formed by splitting the Cranfield
424 zolleation queries ave clustered using Dattola's algorithm (see [7}).
Essential to this algorithm is a specification of the number of clusters
desired and the amount of overlap permitted. The results of the experiment
in [2] indicate that overlap in such a set of query clusters in greatly
magnified when the related document collecticn is formed — particularly, when
relevance decisions are used in phase 2. It is apparent, moreover, that
overlap will also be increased by most other implementations of phase 2.
Since the overlap obtained in [2) was far too great, it was decided that the
query clusters formed here should have no cverlap,

Not so easy to answer is the questiou of how many clusters should
be formed. This is a problem in any one-level query-clustering technique.
First, as many query-clusters must be formed as the number of desired
document clusters. Furthermore, the number of queries to be clustered is
generally far less than the number of dccuments. Thus, the number of clusters
cannot be optimal for both the queries and the documents. According to (8],
the best number of equal-sized clusters which can be formed frem n items is

ERIC
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of the o~der of“\/n. Thus, for the 424 documents of the Cranfield
collection, approximately 21 clusters should be made, while the three
cluster-sets of queries require, roughly, 9, 10, and 12 clusters,
respectively. One solution to the problem iz %o abandon the single-

level hierarchy in favor of a multiple-level tree, where the clusters on
level 1 are formed by breaking up the query-clusterirg-generated clusters
on levei 2. (see Figure 1.) This methed is currently under investigation
by Magliozzo and Bodeustein ([11].

Because this experiment is not designed to consider such variations
in query clustering, a soluiion other than that mentioned above is desir-
able. A compromise, therefore, is made between the different optimal
nunbers of clusters required by the four collections. Dattola's algorithm
is asked to provide 15 clusters for each set of queries ard documents to be
clustered. The 15 clusters of the 424 documents thus generated are later
used as a "standard clustering" against which the query-clusterings are
compared. (The actual generation of so precise @ number of clusters is
not a trivial matter, as is discussed in Appendix C.) The results of
using Dattola's algorithm to cluster these collections are given in

Appendix A, Tables A3 and AH4.
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C, Phase 2: Clustering the Documents

In general, the most convenient way to implement phase 2 consists
in using relevancy decisions., This is done by assigning éach document to
the cluster or clusters whose underlying cuery cluster(s) contain(s) one
or more queries to which ii{ is relevant. Unfortunately, this process deals
with only part ¢f the documents in the collection, in most cases. Although
each document in the Cranfield 424 collection is relevant to cne or more
queries in that collection, not all of these queries are present in any of
the cluster-sets CS1, CS2, and C533. The documents not assigned to clusters
by analysis of relevance may be called "loose documents" (see [8] for a full
description of the term), and must be "blended" into the clusters already
formed. 1In all three cases the number of loose documents is rather substan-
tial: 135 in CS51, 89 in CS2, and 5% in CS53. (It should be noted here that,
because of the relationship between these three cluster-sets, the loose
documents of CS3 are a subset of those of CS2, which are, in turn, a subset
of thosa of CS1.)

Because of the large numbers of loose documenis, the method used to
incorporate such documents into particular clusters is quite important, and
must be the subject of careful scrutiny in any actual use of this method.

For the present experiment, however, where ihe major object is the examina-
tion of the results of varying aspects of the clustering schemw: other than

the blending method, an arbitrary way of assigning loose documznts to clusters
is chosen. The method consists in correlating each loose document with the

15 centroids of the given cluster-set, and *to add each document to the document
cluster{s), for which the centroid of the underlying query cluster(s) satisfies

one of the following conditions: either the correlation between query cen-
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troid and document is 0,250 or higher, or the centroid-document corvelation
is higher thar the correlation with all other query centoids. The reason
for this method will become clear when method 2b is discussed below.
Results of this assigrment — relievancy combined with blending — are given
in Appendix A, Table AS.

It is this type of clustering which has been studied previously,
and which seems most likely to produce improverients over standard algorithms
which do not use yuery clusters. The effect is to classify documents accord-
ing to the questions to which they relate, rather than according to similari-
ties in word content. It is, morsover, this method which seems likely to
exhib’t the most improvement when a larger cluster-base is used. If such
a trend could be confirmed, this type of query-ciustering would produce
a way for an information-retrieval system to "learn" from its past successes,
while keeping it from repeating past mistakes. It might also be a way of
implicitly altering a system to compensat=2 for changes in terminology, or
to anticipate the development of new fields of infourmation. For these
reasons, this form of query clustering may have the same type of advantages
as document-space modification, a technique examined in Brauen [12].

Type 2 document clusters are formed according to ccrrelations between
documents and centroids of the czlusters formed in phase 1. In some ways,
this might be looked at as a standard clustering algorithm which begins with
certain clusters already formed, and continues by blending into these tne
set of documents to be clustered. It might eventually be shown experimentally
that using such centroids as a "seed collection” in any of the standard
algorithms will produce improved performance from the final clusters.

In the experiment at haud, the procedure is the fcllowing for

41
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phase 2 using type 2 clusters: all 424 documents are correlated with all
15 query centruids in each cluster set. A document is assigned to any
document cluster, for which the centroid of the underlying query cluster
satisfies either of two conditions:

a) the centroid and the document correlet. at a level of

0.250 or higher;

b} +the correlation with the document is higher than that

achieved by all o*her centorids.

Ncte that this is the same condition under which a loose Jocurent is blended
into a cluster for methed 1. This criterion is chosen, by inspsction, to
approximate the size and degree of overlap of what might be considered
"standard clusters'. While such an arbitrary cuteff value is likely to be
used in any operational implementaion of 1his metiiod, the cutoff may, of
course, be varied to achiev: different clusterings. In apperndix A, Table A6
it may be noted that the sizes of the clusters formed vary greatly, from a
minimum of 4 by €S1 to a maximum of 85 by CS3. This is clearly an undesirable
result, and a method of avoiding it is suggested below. (Varying the cutoff
might reduce the problem, but would probably not solve it entirely.)

It should be noted here that rethod 2 is unlike the previous one in
that no loose documents result. This is due, of course, to taking each
document individually and assinging it to one or more clusters. The problem
of non-uniformly-sized clusters may Le sclved if the generation of loose
document: is permitted. Instead of correlating documents against centroids,
it is possible to reverse the process, matching centroids against documents.
In this variation of method 2, the top n, say, cerrelants of each centroid
are chosen for inclusion in the document cluster related to that centroid.

Q
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Thus, all clusters have the same number of items. By varying the cutoff
(n), and imposing additional restrictions on correlatiors of included
documents, it seecms likely that interesting results could be obtained.
This vange of experimentation is not, however, included in the current
study.

Finally, the third form of phase 2 is achieved here by correlating
all of the 424 documents against the 75, 100, and 125 queries of the three
cluster-sets. Documents are assigned to any document cluster Wwhose under-
lying query cluster containg one or more queries such that either a) that
query correlates more highly with that document than any other query, or
b) the correlation betwaen the query and the document is 0.25C or more.

The motivation for this choice of method is the same as that for the type 2
method, and the same comments apply. In this application, also, a

disparity arises in cluster sizes. Table A7 of Appendiz A shows that
cluster-set CS1 produces both the largest cluster (111 documents) and

the smallest (3 documents) generated by method 3.

As before, a reverse strategy may »de used which would ensure an
even distribution of the ducuments throughout the clusters (aside from
the blending of loose documents).

This method (in either variation) may be regarded as ''pre-searching"
the dncument collection in order to make later searches more effective.

If, as assumed, many new queries are similar to queries already present in
an information-retrieval system, then such a new guery should easily find
the cluster asscciated with these similar queries. This method of
assigning documents to clusters thus guarantees that the documents in
that cluster are those which correlate hféhly with the old, similar queries
Q
ERIC
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Both of these last two implemeniations of phase 2 are inheren:ly more
expensive than the first. Relevant documents for & given already-processed
query can hé easily selected, without the necessity of correlating large
nunbers of concept vectors. In the case of methcd 2, each document must be
correlated against as r .ny centroids as there are query clusters, Method 3
requires a full search of all queries against all documents, although this
would be dore only once for each document and query. For method 2, a new
correlation by all documents would be required with each update of the query
clusters. Further analysis of comparative costs of these three methods is

possible, but beyond the scope of this paper.

D) Phase 3: Assigning Centroid=z

The two methods ?f &ssigning centroids to document clusters ave quite
straightforward. In one case, the centroid is taken as that of the underlying
query cluster. In the other, it is the stzndard centroid detined by the docu-
ments in the cluster.

Note that using document centroids gewierally requires an additional
series of computaticny while the use of query centroids does not. This is
the case because, as a rule, the process of gquery-clustering in phase 1 pro-
duces the query centroids as a side-effect, at no additional cost. In addi-
tion, query centroids tend to be small, taking up lJess storage space within
the machine than document ventroids. On the other hand, it may be that docu-
ment centreids — which contain more of the information about the documents
they represent — form a better vehicle for comhining documen*s than query
centroids. Even the best clusters will achieve poor performance it the cen-
troids are pcorly defined -- see Section 4 of this paper -- so that tuis choice,
also, is crucial.
Q
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E) Summary

The diagram of Figure 2 indicates the variations used in forming
18 cluster trees from the Cranfield 424 collection. The cluster-collection
names used in the rest of this paper may be drived from this diagram by
concatenatirg the three keys describing tne particular collecticn. For
cxample, the collection formed from €32 (100 queries) using documents
assigned by method - (centroid correlations) and query centroids in phase

3 is '100CCOLC'.

Results

For the most part, the results of this experiment cre unexpected.
(Graphs of recall-precision values for all 18 clusters are given ir Appendix
B, together with graphs for the "standard" clusters and a full search using
the test-set queries.) Consider, for example, the six comparisois which
may be made varying only the number of queries cluster«.i. (The lict,
including theé names in“roduced in Figure 2, is given in Table 1 belcw.)
Intuitively, the expected ranking ir. all cases is 125-100-075, best to worst.
In only cne case out of six, howevel, is this order echieved: clusters
125QC0QC, 100QC0QC, and 075QCCQC. (See Figure B7.) In four of the five
other cases, the clusters using CS2 (100 queries) performed best. (In the
remaining case, nnnRELQC, C53 was best, but CS1 was seccnd-best instead of
last.) Moreover, only three of the eighteen cluster-sets produced better
results than the "stendard" clusters (clustecs 100RELDC in Figure B2 and
100CCODC and 075CCODC in Figure B3.) Reference (2] predicts a different
result.

The explanationz for these results muat await further apralysis. At
present, some observations may Le given. It must be ncted first that the

ERIC
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de_isions on the rankings of two or more search results is being made on the
basis only of cursory analysis of the recall-przcision graphs presented in
Appendix B. On that basis, for example, clusters 10CRELDC (Figure B2) are
being calied "better" than the standard clus%ters of Figure Bl, even though
the latter rises above the former from recall level .35 onward. A more
<horough investigafion of these graphs is needed to reach firm conclusions
concerning the preferred clustering methcd.

The possibilities of experimental errorz must also be censidered.
In Appendix C the procedures used in setting up all of these collections are
described. Becaus® of the large amount of handwork that went into this stage
of the experiment, and because of the lack of complete verification of the
resulting lists, it is possible that some degree =f ervor has been intro-
duced in this way.

The finai point to be mentioned here concerns the search strategy
used. In [2l, it is necessary to compenzate for inusually large clusters
by varying the number of clusters expanded during searching. Since this is
not a problem in the present experiment, a fixed number of clusters is ex-
panded in all searches. It is possible that tnis number does not allew
p-oper representation of the properties of the existing collections. Tuture
searche¢. will include fixed expansions of different values, along with ex-
pansions which vary with correlaticn and number of documents searched. This
last consideration seems most promising as an explanation of the results

ceported here.

4. Principles cf Dvaluation
In [2) it is suggested that different types of evaluation parameters

are needed in full- and clustered-seaiches. In particular, In a clustered
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search, it is possible to isolcte the cause of good (or bad) performance to
one: of three areas:

1, Cluster generation

2) Centroid definition

3) Search strategy.

When the search is done without clustering, only the third explanation
applies. 1In addition, the amount of work done in searching a clustered
collection may vary from query to query and from one implemerntation to
another, and should also be measured. Althoagh such a measure is sometimes
included in the basic performan.e of a system, it seems clear that the two
areas of analysis are quite separate and should be treated as such,

In general, search results are compeared to an "uptimal' system:
one vhich produces all relevant documents for all queries ranked at the
top of the list of retrieved items. Ir such a system the recall-precisicn
graph achieves a horizontal line at y-intercept 1 (see Figure 3). In the
csame way, it is psssible to rank the rfirst-level clusters in any clustered
collection for each query, in order of "desirability". (Note that the
analysis which follows is not directly applicable to multipie-level
clusterings. This problem is discussed in [10) and {13].)

Given the configuration of Figure 4, the hoped-for ordering of
these clusters before expansion is obviously (high to low number of relevant
documents) D-C-A-B-E. Note that two considerations are involved here:
Yirst, it is required that the clusters containing the greatest nuaber of
relevaent documenis be ranked highest. Second, between two clusters whose
contents of relevant documen<s are the same, the smaller should be first.
The definition of the centroid foi* each cluster determines how high each

©
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wel: (or poorly) because the proper clusters are {(or are not) exparded.

Consider now a search which orders the clusiers of Figure 4 in thelr
"optimal"” ranking. This search will, in general, perform less well than a
similar one with the clusters of Figure 5, where the clusters are alsc consid-
ered to be orderzd correctly before expansicn. The reason 1s clear: in
the former case it is necessary to examine 135 documents before all relevant
may be inciuded, while with the second group only 80 document correlatiocns
must be made. The cluster-set exhibited in the second set possesses as few
nonrelavant as possible for these clusters containing all relevant., This
preperty is determined by cluster generation, as apart from centroid genera-
tion and search strrategy.

Three parameters are introduced in [2] for dealing with these coucepts,
They are "aim", '"target", and 'rejection", defined as follews: Given a query
g with n relevant documents. It is assumed that a clustered document collec-
tion is to be evaluated acccording to its clustering success and its acnieve-
ment «n cantroid definition. For each number ¢ of clusters expanded,

a) the aim clusters are those c clusters ranked first by
whatever correlation procedure is used in ranking

clusters, and

b) the target clusters are those ¢ clusters ranked first

ancording to the previously-discussed considerations
of a nunber of relevant contained and size. {Fcr a
more precise description, including the question of
how documents appearing in more than one cluster are

to be treited, see {2].)
The aim value is defined as

rumser of relevant documents in aim clusters

ERIC 4

Aruitoxt provided by Eic:

-
4
I



XIIT-20

ROOT

A1)
AR\
OXOIGXOX6

DOCUMENT CLUSTERS
{Documents tliot Shown)

CLUSTER | NO, RELEVANT TO p | NO. IN CLUSTER
Iy 0 | 40
8’ 0 10
¢! 0 30
' %5 80
£/ 0 15
L

b = total documents relevant to p = 25

Clusters with Relevant Documents for Query p
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and the target value is

nucber of relevant documents in target clusters

n

Similarly, rejection is defined as

occurrences of rel. documents in target clusters

cccurrences of rel. documents in all clusters

In the measures above, cptimal performance is achieved when both the aim-te-

target-ratio (self-defining) and the rejection are 1 when averaged cver all

queries. This is a restatement of the definitions of [2], in a more precise
form.
The recall-precision graphs are included in Appendix B, and an ex-

planation of the programming tasks is given in Appendix C.

424
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Ap

pendix A

Tables cf{ Statistices

Qu~ry | Crani |Cranlu Ouery | Cranb Cranlh
Humber | Number { Number | Author Number | Number | HNumber | Author
1 17 67 107 16 6L 145 83
2 18 68 167 17 55 146 83
3 19 69 107 18 71 157 17
Y 31 97 95 19 72 158 17
5 32 98 95 20 81 175 32
& 33 39 13 21 82 176 32
7 34 100 13 22 U 183 165
8 43 110 80 23 85 184 165
9 Ly 111 80 24 gy 206 147
10 us 112 80 25 104 226 L7
11 53 122 25 26 123 274 165
12 54 123 25 27 128 291 17
13 Co 127 46 28 131 295 38
14 61 138 46 29 132 249¢ 38
15 62 139 L6 30 136 301 32

O
E .
ol

- "Crant4 Nurber' is the query's number in the 424 collection.
"Cranl4 Number" is the query's number in the 1400 collectiom.
"Author" is the author-number, as given by Cranfield.

Test

-Cet Queries

Table Al
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Qu | Clus fcu [cCi4 Qu [ Clus | Cy | Ciu Qu | Ccluslcs Tcia
No. | Set i No, |Ko. No., | Set [ HNo. | No. Ko. [ Set |No. | No.

1 {cs1 1 1 43 | CSi g9 | 21& 85 | €S2 50 1119

2 " 2 2 4y " 100 | 217 g6 | " 56 {131

3 " 3 g 45 " 103 [ 225 87 1 " 57 {132

U4 " 6 15 46 " 105 § 230 gg | " 58 | 135

5 " 7 18 u7 " 106 1231 sg | " 67 |1u8
6 " 10 3t o] " 108 | 233 9o | 78 | 1u8
7 " 12 41 49 " 10g | 245 o1 | " 87 190

8 " 13 51 50 " 110 | 246 92 [ " 33 | 205

g n 14 58 51 " 111 | 2u7 g3 | 101 | 218
19 " 15 59 52 " 113 |} 252 gy | 102 | 224
11 " 21 74 53 " 115 | 259 35 ¢ " 122 | 273
12 " 23 80 54 " 117 | 28% 96 | " 127 1288
13 " 25 82 55 " 118 {256 g7 | " 135 | 299
14 " 2 87 56 M 120 | 269 ag | " 143 332
15 " 29 ay 57 " 121 {272 gg { " 145 | 335
16 " 30 95 58 " i24 | 283 100 } 150 | 352
17 " 37 103 £Q " 125 | 284 101 | ¢s3 51 13
18 " 38 [10u €9 " 126 | 285 102 | " 8| 26
19 " 40 1107 61 " 129 | 293 103 ) 24 | 81
20 n u7 |11y 62 " 133 | 297 100 | " 27 % 85
21 " ug | 118 63 " 134 298 105 | " 35 |101
22 " 51 1120 Bu " 137 | 305 106 | " 39 | 108
23 " 52 (121 65 " 138 | 314 107 | " u1 108
24 n 55 |130 66 " 139 (318 108 { " 42 110°
25 " 59 ] 136 67 n 140 { 316 109 | " 48 {146
26 " 63 |1u2 68 " 141 | 321 120 | " 70 |156
27 " 86 | 127 69 " 142 1323 1112 1 " 73 | 160
28 " €8 |152 70 " 146 | 336 112 1" 79 1169
29 " 69 |155 71 n 147 | 347 113 | " 3 li82
30 n AT 72 i 148 {348 114 | 7 83 | 200
31 n 75 163 73 " 153 | 356 115 | " a0 [ 201
32 " 76 | 165 74 " 154 | 360 116 b " 107 | 232
33 " 77 1187 75 " 155 | 365 117 | " 112 | 250
3u " 80 |17 76 €S2 4 | 12 118 | " 11y ] 255
35 " g6 | 187 77 “ 9| 33 119 | v 116 |261
36 " 88 ] 198 78 " 11 | 39 120 " 119 {268
37 " 91 | 202 79 " 16 } 66 121 | " 130 | 294
38 " 92 {204 80 " 20 ] 72 122 ] " 14y | 333
39 " 95 {209 81 " 221 79 123 | " 149 | 249
L0 " a6 | 210 a2 " 26 { 83 124" 151 {353
41 ‘ 87 | 211 83 " 36 [ 102 125 | " 152 | 355

Lu2 " 98 ] 21y 84 " 46 | 113
5 B

"C4 No." is the query number in the 424 collection.

"Clh No,"™ is the query number in the 1lud9 collection.

vesit, nes2M, and "CS3'" mark the beginning of “he additional queries
for the collections. CSl1 consists of queries 1-75; (€S2 ronsists of
1-°00; CS3 consists of 1-125.

Cluster-Set Queries
O

FRIC Table A2 R
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Collection Name C31 Cs2 Cs3
No. of queries 75 100 125
in ccllection
Number of -
clusters formed 15 15 15
Items in largest 9 11 it
cluster (no.) (1) (6) (5,10)
% of collecticn "
in largest cl. 11 1 12
Items in smallest 2 3 Y
cluster {no.) (10,12) (8,13,14) (8,11,12)
% of collection A "
. 3 3 3
in smallest cl.
Repetltlgn 0 0 0
factor® 3

“Defined as the number of total occurrences of documents or queries
throughout a clustered collection, divided by the rumber of distinct
items in the collection.

Results of Query Clustering

Table A3
Collection Name Cran 424 Dons
No: of docum?nts o
in collection
Number of 15
clusters formeri
Items in largest 76
cluster (no.) (n)
% of collection 13
in largest el. e
Items in smallest 1n
cluster (no.) (2)
% of collection Y
in smallest cl.
Repetition
tactor® 285

“See note on Table A5,

Results of Clustering the Cranfield u2u
Document . cllection Using Dattola's Algorithm

ERIC

4 Table Ak
bt 7
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Co.lection Prefix ! 075 100 125
No: o1 docum?nts oy 424 424
in collection
Numbev of
1
clusters formed 135 5 15
ltems in largest 32 85 78
cluster (no.} (1) (6) (3)
o .
% ?f collection 19 20 18
in largest cl.
Items in smallest 5 14 22
cluster (no.) (10) (13,14) {12)
% of ccllection 1 3 5
in smallest cl.
Repetition 113 178 272
[ factor® |

¥See note on Table A3,

Results of Type 1 Clustering

(nnnRELxx)
Table AS
Ccllection Prefix 075 100 125
No: oI documénts 4oL 4oL 424
_dn collection
Number of
_ Clusters formeg 15 15 15
Items in largest 80 e1 85
cluster (no.) (2) {15) (14)‘ﬁ
% of ccllection
in largest cl. 19 19 20
Items in smallest 5 6 11
cluster (nn.) (15) (13) (8)
% of coilection 1 1 3
in smalles:. cl,
Repetltlin 64 76 J 52
factor® |

*See note on Table A3.

Results of Type 2 Clustering
{nnnCCOxx)

Table A6

XITI-27
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Collection Prefix 075 100 125

No: of docum§nts o 424 you
in collection

Number of
clusters formed 13 15 15

Items in largest 111 107 89
cluster {no., (1) (6) (14}

% ?f collection o6 25 01
in largest cl.

Items in smallest 3 7 19
elustar (no.) (15) (13) (8)

% of collection " 2 y
in smallest cl.

Repetition 171 295 388
factor®

“See note on Table A3,

Results of Type 3 Clustering
(r.nnQCOxx)

Table A7

ERIC
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Appendix B

Recall-Precision Grap’ s of Results

10
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Full Search and Standard Clusters

Figure b
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Tigure B3
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Oor
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Appendix C

The SMART System

In [14] the basic facts about the SMART system implenented at Cor-
nell University are given. At the time of its design, howzver, no large-
scale use of query clustering had been attempted, and none was planned.
Therefore, the experiment described in this report required some ad hoc
programming and some tiresome hand work. It is hoped that future experi-
menters with query clustering will benefit from the description given here
of the procedures necessary to work within this iImplementation of SMART
in order to carry out such wo-k.

No provision exists in SMART for performing the type of random-
number generation and author-set-maintenance described in Section 2. (This
is by no means 3 deficiency oi the implementation since such a pregram is
of little gcneral use.) A progiam was therefore written in FORTRAN to take
the information about authors of queries and produce a randumly-selected
set subject to the constraints mentioned previously. Such author information
is readily availanle.

At the beginning cf the experiment .o SMART procedure existed for
forming a subcollection of & query or document collection included within
the system. Another program was therefore written (also in FORTRAN) to
subdivide the Cranfield 424 collection's queries into the four subsets
necessary for the experiment (the test-set, and cluster-sets CS1l, CS2, and
CS3). Recently, however, D. M. Murray has written an addition to the SMART
system which performs the necessary subsetting within SMART.

After creating the cluster-sets CS1, €S2, and CS3, Dattela's algorithm

[:I<j}:(implemented by th: SMART prccedure DCLSTR) was applied to these collections.

A FullToxt Provided by ERIC
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At the same time, the Cranfield %424 documents were processed by DCLSTR.

As explained in the text, exactly 15 clusters were required in all

cases. It is a property of Dattola's algorithm that the number of clusters
produced at any time is a function of the collection used, the random seed
specified, and the number of clusters requested. It is thus not possible
to predict with accuracy how many clusters will be produced from any set
of these parameters. To cobtain exactly 15 clusters of the Cranfield
documents it was necessary to use several attempts: cluster-set CS2
required 4 tries, cluster-set CS3 needed 7, while only CSl was success-
fully divided into 15 clusters in just 1 attempt. A summary of these
trial-and-error pronesses is given in Table Cl.

Method 1 of pnase 2 was implemented by keypunching the numbers
of th~ documents relevant to each of the queries in each cluster of CS1,
CS2, and CS3, and ther. sorting these three lists with e.aother specially-
written (althcugh trivial) progrem, yielding a listing of the "non-loose"
documents. The corresponding loose documents were listed by hand. It
was originally assumed that methods 2 and 3 would be done by simple
SMART searches, by using the 424 documents as queries against the three
sets of centroids and the three sets of queries. THs large number of
"queries' proved unworkable in the system, and another program modifica-
tion was required.

After the definitions for all 9 cluster sets were completed, it
remained to generate 18 centroid sets, and unite these two parts of the
ultimate collections. A SMART routine called CRDCEN has as its purpose
this exact function, The experiment was delayed, however, by the
necessity to keypunch a great deal of information from the previous

ERIC
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. No. Clusters No. Clusters
Cluster Set Attempt Seed Requested Received

CS1 1 .12345 15 15%
CS2 1 .12345 15 12

2 . 54321 15 13

3 54321 15 14

y . 54321 17 15%
Cs3 1 .12345 15 1y

2 . 54321 15 13

3 12345 16 1y

Y .123u5 17 lu

5 .123u5 18 16

6 . 54321 18 16

7 .54321 17 15%
424 docs 1 .12345 15 i1

2 .12345 18 15%

#*satisfactory clusters

Parameters Used in Generating Clusters
wich Dattola's Algorithr

Table C1

ERIC
aTT -




XIII-39

the required tabulation automatically, this should be done with a view to
obtaining the data and format required by CRDCEN, the process to which the
results will eventually be passed.

Eventaully, the entire process should be made a part of the SMART

system to be invoked like any standard clustering algorithm,

R o L i s S e Rt S

IEENRNEDVEHPLS S e s e i
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XIV. A Prototype On-Line Document Retrieval System

D. Williamszor: and R. Williamson

Abstract

A design is outlined for a SMART on-line document retrieval system,
using console initiated search and retrieval procedures. The conversational

system is described as well as the program organization.

1. Introduction

The SMART system presently contains routines for experimental, off-
line documeut retrieval. The experimental resultsc cbtained so far indicate
that automatic document retrieval can provide useful information for
genaral library users. The next logical step is the development of a sult-
able user-oriesnted interface providing access via on-line consoles in an
interactive mauner.

This report describes a prototype, on-line document rectrieval
systcm and @ uJser interface. The system which is outlined is inteided to
previde the best service possible to on-line users at a reasonable cost, but
could also be efficiently used with very few modifications as a batch or
remcte entry system. While initial testing with collectiomsof only a {ew
thousand documents and less than {ive consoles is anticipated, the mecha-
nisms used are intended ®o be appli-~able without revision to much larger
collections of about 500,000 documents, and up to one to two hundred input-

output consoles.

El{fC‘ 444
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2. Anticipated Computer Configuration

In order to provide adequate responz2 times — about 10 ceconds for
minor inputs and abocut 30 seconds for responses to search commands -+ a
large, high-speed computer is necesscry. Document retrieval, like many
other non-numeric processes, requires a large data base of which a small, but
substantial, fraction must tc accessed for each query. Thus,it is necessary
to operate with large, cn-line files — presumably on a disk {although certain
files could be placed on a data cell type device).

While a large computer is necessary to support the input-output equip-
ment, and provide reascnable response times, an on-line retrieval system
such as SMART, will not be able to utilize the full resources of a large
machire. First, periods 111 occur vhen no users wish to avail themselves
of the on-line system; and even when Actual users are present, most of the
real-time of an interaction is spent waiting for user de:isions. Also,
wnile processinrg a search request, the computer may be expected to be input-
output {(I-0) bound waiting for vocabularies and documents to be brought
into core.

If processing costs are to be reasonable, provision must be made
to parmit non-retrieval users to process while the retrieval system is in-
active for one reason or another. The type of environment needed is tyvpi-
fied by many of the nulti-processing and time-sharing systems available on
large machines today. With these systems, jobs are effectively allocated to
two queues: most are awaiting execution, and a few are in execution. Those
in execution share +he central processor (C.P.U.), memory, and on-line
c*orare devices. Eaca memory area and storage device is usually dedicated
to a singlz job. (In addition, a few devices and storage areas are normally

Q
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reserved for the supzrvisor which is used by all jobs.) CPU allccation is
normally switched from one executing job to another (through the supervisor)
whenever that job is blocked — usually because it must await completion of
an I-C transmissicn. System b.ocks are provided to pirevent jobs fiom menc-
polizing the CPU, when no blocks occur for a certain time.

In the normal course or events, each executing job receives the
opportunity tc use the CPU several times a minute. Much of the time, a
retrieval process such as SMAR! will be uinagble to utilize the cppertunity
to process. However when SMART has work to do, and the informaiion uecessary
to 4o that werk is availeble, the CPU i1s normally accessible — effectively
iustantaneously., The reascn is that the retrieval tisks will appear as
highly ©-0 bound jobs, which are therefure core resident for long periods
of time, and are usually high in priority for CPU access.

SMART can make efficient use of as much core storage as can be
made available. However, the retrieval routines tend 1o be esmall, ani are
highly cverlayable; thus, tlie basic core area requirements are qui 2 sm«’'l.
As in other typical data processing applications, the major core requ. ments
ir. a retrieval program are for data areas in which to place I-0 huffers for
dictionaries, documents, etc. It would be most desirable if “MAk. could
obtain 100 K to 200 K ¢f core (possibly from a bulk core rather than from
the high speed main core) on demand, ior periods of only several ceconds
each time 1 request (or géoup of pseudo-vatched requests) are prccessed.
This core could easily ccme from the system buffer pool. Ilowever, sharing
of core in this way is no*t a normal feature of today's operating systems;
thue, SMART will undoubtedly have to reserve an area of high-speed core tfor
programs (25-30 K lytes), and an area of bulk core for data (at least 50 K

Q
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bytes — however, the more cure is available, the faster will normally bec

the c¢btainable response times).

3. On-Line Document Retrieval — & User's View

When control of a console is transferred to SMAXT, the remote unit
shoulc be titled clearly to indicate t¢ the user what basic infermation is
needed at eiach step (detailed information should be provided as s;ecified
by a user's manuai).

If SMART is on-line at the time of ccnsole transfar, the user must
first enter such basic information as his name and account number (see
Fig. 1). Afwer this information is accepted by SMART, the user can proceed
to ask {. the execuiion of a given proness. Many processes, such as query
searches, query updates, and displays of cutput are available.

A. initisl uzer will probably start with a single query search
(sach as shown in Fig. 1). In this case, he will type in his query and
then as< for a search to be dcne. The results will be displayed (in one
of several possible forms, such as titles, abstracts, etc.) =nd the user
#ill then either get a further display of the dacuments, or use the results
of the search at thet point.

Several types of disgplay for retrieved documents could be used.
The vclume of information included in ebstracts (or full erticles) is
likely to be so large that teletype display will be impractically =low;
cathode-ray tube display is however quite expensive. Storage of abstracts
at the remote teiminel is an attractive alternative, with storage either on
microfiche cards or iu computer listinzs.

Following the reirieval of an initial set of absiractsx, the query

ERIC
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- SMARI

#

SMAKT

S

#

#W¥hat 1z your name?-

~-Joe Cornell

#What is your access code?-
-NONE

#Your access code is "MNAIZ".
#Do you wish to enter a query?
-Yes.

fiflease enter your 1 th query.

"

#Type "End of query.'" when finishad.

-What articles are there in ...

#Is your query ready for analysis?-

~Yes.

End of query.

A Typical User's First Query

Fig. 1

ERIC
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Rank Avticle Correlation

1 60%x1212 0.6708
L, E. Heilprin, Towards a Definition of
Information Science

2 45%x121€ 0.uy72
D. Crosland, Graduate Training in
Information Science

3 03x121C 0.3828
R. L. Taylor, In iInformation Science
Education

4 21x1209 0.3660
Personnel — An Assessment and Projection

5 43x1206 0.3651

A. M. rees, The Education of Science
Information Personnel — A Challenge
to the Library Schools

O

E

RIC
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Results of initial Search of Query 1

Fig. 1 (continued)
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lollowing the retrieval of an initial set of abstracts, tie query
author can return to the console and give the system his estii'ated relevance
dacisions. Since a prime source of error in all document retrieval systems
is the discrepancy betwzen a query author's intended query and his expressed
query, initial queries caw often bz greatly improved through a process known
as relevance feedback. This process modifies the query by adding words used
in the relevant documents to the query, thus enlarging, and hopefully, im-
proving the query. To improve his query, the user would re-enter the system,
asking for a search or the original query plus relevant documents. An example
of the re-entry to use feedback is shown in Fig. 2. 1In this case, the user
asks 1o delete titles and uses only minimal replies. After the preliminary
sign on at the conscle, the user is asked if he wishes to submit relevancy
decisions for any active queries {(in this case query 10). An indication must
then, be given of these decislons on a relevance scale from 1 to 5. After
entering the decisions, the user asks for relevance feadback, and gets the
results in a manner similar to the search results in Fig. 1.

For mele experienced users, other procedures might be useful. Dic-
tionary display to help the user construct more reasonable queries is possible,
and various types of syntactic analysis can be used. The user can also alter
the searching methods used by utilizing his oprivate cearch parameters instead
of the standavrd system parameters.

Fach of the various procedures available to users reauires specific
patterns of interaction between the console and the user. Table 1 contains
a tabular display of portions of a proposed console interface. Only a few
of tne precedures are traced in full, 3s an example ov how such an interfa:e
would be constructed. The importance of the table lies in its overall struc-

Q
ERIC
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ture — the sperific wording of the messages and the division of labor imong
table segments is of minor interest. H.iever, it should be noted that
console interaction is handled in a sequential manner. Thus each user is
‘associated with just one poirter indicating the segment to which he is
replying.

Each table segment consisis of one computer to console message inclu-
ding a possitle user response, or sys¢em action. 1f an unanticipated response
is obtained in a basic system, the text will be repeated in tutorial mode.

In a nore advanced system, specizl segments could be set up to handle unanti-
cipated responses in spicial ways.

Several responses are global in that .hey could appear at any time
rather than in response to a specific SMART message. These are listed in
Table ) under segment O (e.g. reply class shifts). The normal form cf a
response is a key phrase followed by a carriage return. Some responses can
include explicit requaests for changes in parameter values at the user's
option. For those responsss which can take up more than one line, a period
tervminates the response.

Some responses can contain a number of periods, aund consist of more
than one line, e. g. queries. Such responses are terminated by a key phrase,
e.g. "End of query.". To eliminate problems caused by missing periods, etc.,
a user should be required to enter at least one character within 10 seconds
of a carriage return; otherwise the multiple line response is considered
complete. Such a rule is needed to prevent tne system from waiting for user
action while at the same time the user is expecting action b+ the cunputer.

Each reply text uses an ampersand "#" to indicatie a mandatory carriage
return. Additional carriage returns s.e inserted as needed by 21 console

Q
ERIC
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Proceed

SMART.

No title, minimal rep” ‘es.
Name?

Mike Lesk

Access Code

XAQ13

SMART XAQL3  Mike Lesk
Relevancy decisions for active query 107
Yes.
Document # 4C5 603 20X 815 10004

Decisions 3,4,3,5,1

Abstract decisions?
Yes.

Relevance Feedback?
Yes.

Search?

Yes, search.

Results of 3rd search of Query 10

DCNE

# Control is relinquished to the supervisor.

Proceed

Relevance Feedback

Fig. 2
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specific console.' A hyphen "-" indicates that the¢ console keyboard is un-
locked for a user response. Each quoted anticipated respcise, such as the
key ph:ase recponses, can e abbreviated Ly using only the capital letters
specified in the response. All anticlpated responses can be typed using
any mixture of upprer or lower case letters.

The contents of the 'Internal’ column are, for the most part,
self-explanatory. The use of the variable READY is described later but
incluced in the Table for completeness. It indicates whether consocle inter-
action is needed, or whether internel work is needed.

The 'Next Segment' field indicates which segment is to be considered
next. Often this is dependent on the response or the Action field. An "R"
indicates a return to whichever segment was previously considered. Each
user is assigned variables to indicate the segment ne is in and the line of
text (for that segment's message) that is being transmitted. When a conscle
joins SMART, logical control is first set at segment 9 if SMART is on-line,
otherwise control is set at segment 1. Note that segments above 104 are not

included in the Table, but would be set up in the same way as other segments.

4., Console Driven Document Retrieval — An Intecrnal View

This sectici describes a passible implementation of the on-line
document retrieval system presented earlier. All routines available for
batch SMART runs are usable without any reprogramming. An on-line executive

progran is however necded to drive tie consoles and the batch routines,

A) The Invernal Structure
The interral structure needed for a prototype system must satisfy
cnvn{al goals. As indicated in the introduction, a prototype system-must

ERIC
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Segment | Reply | Messages for Consoles Anticipated Responss ° Internal Action Next
Jumber Class irom Consoles Segment
0 {none) "DONE" 51
(Attention Key) “wlete trans-
miszion and
aztivate
: keyboard R
E "Tutoriar Replies” REPCLS =
? Tutorial R
; "Short Replies" REPCLS = Zhort
!
: Y"Miniral Replies" REPCLS =
: Minimal R
§ "?" o1 an unantici- If REPCLS = M
‘ pated response Then REPCLS = § R
If REPCLS = S
! Then REPCLS = T R
. 1f REPCLS = T 9000
1 SMART is on-line 2
SMART is not
on-line 3
; 2 #SMART is already on-
l line. You may r.ot S1
; initiate a duplicace
i system.
3 #SMART is initiated. "Yeg" NEWCON = Yes 3.5
i Your console is the
master console.
May other consoles "No NEWCON = Yo 3.5
J attach to SMART?-
3.5 (Reply Class Snift 4
Only)
{
a) Intrcductory Segnents
SMART Console Interface
Table 1
Q
ERIC 45.
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Segment | Reply | Message for Consoles Anticipated Responses Internal Action Next
Number Class from Consoles Segmen
4 S #What is your name?- User's Name Store Name 6

M #Name? -
) S #What is your access "None" Assign an access
code?~ code 7
M #Access codae?- Access code Verify code-0K 8
NOK 39900
7 Your access code NUMCUS(-number
is "ACCODE". of customers

ACCODE{-User's
new access code

Stor: access code 100
8 #Welcome to SMAKT.
éEpODE fCCODE (- access
Conn
NAME NridE(-User's name
2o oon file
Imes user have any
U...:nished queries?
Yes 2000
No 100
9 Ii LUART is
cn-lire 3.5
If SMALT is
of{i -line 10
10 #SMART is not now 51

on-line, Retrieval
will be available
(time, day).

a) Introductory Sesments (contd.)

SMART Console Interface

Table 1 (continuea)
Q
ERIC
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Legment | Reply | Message for Consoles Anticipated Responses | Internal Action | Next
Number Class from Consoles Segnent
— |
50 S #Please seiect one of "Done . " 51
the following "Query. " 150
programs.s. -
"Analyze." 530
paverys Brasyie Sl vinyee vaing
Preys 2 XYZ stracegy." ANALPV=XYZ £00
Pre-search, Search
Op.ions, Feedback "Seasch." 1o0co
Opione, Juagmencs "Search, using
PLions, Judg ’ XYZ strategy." SRARPV=XYZ 100C
Done.
"Display." 2000
"Feedback.” 3500
"Feedback, using
XYZ strategy FEEDPV = XYZ 3500
"Judgments." 330¢C
"Pre-search." 4000
"Analysis options." 5000
"Search options." 600C
"Feedback options." 70090
S5l #Thank you for using READY = 0
SMART TST = 0
#Control is Return control
relirgquished. of console to
’ supervisor

ERIC
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SMART Console Interface
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Anticipited Responses

Segment | Reply | Message for Consoles Internal Action Next
Number Class from Consoles Segment
100 Do you wish to enter "Yes " 101

& query? Ko ! 50
101 S #Please enter your MAXQUE = MAMLQUE
MAXQUEtL query. + 1
#fType "End of S ,
query.'" when finishked. NUMQUE = MAXQUE -02
M #Enter MAXQUEth query.
— R .
10?2 - A line of 2 query. Store line.
Dees line ead
in EO0Q? YES 103
No 122
103 S #1s your query ready "Delete Query.' MAXQUE = MAXQUE
for analysis?- -1
Delete query 101
M #Analyze?- "Add to Query."
"Boolean." Does user want
t¢ supply
Boolean Informa-
ticn? YES 1Ch
No 500
"“Yes, Search." DOANAL = 1
"Yes," DOCENT = 1
DOSEAR = 1 500
"“Yes, Search, using
XYZ Strategy." As above and
SEARPV = XYZ 50C
"Yes, using XYZ2
Strategy.” DOANAL =
ANALLY = XY/
"NO.” 50

|
|
!

EEI{ICSU
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have the speed and ease of use of a production system, as well as i‘he flexi-
bility and measurability cf an experimental system. A document retrieval
system must provide fast on-line service and exhaustive, inexpensive off-
line service. A typical first thought is simply to provide two systems —
one for on-line work, and the other for off-line work. However, a single,
flexible system capable of handling both types of service is normally less
expensive to develop, operate and maintain than two separate systems, pro-
videu @ scheme with the needed features can be found.

The flexibility required to provide on-line and off-line service in
a sirzle pankage is best illustrated by the differing amounts of transmitted
information. Off-1line users will want, and can afford, to use large volumes
of information. Such a volume of infermation cannot be transmitted at low
cust to an on-line user, nor would an on-line user be able to cope with the
quantity of information of use and intcrest to an off-line user.

Another illustrztion of the needed flexibility is related to machine
sterage. During off-hours, ownership of large amcunts of storage for long
lengths of time may Le possible. Most on-line requests, however, will he
serviced during the Jay when others also wart tc use the computer. To reduce
costs, it is necessary that a minimum of computer resources be permanently
allocated to each specific task. Unfortunately, human response times are
much slower than normal compu'er response times when the computer is being
used for batch processing. For example, a complete off-line search fer
42 queries and 1400 do-~uments can be completed in less real-time than a
single cn-line guary becuuse of the slowness of human response. (Obviously,

the 42 query search requires more proccss time.)

ERIC
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B) General Characteristics of SMART Routines

To satisfy the need for flexibility and modifiability, SMART is
programmed as a set of small, clearly defined, and well documented Fortran
subroutines. Each subroutine accomplistes one task with a minimal inter-
face with other routines, Each SMART routine lies in a distinct class
depending on the am.unt of structure in the data used or menipulated. On
the bottom of the pyramid are the I-0 routines and the MOVE routines
(which move sets of sequential locations from one place to another). These
routines "knew" only the length and crigin of the fields with which they
deal.

Next in the hierarchy are routines which deal with the various kind
of vectors. SMART uses several kinds of vectors, all consisting of a
"head" indicating the length of the vector followed by information in
double words, In the case of concept vectors, these double wprds contain
concepts and weights; in the case of result vectors, the first word contains
the document number and rank retrisvad feach in half words), and the corre-
lation of the document with the query. The routines that deal with these
vectors "kncw" the internal struciire of the vectors. Some examples of
this class of routine are LSTCON, which prints tii2 contents of a concept
vector, and RLGULT, which prints the contents of a vector of document-query
correlaticns.

Above this level are routines which d:al with groups of vectors.
These are the routines which know that many queries exist in the system.
Typical of these rcutines is BLOCK, which combines the resuit vecctors for the
several iteraticns of one query diring a batch run, and gives the combination,

ore query at a time, to RESULT.
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At the top to the entire pyramid are the routines EXEC and ONLINE.
EXEC is a card-controlled driver for the system. It is normally used for
batch experimental work and jobs typically done off-line, such as the
addition of new text and centroid generation., ONLINE is normally used to
control on~line document retrieval. A partial tree of SMART routines

showing this structure “oilews in Fig 2.

C) Pseudo-Batching

Basic to an understanding of the mechanism proposed for document
retrieval is the 1dea of pseudo-batching. 1In any reasonable batch-pro-
cessing document retrieval system, a large number of queries are handled
in parallel. This serves to reduce the fixed overhead per query to a
fraction of the total overhead. So long as the increased expense of dealing
with several queries is kept small, there is & net gain in effectiveness
per unit cost.

A basic problem in an on-line document retrieval system is that
each search passes through different stages witn different requirements.
This presents problems because of the multiplicity of distinct programs
which may te required, as well as the input-output problems. If each query
is multi-programmed with other queries, severe competition for rescurces
would result. One query would nzed document files, another dictionaries, and
yet another would require text files. A complicated scheduling algorithm
would be required to untangle the requirements for file access facilities
and storage space; this would increase overhead costs sharply.

In an on-line system where many vsers individually cycle through
the zame sei of routines and files, a much better utilizaticn of rescurces
res%lts by batcling the incoming queries. If the system processes only

ERIC
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Master
Control ONLINE
Routines
CYCLE
ﬁzzzizis SEARCH
thern;l
Inputs
Routires
Handling ‘(,/SETUE\\
Batched MODBAT
PE=TIRN ) 42
______________ l
(various othar
routipes)
Routines
Handling DIFITH RESULT LOCITN
Dope v
Vectors INNER
Y
LOCITM &
Routines MOVE
Handling ) v v
Material READ READ
Within
Vectors
Struature of SMART Foutines
Fig. 3
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those queries available at the start of a (twenty second) cycle, competi-
tion for rescurces is eliminated. Each query would then take thirty
seconds on the average; twenty seconds of actual processing and ten
seconds of waiting.

Many advantages can be accrued to the overall system and thus to the
user by the batching of queries., Of greatest importance is the vesulting
lack of competition for different files or for space to store them. Secondly,
each query has an apparent overhead considerably less than it would have
if it were the only query to use a file at a given time. Obviously, lower

overhead means lower cost,

D)} Attaching Conscles to SMART

Since one can assume that consoles will not be continuously dedi-
cated to a document retrieval system, at least in an experimental eunvironment,
provision must be made for transfer of control of a console from the computer
supervisor to SMART. If SMART is core-resident and a specific console is
wanted for SMART, the process is as simple as obtaining additional disk space
or more core. However, it is desirable that a user be able to go to any
available, superviscr-controlled console, and that the console be transferred
to SMART at the user's initiation. Under such circunstances, the possibility
also exists that SMART is not available on-lirne « 3ome given time. Naturally,
the problems and cost of serving additional users are far less when SMART is
already on-line than when SMART must be started for the first user. GSince
SMART wishes to permit anyone to utilize the document retrieval system,
prevision nust be made to prevant the occurrence of unreasonable expenses.
One obviously unreasonable expense is the improper activation of SMART.
Anothfr problem is the need to keep t¢ a minimum the actions which the

ERIC
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typical, non-computer-oriented user must carry out to use the SMART .:ystem
on-line.

For these reasons SMART cculd include a smzll routine that is con-
tinuously a part of the supervisor. Normally, after & user has activated
a conscle (e.g. by d@ialing the corputer if telephcne lines are used), the
computer expects the name and account number of the user (in order to pre-
vent unauthorized usage). The user may then enter simply the word "SMART".
This will cause the execution of a program called SMTLATCH which is supplied
with th: "name" of the console presently waniing SMART. This code will
"know'" whether SMART is on-lire or not.

If SMART is not on-line an aprropriate response is made. (An
example is presented in Fig. 4.) If SMART is on-line, the console number
of the new user will be made available to the rnormal SMART programs and a
flag will be set indicating that & new cousole needs to be attached. When
SMART regains use of the compu*er, the supervisor can be requested to

transfer control of that console to SMART.

(Dial computer and press carriage return.)
#Proceed.
%SMART .

SSMART will be available next at 3 p.m.
Tuesday, October 4, 1968,

#Proceed.

%

Console Respcnse to a Request for SMART
When SMART is not On-line

Fig. 4
ERIC

Aruitoxt provided by Eric:
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E) Console Handling — The Supervisor Interface

SMART will not need to worry about physical control of the consoles.
Rather SMART provides a routine which the supervisor can call whenever a new
line is available from a conscle. The console keyboard is then locked (i.e.
nothing m.re can be typed by the user) until SMART allc:ates space for a
new line somewhere in a SMART section of memory and so tells the supervisor.
Alternatively, it this time, SMART can transmit a line to the console. Nor-
mally the console keyboard will be freed fast enough (if multi-line input
is anticipated) so that the user will be uraware of the keyboard evar being
locked.

When SMART wishes to write on a console (which includes unlocking
the console keyboard), a call to the supervisor is made with the location
of a message and the name of specific console on which the message 1s to
appear. If the keyboard of that console 1s Tucked, the message is immediately
cransmitted. If the keyboard is not lockea, tne trausmission is refused and
SMART will have to lock the kevboard first and accept whatever message was
transmitted. (On the equipment present.y available the consnle cannot be
locked; only the user can lock the keyboard by pressing "Attention" or

"Cavriage Return"; the system must therefore wait for user acticen.)

F) Parameter Vectors
As each enquirer is introduced tc SMART, he is associated with a
user vector that contains pointers to parameter vectors. These vectors are
filled with information tzken from control cards during a batch processing
run, or from a default vector for new on-line users, ¢r from personal para-
meter vectors. These parameters supply values needed to control the action
[: in:re re.rieval routines. FEach us2r may define his own personal parameter
Alz\y
G rs which can be saved for use on many searches.

dbo
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G) The Flow of Control

The flow of batched queries is comparatively simple compared to
that of on-line queries. Although batched and on-line queries use different
means to £ill parameter vectors, and take different action with respect to
the output of most routines, these differences are unimportant.

The ranner of introducing an on-line user has already been descrired.
(A. far as SMART is ccncernes, a@ user and the console he is then using are
equlivalent in all ways. Thus, wherever the word '-onsole' appears, the
word 'user' could be substituted.)

The on-line control program consists of two logically distinct
routines, CONSOL handles physical communications i1:ith the consoles on an
interrupt basis (i.e in real-time). CYCLE handles tne use of core and the
large system files by cycling among them, satisfying users as it can.
Logical control of each console shifts between CONSOL and CYCLE.

The SMART On-line Console Control Block (SCCCR) indicates at any
given instant which routine is logically in command of a console. Tae
SOCCB synchronizes the real-time routine CONSOL with the process-time
routine CYCLE. The RLADY flag assocated with each console takes on certain
‘ralues if the conscle is awaiting completion of a task done by CYCLE. When
CYCLE is firished, the READY key is changed. Since the ke is changed,
CONSOL can recognize that it should proceed with that concole.

Testing READY flags (for up to 256 cousoles) is accomplished by a
single instruction (Translate and TEST -- TRT) usiug a 256 byte array. Since
the test is fast, it can le carried out frequently by b-th CONSOL and CYCLE.
For example, after sending cach line of a message to one console, CONSOL can
\j""t to see if any other console requires service for a single line. If so,

1t 4
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the servicing of the cne console with a series of lines is terninated, and
consoles with single-line needs are handled. CONSOL then returns to

the multi-line message and finishes. CYCLE uses the speed of the TRT
instruction to locate those queries needing a specific process. Aiter

each CYCLE driven routine finishes with a batch of queries, the table can
be scanned to see if, in the meantime, any other queries now need that same
process., Some routines which can be logically divided into iwo parts, one
essentially in-core and the other necessitating file accessing, could be
programmed to check for '"latecomers' to speed up overall response withcut
losing the advantages of cycling.

For a list of typical READY flags see Table 2,

B) Timing Considerations

In order for thc type of organization presented to be acceptable
to non-SMART users of the computer, two timing considerations are paramount.
First the CONSOL routine must be assigned highest priority by the supervisor,
since it must respond to on-line signals, CYCLE is issigned the second
highest prinrity., This implies that if CYCLE is free to perform work, the
CPU is taken away from any other executing program (except CONSOL ard the
supervisor itself). Normally, however, CYCLE itz I-O bound. While CYCLL is
walting for needed information from noncore resident files, and when CYCLﬁ
has no work to do, the CPU is able to do the work of cther customers.

Thus, CONSOL mi.st have available =2verything it needs to work and
CYCLE must contain no wait loops of any size, If information is not available,
the supervisor must be given control until the required information is

available.

58 469
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Nen-SHART Programs J< .................. [~Gonsola i)
; A

Supervisor

SHMART On-Line
Ceonsole Control Block
TST | Console User READY
Nunber Vector | Flag
255 45 3408 3y
25% 12 3479 3y
0 0 0 0
1 2202 4
0 0 0

Document Searcning I "Document Concept
____________________ P
Vectors

Legend: Core-resident ——-— Auxiliary ----- H.R. Human Readable

SMART On-line Control Logic

(]El{lc | Fig. 5
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Routine READY Meaning
Needed
(NONE) 0 Unuced slot.
CONSOL 1 Newly arrived conscle, no assigned user vector,
(NONE) 2 Console keyboard unlocked for user transmission.
CONSOL 3 Console k§yboard locked by receipt of a user

transmicsion.
(NONE) 4 One line message goiug to console.
CONSQL 5 Console keyboard locked further lines are needed.
CYCLE 6 Allocate core.
CONSOL 7 Core Allocated.
CYCLE 20 Crack text.
CYCLE 21 Cracking text.
CONSOL 22 Tex® cracked.
CONSOL 23 Notifying user.
CYCLE 24 Set-up pre-search display.
CYCLE 2° Setting-up pre-search display.
CONSOL 26 Pre-search cisplay setup.
CONSOL 27 Displaying to user.
CYCLE 40 Search centroid tree.
CYCLE - 41 Searching centroid tree.
CONSOL 42 Cen*roid tree searched.
CONSOL 43 Informing user of results of tree search.

.
READY Flags
Table 2
O
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I) Noncore Resident Files

Before going into CONSOL and CYCLE in detail each of the files used by
SMART is introduced briefly. The various logical segments of core are then
siniiarly defired to provide a reference and to eliminate detailed descriptions
within succeeding sections.

SMART files can be divided into three distinct classes — those used
by CYCLE, those used by CONSOL, and the consoles themselves. The console
files are basically standard sequential files, with, however, an unpredictable
access time. Like sequential files, Pécords are read (or written) cne-at-a-time
and in linear order. There is, of course, no backspacing, rereading or over-
writing.

CONSOL deals with three files of a more familiar nature. The
'SMART Statistics File' is a sequential, write-only file on which is placed
information to enable evaluation of SMART's performance by supervisory
staff. Information such as observed user and SMART response times, and
statistics on query authors using the system might be kept.

The 'User History File' retains intormation about unfinished queries
on an individual user basis. For each user, such irformation as the number
of queries he has submitted to the system, the number still active, and ac-
counting information may be kept. TFor each active query, a record is kept
of the text of the original query, and of the last active concept vector
for that query. Perhaps, a list of additional documents, unseen by the usér,
should be kept to try to forestall a complete lack of positive feedtack. In
this manner costs could be kept reasonably low for a majority of users by rot
showing many documents except when necessary. One might also want to keep

som: type of record of the searched centroid tree so that "obviously" unsuitable
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tree nodes would not h_ve .. be reconsidered during relevance feedbick.

The 'User Parameter ‘tor File' con:=i.s user parcmeter vectors,
Each user can have several di cent parameter vectors (with distinct names)
for different purposes. The on. cison for separating this File from the
previous file is that this file is - -~entially a read-only file, whereas
the previous file is updated with ever; :vste., access. It is anticipated
that the directory for this file would be cne jart of the preceding file.

The files used by CYCLE-called routines are of two distinct types —
human readable and machine readable. The human readable files contain
information suitable for display to normal users at consoles. The other
files are however organized for maximum speed of access and minimum space
for storage of information uszd solely by SMART. A complete system mus*
have human readable files — the vocabulary aid files and the source text
files. Vocabulary aid files contain thesaurus expansions, hierarchies,
frequency lists, etc. Source texts contain titles and abstracts of docu-
ments in a form suitable for on-line display. Normally vocabulary aids are
used prior to a search and texts aiter a search.

There are three machine-readable classes of files -- vocabul.ry files,
files of centroid concepl vectors, and files of document concept vectors.
Vocabulary files contain the information needed to quickly unde stand input
text (i.e. to convert raw text into ~ staniard concept vector). The
other two files contain, respectively, files of ceniroid concept vectors
and files of document ccncept vectors. The separatioa of centroid and
document concept vectors into two distinct files is dictated by the relative
sizes of the two files. Commonly, a centroid has over 10 sons: thus a
centroid tree for a tile of 170,007 document would contain less than
Q
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3,000 nodes. In most situations, the centroids could bz accessed faster
as a separate data set because of their smaller volure.

There also exists a file which contains the programs called by CYCLE.
In order to further cunserve space, it may be desirable that these mutually

exclusive routines be overlayed during execution.

J) Core Resident Files

Szven types of core resident files are used by SMART. They have dif-
fering iypical lifetimes, lengths, sources, and destinations. Because of
their differing lifetimes, “hey are allocated from different pools of avail-
able core, This minimizes a serious tendency to fragment core and eliminates
a need for dynamic relocation of in-core files. By permitting the system
to obtain variable amounts of core, SMART is able to work in 50 K o» 500 K,
albeit with groasly different response times and CPU utilization rees.

The first file is the previously mentioned SMART On-line Console
Control Block {SOCCB). This block is ilie key to the entire control of the
on-line system and is, therefore, described in detzil in the next section.
The size of the SOCCB is fixed when SMART is Initiated by the number of
consoles to be accepted on~line at one time. This block is retained
unti}l SMART goes off-line.

Each user is assigned a user vector. This block is of fixed length
and is retained az long as the user is on-line. The user vector contains
pointers to the locations of dynamic fielcs “cwned" by the given console.
These fields include parameter vectoré, buffers and correlation vectors.

Tte user vector is accessed only by CONSOL and CYCLE.
The parameter vectors contain values for variables used to control

the various routines. Fach routine needs its own parameter vector. There
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exists a standard dsfault parameter for every rcutine, and these stindurd
vectors are core-resident for the life of a given invocation of SMART. Any
user vector can point to one of these default vectors; however, no user

can change values in the default vectors. If a user wishes to change any
values, space is allocated for his own individual parameter vector for each
routine the user wishes to control in a non-standard fashion. A user may
nsme his parameter vectors in order to re-use them easily. An individual
parameter vector is core-resident only for the duration of the process
which that vector controls.

Buffers contain a line or a track of information. They typically
have a short lifetime, and the space occupied by the buffers is reutilized
at a high rate. Buffers to or from a single file can be linked while in-
core. These vectors constitute the majority of core needed by SMART. In
some cases, it may be desirable to keep some buffers in core in anticipa-
tion of repeated use. If sufficient ccre is available, this can be done.
However, this in-core saving of a buffer is unknown to all routines except
to the buffer manager. This permits a routine to use 50 K of 500 K bytes
without any internal knowledge. Only the response times to requests for a
buffer will differ depending cn the amount of core utilized.

The concept vectors constitute the output of the routines converting
text inic concept vectors, and of the query update routines. These vectors
are much shorter than the text they represent, and they can be more easily
utilized for search purpeses. Only one concept vector per user need be
k2pt in core and the con:ep: vector supplsnts the buffers containing the
original query.

Specification and correlaticon vectors ccntain the names of individual

O
[z l(:trolds or of documents to be matched with a query, and later, the corve-
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lations with those items. The life of these vectors is short but the corw
requirements for a single query can be determined only dynamically.
Result vectors are shortened correlation vectors. They are used by

CONSOL to pass information to the consoles.

5., CONSOL — A Detailed Look
Once the overall structure of the proposed on-line system is under-
stood and the contents of the various files in understood, a detailed expla-
nation of the operation of the two major routines becomes straightforward,
CONSOL will be considered first since it is first logically. Before
going into the routine itself, the SMART on-line console control block

(SOCCBE) is described:

A) Comperition for Core

It is possible that one user may finish a line ard the interrupt-
called supervisor can start CONSOL, while a second user can finish his line
before CONSOL finishes with the first user. The second user's finish would
cause the supervisor to start CONSOL again. A routine like CONSOL is called
reentrant if several different processes (users} can simultaneously execute
it. On a single CPU machine like Cornell's 360/65 the simultaneity is apparent
and due to interrupts. Hcwever, on a multiple CPU machine the sumultaneity
could be real. In both cases the problen is i1he same: no process can know
if another process is also executing the same code. The requirement is that
no "edition" of a reentrant routine can change core locations possib.y known
to ancther "edition" of that routine. If the reentrant routine must obtain
additional core, the same problem exists — two editions may try to take the
same space. A similar problem arises butween CONSOL and CYCLE: CYCLE could

ERIC
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be claiming an area of cuve while at the same time CONSOL decides to use
that same area.
In order to prevent destructive ccmpetition for ownership of resources,

the 360 provides a single instruction which locks a resource as it tests

that rescurce for availability. The instruction is called Test and Set

(TST). Basically TST sets a byte non-zero and sety the condition code to

zero or non-zero as the previous contents of the byte were zero or non-

zero in one inszparable step. (The TST instruction is outlined in Fig.

8).

B} The SMART On-line Console Controi Block

The SMART On-line Console Control Block (SOCCB) shown in Fig. 5 holds
four items for each active user. The maximum number of consoles that can be
on-line at one time is decided when SMART is first entered; MAXUSERS contains
this number. The fields marked TST and READY (in Fig. 5) are each vectors
of "MAXUSERS" consecutive bytes. The TST field contains zero if that parti-
cular line is unused. When a line is reserved for a particular conscle, the
TST field is set non-zero. The Console Number field contains the super-
visor number for a console and the User Vector field contains the location

of the user vector for that console.

TST LOCK {Instruction) Bafore After
Execution Execution
Case 1 Location LOCK o] 255
Condition Code - zero
Case 2 Location LOCK 255 255
Conditlion Ccde - non-zero
O The Test and Set Instruction (IST)
]EIQJ!: as Applied to the Location Named LOCK
.
Fig. 6 473
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€£) The READY Flag and the TRT Instruction

The RIADY field contains one of 256 ejuivalent flags. Each flag {value)
indicates what process is then needed by that user. Typical values are
given in Table 2. To understand the value of the vector, one needs to urder-
stand the Translate and Test (TRT) instruction. This instruction consicders
two read-conly vectors. The first vector is the vector of READY values; the
second contains a table of 256 bytes. This last table contains zero bytes
except i1 those bytes whose address (relative to the first byte of th2 table)
is the same a. a READY value which must be tested. The TRT insiruction takes
bytes from the first vecter, one-at-a-time, and looks at the table entry
corresponding to the value of that byte. If the object byte is zero, the
next READY value is considered; if the object hyte is non-zero, the instruc-
tion ceases with that object byte and the location of the source byte is
made available. If no byte stopped the instruction, that fact is so indi-
cated. If the instruction is stopped Ly a non-zerc object byte, the
registers used by the instruction are left in a condition such that the
instruction can be reexecuted for the remaining bytes in the scurce vector.

A pictorial explanation of the TRT instruction is given in Appendix 1.

For internal convenience, READY values are often assigned in blocks -
each block associated with a given process. Most processes can be divided
into> four phases: uncons®dered by CYCLE, being considered by CYCLE, urcon-
sidered by CONSOL, and being considered by CONSOL. Some READY values

appearirg in Table 2 show this assignment.

D) The Routines LATCH, CONSIN, and CONSOT
When a person types “SMART" on a console, the supervisor transfers
control to SMTLATCH. SMTLATCH interrogates the variable SMTOPEN. If SMTOEEN

ERIC,
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i3 zero, SMIMSG (containing the appropriate message) is sent out to the
calling console. If SMIOPEN is non-zero, control is transferred to (the
location contained in) SMTOPEN. SMTLATCH, including SMTOPEN and SMTMSG,
is always available to the supervisor as a standard supervisor process.
Since SMTLATCH takes only 96 bytes, it can be kept constantly core-resident.

The first routine called when SMART is started in the standard
manner is (ONLINE) which inserts the location of the routine LATCH at
SMTOPEN. When SMART no longer wishes to accommocdate new users, the
routine OFFLINE updates SMTHMSG to indicate the next scheduled time for
on-line document retrieval; f.inally, SMTOPLN 1s set to zere. Conscles
active in the system can still be accommodated in any suitable manner.

When LATCit is called, an unused row is located in tl.e SMART
On-line Console Control Block (SOCCB) using the TST to insure that the
selected row is indeed available. LATCH then changes READY for that row
to 1 (from 0) and stores the name of the console in the SOCCB. If CONSOL
is running, LATCH simpl; returns to the supervisor (which will restart
CONSOL where CONSOL was interri-~ted). 1If CONSOL is not rvaning, LATCH
causes the supervisor to mark CONSOL as runnable. LATCH then returus to
the supervisor. The new console will be notved in due course by a TRT
in CONSOL.

Routine CONSIN is similar to LATCH; when a console is released to
a user, the supervisor needs the name of a routine to call when the trans-
mission from the user is completwe as well as a place to put the transmission.
CONSIN is that routine. The supervisor tells CONSIN the name of the console
which interrupted; CONSIN then changes the READY flag for the console {from

)
]E T(:o 3 and insures that CONSOL is running.
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To minimize over-all response times only onz line will be set 1p
for transmission to a console if amnother console alsc needs service. If a
console needs several lines, but only one is transmitted, CONSOL will have
to prepare other lines at a later time. To do this on an interrupt basis,
routinz CONSOT is called by the supervisor after transr _sion of a line to
a console if that console requires more information.

All of these routines consist of fewer than a hundrcd instructions
and take less than a millisecond to execute. Fast response te the changes
rade in the READY table is insured, since COKSOL tests the flags after each
line of A transmission is complete. The test for a console needing attention
is less than fifteen microseconds if no console needs attention {(assuming
ten on-lin2 consoles). Since the test is so fast, frequent repetition is

not expensive.

E} CONSOL as a Traffic Controller

In basic terms, CONSOL- uses the TRT instruction to select a console
which has a4 need and then satisfies the needs of that console at least
temporarily. CONSOL then uses the TRT again to select another console.
Eventually all comscle needs will be satisfied and CONSOL will retire to
permit other processes to use the CPU; one of these processes will most
likely be CYCLE. When CYCLE has completed a request for a user, or a set
of requests, CYCL. i)l ask the supervisor to restart CONSCL, and, by so
doing, suspend itself in real-time (but not i1 process-time). Alternatively,
the completion of a user line at a console will result in an interrupt-
initiated call to CONSIN or LATCH which can wake-up CONSOL. Effectively
then, CONSOL uses the TRT instruction to facilitate a traffic directien
problem.

ERIC
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It is apparent from a scan of various p.ssible needs that some

are more upgent than others. Tor CONSCL, however, needs are satisfied so
quickly that the arbitrary seiection of the console lrighest in the S0CCB is
adequate. C(ONSOL works so fast that ever if the 256 w_ers were on-linée and
all had 4 need at the came instant, and the first user were serviced first,
the last user would be satisfied refore the transmissicn to the first usen
was complete, In actuality, in most cases, only one user will need service
at any given time. The obvicus exuepticn to this is after CYCLE completes
a task - at that time, several consoles will need transmissions. It ig
immaterial, however, which console is satisfied first, since all consoles

will be satisfied by CONSOL in much less time that was taken by CYCLE.

F) A Detailed View of CYCLE

11 contrast to CONSOL, CYCLE follows a strict pattern in .cciding
what to do. iLike CONSOL, CYCLE uses the TRT instruction but CYCLE decides
what process to do first. Then it sees which consoles need that process,
If no console needs that process, CYCLE tries the next process in its list
of precesses. To permit on-line access to more than onu collection for
test purposes, or access by sor-isticated usevrs with special needs, eac.
process is run for all consoles that reguec: cne collection and then for
all consoles that require ancther collection. This is illustrated in
Fig. 9.

Soine obj2ct processes started by CYCLE are standard progranms
used for batch experimentation; text cracking, centroid tree searching,
decument ccorelation, and query redefinition. The processes unique to the

on-line systenm divide into two classes — those that access files for the

Q@ er and those that service CON30I,. There ar: presently twy projzrars of
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the first type: to display pre-search information, e.g. thesaurus cate-
gories, and to display post-search material, o.g. abstracts. Since CONSOL
operatas on on interrupt basis, it cannot allccate resources for itself.
However, CONSOL does need tc be able to obtain core storage space on de-
mand, To provide this, CYCLE can be asked to allocate storage for a console
and return centrol to CYCLE.

From the flcwchart for CYCLE shown in Fig. 9, i1t can be seen that
CYCIE restarts CONGOL without testing if CONSOL is runninz. This is

possible since CYCLE c3an use the CPU only when COHSOL is inactive.

6. Summary

On-line information retrieval is implemerited by two co-routines,
COUNSOL and CYCLE. The former operates in the real-time of the tonsole user
providing rapid response; the latter in the process-time inherent in .ny
routine which needs to acress auxiliary storage providing re=listic costs
for work done. The two routines communicate through a single area of
mutually known core.

This system should prove adequate for both experimentation and real-
time use in a library, for both the novice user and the sophisticated

researcher with the complex problem.

O
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Appendix

TRT READY, TABLEn (Instructior image, n=l, 2, 3 or 4)

]
Lecation: READY + 01 23 45678
Contents: 5434200001
Location: TABLElL + 01 23 456
Contents: 0006000
Location: TABLE2 + 01 23 456
Contents: 0000938060
Location: TABLE3 + 01 23 456
Contents: 0230000
Location: TABLEW + 0 1 3456
Contents: 0800000
hxecution: F_— 1st 2nd 3ad
—
Register: | 0 1 cc | O 1 ce ce
n
1 6 (READY)+? 1 0
2 9 (READY)+1 1 9 (READY)+3 1 0
3 3 (READY)+4 1 2 (READY)+6 1 0
4 ¢ (READY)+6 2

(READY) means the address of READY ; cc

= condition code

The Effect: of the Translate and Test Instruction (TRT)

When the Vector READY is Entercd Against Several Tables
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XV. Template Analysis in a Conversational System

S. F. Weiss

Abstract

This study presents a discussion of natural languége
conversational systems. The use of natural langusage rather than
fixed format input in such a system makes possible the imple-
mentation of a natural dialogue system, and renders the systen
available to a wide range of users. A set of gcals for such
a system is presented. These include the provision of fast
tesponses, usable by all levels of users, and the use of intel-
lectuval aids such as tutorials,

An exparimental conversational system which meets these
goals {s implemented using a template analysis process. Tem-
plate analysis is used not only to analyze natural language
input, but also to control the overall operation of the process.
Experlments with a number of users show that the system {s easy
to utilize and provides accurate analyses. A detailed discus-

sion of both user and system performance is presented,

<. Motivation

Programs and data are normally entered into a computer in
a batch processing mode. YHowever, the recent trend In computer
system design has been toward the development of large time
shared systems which giva 2 number of users simultaneous on-line

sccess to the computer. This makes possible the implementation
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of conversational prograws which permit real-time man-machine
dialogues. Such conversational bregrams are both useful and
necessary to cope with the ever expanding complexity of com-
puterized data processing tasks. Consider for example, an on-
line programming language sucir as APL. The ability to test

amd debug a program on-line is an aid to the programmer. Errors
are more easily located and may bz corrected iumediately. In
addition, on-line data entry allows the programmer t¢ adjust
parameters and data while the program is running in order to

get the desired results.,

Conversational programs are also useful in all forms of
language processing and expecially in information retrieval.
Consider for example a case in which 5 naturzl language analysis
program encounters an unresolvable ambiguity. 1In the batch
mode, the program would be forced either to give up or to
proceed using the multiple interpretations. But [u a conver-
sational mode, the system can Sk the user for c.lax\i.‘ication

\\
and then proceed with perfect information as is shown In the
\

\

example in Fig. 1. \

U: TYPE 2 GRAMMARS

S: YOU HAVE USED TYPE AMBIGUOUSLY. PLEASE SPECIFY:
A. PRINTING
B. VARIETY

v: B

St PROCFED

User Disambiguation

Q Fig. 1

LRIC
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In information retrieval the applicability of cohversational
programs is very broad. It is the only way to nake the retrieval
operation fast enough for practical use. 1In addition it permits
the user to tee results fimmediately and adjustihis query and
other seavrch parameters to tallor the performance to his exact
needs. The conversational mode is also the best framework in
which to implement the relevance feedback pro:ess [11,24].

lo general the conversational facility is an extremely powerful
information retrieval tool.

Section 2 of this study discusses some existiug on-line
systems. Most of them require a fixed forrat input. But the
current trend in information processing ic toward natural
language input. Not only does this permi: the treatment of
documents and queries in their original form, but it also makes
the on-line facility available to a brocal spectrum of potential
users. This is especially important sirce on-line systems
permit remote access from places such as libraries and schools
which ave not inhabited strictly by ccomputer people. This
study discusses conversational systems in general and presents
a natural language facilicy for information retrieval.

There are four basic goals which any such natural language
conversaticnal system should meet. First, the system obviously
myst accept netural language input. Jecond, it must provide
fast response,. Users tend to become impatient if the delay
between the submission of a command and the system's response
exc2eds more than a few seconds. Third, the system should be
usable by all levels of users. Inexperienced users should be

ERIC
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able to parform useful work, At the same time the system must
not hamper the cxpert with excessive verbosity and unwanted
material, And finally, the system snould provide some intellec-
tual aids such as tutorials and prompts which can help the user

conduct a useful dialogue.

2. Some Existing Conversational Systems

Many conversational systems are currently in operation,
Most are part of a larger Iimplementation such as an information
retrieval system. Fat a few such as ELIZA are designed solely
to perform conversataion, 'The major differences among the conver-
sational aspects of the various systems is in the amourt of man-
machine interaction permitted. 1Iu some systems the on-line
input is not far removed from batch input and the user has little
contrcl over the running of the process. At the other extrame
are systems in which the user is directly linked to the process
and is continuously in command of program operation, The dis-
cussion of on-line systems presented below is roughly in orde:
of increasing complexity of dialogue.

The most baslc type of conversation consists of a simple
user input whizh results in some appropriate system action teing
perfcrmed. RECON (16], DIALOG I1 {2)], TIP (15]), ard AUTONOTE
[22) are representative of this type of zonversation. In
RECON for example, the user presses a button which indicates
the desired operation and then types the operands on the con-
sole. 1In the other systems the user types the operator name
followed by operands. Thus all these processes requirc a fixed

Q
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input format. In addition, should the user btecome lost or
confused, the systems cannot supply any intellectual aid to help
him out. One type of ucer aid, the tutorial, is a feature of

the AUDACIOUS systeu {2]. [n addition to the normal opevator-
operand commands like those abose, AUDACIOUS permits two special
commands: HELP and PUNT. 1In response to these, the system

produces a tutoria?! message appropriate to tie user's position

in the dialogue. In tpis way the confused user cun receive help.
A second type of' intellectual aid is the prompt. SPIRES

{21] is an example of a system which uses the prcamptrivrg feature.
Unlike tutori-ls, prompts are preserted without user request.
Their purpose 3s to indicate to the user what type of infor-
mation is to be specified in the current input. However, since

prompte are presented without a user requ2st, they can sometines

be a nuisance to the expert user. All the conversational systcms

preseiuted thus far share two attributes,. First, they all regquire

firzed form input. And second, they are all information retrieval

systens and hence the conversational operation was not the pvime
consideration in their development. The systems discussed

in the next few paragraphs are designed basically to conduct
conversation in natural ianguage.

Probably the most famous natural language conversational
system in Weizenbaum's FLIZA [34]. The program conducts a
coherent dialogue with the user much like that between a psy-
chotherapist and his patient. Inputs are searched for the
presence of certain keywords and structures. These indicate
the type of output appropriate to the input. For each input
Q
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foim there is more than one allowable response. ELIZA cycles
through this set thus eliminating repetition and producing a

more realistic looking conversation. The approach to conver-
sation used in the system presented later in this study is similar
to the ELIZA concept.

Another area of nsefulness for conversational capabilities
is in coirvuter assisted instruction. One such conversational
CAIl system is Bolt's Socratic Instruction [6]. 1Its operation
is basicastly an extension of the techniques outlined for ELIZA.
Lixe ELIZA, the Socratic Instructor uses the user position in
the dialogue zlong with the input to determine the proper res-
ponse. In addition, <he Socratic Instructor remembers all pre-
vious user inputs and dialogue points. These are also used in
output deterwminatinn,

Most conversational systems in existence today are imple-
mented by basically ad hoc programming methods. This is not
unusual for a fairly new area such as conversational programs,
However, as on-line systems become more common, higher level
implenentation processes must be developed. One such process
alveady “n existence is the LYRIC system developed by Silvern
[26). This is a programming language for describing convevsa-
tional CAI programs., With processes such as this, the con-
versational implementer is relieved of some ¢f the ugly program-
ming details in mnch tue same way a8 a compiler-compiler aids
the systems programmer.

L -

The conversiational systems presented here 10 means consti-

tute the complete set, They are, hewever, re '~ sentative of
O
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wost systems. It appears that systemns such as TIP and SPIRES
which perform efficient on-line information retrieval reguire
highly structured input format. On the other hand thcse such
as ELIZA which permit natural language input have a very weak
concept of understanding., I% would be desirable to develop

4 system which combines the best attributes of both; that is,
a fast and accurate information system which allows natural

language input. This is the topic of the followinz sections.

3. Goals for a Proposed Conversational System

This section discusses the deéign considerations that go
into the development of a new conversational information re-
trievil system. Some elements of the new 2 =+ drawn
from existing facilities while others are nes. The primary
goal of this system is to allow a user to condct a natural
language dialogue with the system. The orly limitation is that
the input be restricted to an information retrieval context.
Not only should the user be allowed to specify natural language
commands, but also there should be no restriction on the number
of commands per line As there are in most other conversational

systems, An input such &s

USE THE COSINE CORRELATION ON THE CRANFIELD
COLLECTION.

should be perfectly legal. Of course there may te some inputs

for which natural language is impossible or impractical and a
fixed format input must be used. For example, the user should
Q equired to specify a fixed form "SIGNCFF" in order to

ERIC
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prevent accidental termination ¢f the conversation. But these
formatted inputs slculd be kepr to a minimum. Another goal for
1this system is to bea able to resolve automaticaily ambiguities
occurring 4in the user's input. In addition the system must meet
the requirements specified in section 1. These include providing
fast response, being usable by all levels of users. and pruviding
intellectnal aids such as tutorials and fprompting.

This proposal makes demande on the user as well as the
system. First, the basis for learning the system is a manual.
It would be aesthetically pleasing to allow the system itself
to contain a computer alded instructiomnm facility {CAI) which
would make the system completely self-conptained. Unfortunately
this is impractical. Successful CAI requires concentrated and
frequent expocure "o the teaching medium. 1t appears that the
typical irnformation retrieval user dialogue will be both brief
and fairly infrequenct. Also, trying to teach the user at the
console unnecessarily ties up the facilities, Thus an off~
line approvach to learning the system seems more reasounable.
While no CA} facility is prcvidet, the system should offer a
prompting cption by which a uscr can be led step by step, through
a simple retrieval process. In this way the " :er may leirn
something about the system while actually performing useful
retrieval work. The user's manual for .his system 4, divided
into several sections. FEach deals with system use in progres-
sively greater detafl. A user need only read those Parte waich
satisfy his perticular need. A casual user vho wants only simple
retrieval operetions using system defaults, has tv read only a

Q
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few pages. And the prompting farility can be used sith only
a paragraph or so of instruction.

Another uvser problem that must be treated is the separation
of novices and experts. As is often the case, conversational
syctems are handled by users with widely varying degrees of
expertness. The system should neither hamper the expert with
excessive verbosity nor hinder the novice with obscure and terse
responses. Some systems compromise and use a "middle of the
road" approach, but this satisfies no one. Other systems have
multiple sets of dialogue scripts. A user is classified as having
a particular level of proficiency and he receives the dialogue
appropriate to that level. But this too can lead to problems.
In any large facility such as an information retrieval system,
it {s entirely possible for a user to be very proficieat in
some but not all areas of the system. Classifying him strictly
as a novice or expert is wrong in both cases. To solve this
problemn, the proposed system uses an implicit rather than
explicit separation of novice and expert. This .s accomplished
by allowing access to options only when th: user asks for them,
Thus the more the user knows about the system, the more faci-
lities he has at his disposal. The novice 1is thereby protected
from options which he does not understand. Tutorials are also
presented only on request. Because of this only a single set
of tutorials is needed and they can be reasonably long and clear.
The expert user who does not ask for a tutorial need never sece
any and thus is not hindered by them. The only manifestation
of the novice facilities that an expert must see is the short
O

Emc‘stion:
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Do you need help in using the system?

This appesars immediately after signon. Even this can be e.i-
mirated by allowing a user status file to be stored between system
uses. Upon signing on, the user's status file is read and appro-
priate parameters, including his negative answzr to the above
question, are set.

A few other characteristics of the proposed system also
help ir. the proper handling of both novice and expert users.
These are the multi-step processing technique and the ability
to compound commands on a single line. An expert, for example,
can put several system commands into a single iunput thus saving
time and effort. The same comminds may also be eplit on a number
of lines for greater clarity.‘ This and the multi-step process
are discussed in greater detail in section 4.

One final goal of the proposed system is the presantation
of useful tutorials. These messages wmust be easily uvailable
so that even the most confused user can get help. One simple
method is to use a sinzle question mark "?'" as the tutorial
request. The tutorials must reflect the specific place in the
dialopue there they are called. 1In addition, they must take
into :onsideration tle commands and options that the user has
already specified. Tutorials are also useful in treating errors.
When an erroneous input is detected, the system automatically
produces a tutorial appropriase to the place where the error
occurs. The incorrect iuput 1is an implicit indication that the
user needs help and thus the tutorial is appropriate at that
point.

Q
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The design considerations presented in this section are
basically nontechnical. They stem from an effort to satisfy
within practical limits the basic conversational needs of tte
largest possible user population. The next section presents

a ciscussion of the actual implementation of such a system.

4, 1Implementation of the Conversational System

This section discusses the implementation of the conver-
sational system. The major obstacle in the process is the fact
that the Cornell University CTomputing Center has at present,
no facilities for user implementation of on-line systems.
The programs thus must all be run in the couventional manner
with batched input., This poses no real problem in the design
and operation of the system except in the area of testing it on
real users, But even this can be circunvented with alequate

simulation.

A) Capabilities

The conversational system is designed to perform SMART-
like information retrieval operations. The capabilities built
into the present system include specification of a correlation
coefficient, search strategy and collection to be used, The
first two of these are provided with default values that are
used if nothing is explicitly specified by the user. There is
provision for submitting a query containing a number of data
base entry point references (subject, date, journal, and author).
A search can be {nftiated and the user r~an request to see any
tymber of retrieved documents. In addition .o these information

ERIC
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retrieval operations, the user has available some ccmmands Lo
the conversational system itself. These include vrequesting a
tutorial, asking to be guided through a retrieval operation,

and signing on or off. A few other information retrieval opera-
tions, most notably relevance feedback, are deliberately omitted,
since the system is designed to test the conversational and
natural language capabilities, and not to retest the informa-
tion retrieval techniques. The set of capabilities is selected
as typical of the inputs, outputs and internal processes
required in a larger system. Also relevance feedback is not
conductive to handling in natural language. While a user might
introduce a natural language input which indicates his desire

to perform relevance feedback, the actual submission of ~ele-
vancy judgements is best handled in a fixed format. Relevance
feedback and a few other capabilities would add little to the

significance of system experimentation and hence are omitted.

B) 1Input Conventions

While it is the aim of this system to allow natural lan-
guage input, there are a few places where the use of natural
language is impractical. This is usually caused by the physical
characteristics of the conversational system or information
retrieval in general, One such instance is in setting off a
query from other types of input. A query may deal with any
subject area. For example it could ask for information about
some aspect of a conversational system. It could thus be indis-

tinguishable from a legal system command. For this reason,

d“e user rather than the system, must perforn the discrimination

RIC
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between queries and commands. This is accomplished by simply
prefacing each query with "QUERY" or "Q". This adds little to
user effort and eliminates what might be an impossible system
task. Another area where fixed format isAnecessary is in
search initiation. Unlike other operations in a conversational
system which require only a few computer cycles, the search is
relatively costly in computer time. It is therefore desirable
to avoid uncalled for searches. Also, searches should not be
initiated until the user is satisfied with his query and search
specifications. For these reasons, searches are pesformed only
upon an explicit signal ("GOSEARCH") from the user. A third
fixed format input s the request for a tutorial. This is
accomplished by typing a single question mark ("?"). T[Ihis is
done strictly for user convenience. In this way, even the

most confused user can receive a message appropriate to his
present dialogue position. Tutorials are also autematically
generated when a user introduces an incorrect input. The final
fixed form input is the SIGHON command. In an actual on-1liue
implementation, it is quite possible that this command will

be haﬁdled by a supervisor program which controls all on-line
operations. Thus the natural language analysis facility may not
be present to process this input. The remainder of the inputs

may be posed in natural English.

C) The Structure of the Process

The structure of the conversational system may be viewed

as graph. The nodes represent user decision points and the
edges represent possible alternatives and system actions. As
Q
N
490



XV-14

the user progresses through his dialogue, he moves from node to
node in the graph. The action is much like that of a finite
automaton. At every point in the dialogue, the uscr is at some
systen node. The combination of this current node and the user's
input at that point determine the action to be performed (ana-
logous to the output of the automaton) and the node to which
control is passed after tne action is completed. This strategy
allows the system to be throught of as a set of modular units.
Each unjt corresponds to a node and each has associated with it
the sutset of inputs thai are legal at that point, as well

as the associated actions. The input processing is thus greatly
simplified since at each node ¢h2 system need only test for
those inputs that are legal. All other inputs are illegal even
though they might be acceptable at some other point in the dia-
logpue. The modular approach also facilitates some degree of
disambiguation. Some inputs are ambiguous when considered with
respect to the total set of system inputs. However, many become
unambiguous within the context of & single node. The simplest
example is the tutcrial request ("?7"). The question mark by
itself is not enough to determine which of the many tutorials

is desired. But the combination of the questioi mark and the
current node performs the disambiguation and the proper mes-

scge is presented.

D} Template Analysis in the Conversational System
There are two mafia jobs to bte performed in & natural lan-
guage convelsational syscvem., The first is th2 natural language

. analysis required to transform the input to a machine-usable
v
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form., The second job is bookkeeping. The system must keep
track of the user's present position in the dialogue, the
legal inputs as well as the successcr node associated with
each input. It seems relatively clear that the template analysis
process introduced by Weiss [31] is sufficient to hardle the
nat;ral language analysis task. The expected input consists of
queries and system commands coming f;om some sort of on-line
terminal. They thus conform exactly to the user restricted
input for which template analysis 1is designgd. While more
complex systems would produce a more rigorogs analysis of the
input, template analysis <can provide all the information that
is needed from the input and at a considerable saving in time
over other methods. Thus template analysis appears tc be the
ideal natural language anlaysis technique for this application.
Upon filrst analysis the bookkeeping task seems outside the
realm of template analysis. But aztually, the most efficient
way in which to implement this task is to imbed it within the
template analysis structure. Thils is done as follows. Each
template {s applicable to only one node, which is called its
hos¢ node. This is indicated by appending the host node number
to the template concept numbers. Since template concept numbers
range from 11 to 999, this appending can be accomplished by
adding the desired node number times 1000 to the concept numter.
Each template contains a set of concept numbers, a key word,
and a link to an action routine that is to be executed if that
template is matched. Some additional informaticvn must be added
for the conversational application. Each template must contain

[: Tt:a next node: {immediate (NNI) number which tells the node to

49
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which control 1is to be transferred immediately after execution
of the assnciated template action. It is sometimes useful to
defer transferring to a new node until all possible executiong
of the template action have been performed. For example in
cases where a number of similar pieces of information must

be picked up from one input. In this case, NNI refers to the

host node. A second value, the next node: final (NNF) then

indicates the node to which control is transferred after all
actions at the current node are complete. In the examples in
Fig. 2 below, template A and B are both applicable only in node
5, and both match the same input substring. Aftei matching,
however, template A calls action routine 51, and control is

then immediately traunsferred to node 2. Template B causes
action 55 to be performed and control remains at node 5.
Finally, after all possible node 5 matches have been processed,
contvol passes to node 3. In cases such as A where NNI causesu'

a transfer to a node other than its own, the NNF value is

ignored.
NNI NNF ACTION | TEMPLATE CONCEPTS
A 2 - 51 5011, 5012, 5013
B 5 3 55 5011, 5012, 5013

Sample Conversational Templates
Fig. 2

In order to match the proper templates, the input must be
made to reflect the current node (CNODE) in the dialogue. VUpon

iﬁﬂding an input, the current node times 1000 is added onto each

LRIC
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input concept. Also, after every node change, the old node
number is stripped off th. input and the new node times 1000
added cn. Thus the input reflects the current itode in exactly
the same way in which the templates reflect their host nodes
and hence proper matching occurs. In this way the templarte
process itself keeps track of the current node, the legal inputs
for each node and the successor node function. “his operation
is summarized in the schewmatic in Fig. 3. An input is read

and each word is assigned a numevic concept by a dictionary
lookup. The input is then set to reflect the current node 1

A scan is made of the entire template set in search of a match,
However, only those templates whose host node is 1 have any
chance of matching. 1If a match in this subset is frund, the
associated action is performed and the next node path is fol-
lowed.

Fig. 4 indicates the node structure of the conversational
system. Node 2 is the supervisor, Aftef the initial signon
phase, cperations generally start and end in node 2. Most
operations are two step processes. First, in node 2, ths input
is analyzed and the type ol operation that it specifies 1is
determined. Control then passes to the appropriate new node,
Second, in this new node, the exact operation is determined and
executed. Control is then returned to node 2. As an example

consider the input
USE THE COSINE CORRELATION.

In node 2, it is determined that a correlation is to be speci-

Q nd contrul pasaes to node 12. 1In node 12, the specific

LRIC
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correlation coefficient (f.e. cosine) is detected and noted.
Control then goes back to node 2.

There is no necessity that the commands for two step opera-
tions appear on the same input 1line. For exanpie, simply .
typing "CORRZILATION" causes a transfer of control from i-ode 2
to 12. The system then waits in 12 for further iastructions.
S:rictly for the sake of convenience a speciai feature is used
in cases like this. Whenever the system finds itself waiting
in 4 node other thanm 2 it knows that an incomplete input has
been entered. A special routine is therefore called to print
a message appropriate to the current node. This aids the user
in completing the input as is shown below. .n this example
and in all other samples of conversational scripts, user input

is identified bv a leading "U:".

U: CORRELATION
SPECIFY A CORRELATION

U: COSINE

Not only can inputs be spread out over several lines,
several inputs can alsn be compounded onto a single line.

For example

U: PERFORM A FULL SEARCH ON THE PHYSICS COLLECTION

WITH THE COSINE CORRLLATION.

As 1s seea in the detailed flow chart in Fig. >, once an input

is read, it is processed repeaiedly until all ~valid template

matches are exhausted. This results in an exit from box 6 via
[}ii(iailure. Since this same exi¢t is takeu regardless of how manv

Aruitoxt provided by Eic:
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or few, template matches occur in the input, a test must be
made to see if at lcast one match occurs (box 12). 1If not,
the input is not valid and a diagnostic must be presented to
the user. The system prints a short general error message,
erases the current input and replaces it by a question mark.
Control is thewn passed hack to the input analysis section.
This results in the appropriate tutorial being shown to the
user. This process of supplying diagnostics by allowing the
system to force in a speciul input and then treating this as a
normal user iaput is also used in the implemuntation of the

guide facility which is discussed below.

‘ F) The Guide Facility
In the original proposal for this system, a desire is
expressed to provide a prompting facility to guide a novice
user, step by step, through an actual retrieval operation.
When a user signs onto this conversation system, he receives

a brief introductory message:?
Do you need help in using this system?

If the user is familiar with the system he can simply answer
NO and he sees no more of the prompting script. If his answver
is YES, he receives a somewhat longer introduction to the
system (See Fig. 6) and is then asked if he wishes to be guided
through a retrieval cperativon., 1f not, the system operates
norually and ao prompting {s given. If on the other hand, his
answe: -0 the second question i8 YES, the guide facility is

[E Tt)a on. The guide subroutine has a set of spectal strings

S
o the orm: g
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<general operation> ?

These include for example:

CORRELATION 1
SEARCH ?
QUERY ?

etc.

Each time the guide subroutine is called tsee Fig. 5, boxes
18 and 19) it forces its 1ith string into the input area,
increases i by one, and transfers control back to the input
analyzer. 7These special inputs have the effect of performing
the first half of a two step cperation and then generating a
tutorial. All the user has to do is respond in turn to each
tutorial thus completirg the second half of the two step pro-
cess. When the guided retrieval process {i{s finished, i 1is
reset to one and the user is asked if he wuants to be guided

again.

F) Tutorials

There ig a tutorial associated with each system node.
When the user types a question mark, he is given the tutorial
appropriate to his current node. The tutorials for all nodes
except 2 provide instruction on the specific type of iaput
expected. Unlike other nodes which have a very limited legal
input set, almost all options are available from node 2. A
different and more detailed form of tutnrial message ‘s neces-
sitated in this case. The node 2 tutorfal consists of two

[}ii(irts: the present status and the available options. The
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status revort provides a summary of the specifications that the
user has already made. The available options are presented

as a list of tasks that are currently legal. Each vption in
the list has an identifying letter so that the user may pick it
simply by typing the letter.

Fig. 6 shows some actual scripts produced by the conver-
sational system with various levels of users ranging firom
novices who use the guide faciiity (¥ig. 6A) to highly know-
ledgeable experts. The scrip;s include buth correct and in-
correct inputs as well as the various tutorial forms. The
program which performs the conversation is written in G-level
FORTRAN-IV. It consists of about 1300 FORTRAN statements and
includes 35 subroutines and entry points. The program uses two
output streams., One is used for diagnostic output. This Is
useful in debugging and in determining if the program's internal
operations are working prcperly. The second stream is the con-
versational output which would be displayed on the user console.

Timing statistics for the system are presented in section 5.

S. Experimentation

The experimentation tests the system with actual user: and
analyzes the results ooth with respect to system performance and
user performance. The user population used represents a lairly
broad specttum of potential conversational system users with
varying degrees of knowiedge of information retrieval. 1lhe
experiment for each user consists of two parts. Ffirst, the user
1is given a brief introduction to the systew. Basically he {is

O
E l(}ld that this is & conversational information ratrieval systen

P o]
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U: SIGNON

SMART ON-LINE...DO YOU NEED HELP IN USING THE SYSTEM?

U: YES

THIS IS A NATURAL LANGUAGE CONVERSATIONAL

INFORMATION RETRIEVAL SYSTEM, THE SYSTEM RFTRIEVES
DOCUMENTS IN RESPONSE TO ENGLISH QUESTIONS. YOU MUST SELECT
A DATA COLLECTION TO .BE SEARCHED. 1IN ADDITION YOU CAN
SELECT SEARCH STRATEGIES AND CORRELATION OR ALLOW SYSTEM
DEFAULTS. IF YOU NEED HELP AT ANY TIME IN YOUR DIALOGUE,
TYPE "?" AND YOU WILL RECEIVE A TUTORIAL APFROPRIATE TO YOUR
PRESENT POSITION IN THE DIALOGUE. FOR FULL INFORMATION
CONSULT THE MANUVAL.

DO YOU WISH TO BE GUIDED THROUGH A RETRIEVAL PROCESS?
u: YES
THE FOLLOWING COLLECTIONS ARE AVAILABLE FOR SEARCH
(SELECT BY NAME OR LETTER).

A. ENGINEERING

B. BIOLOGY

C. LITERATURE

D. CHEMISTRY

E. PHYSICS
U: A
TRE FOLLOWING CORRELATIONS ARE AVAILABLE. CONSULT
MANUAL FOR FORMULAS.

A. COSINE (DEFAULT)

B. OVERLAP?
U: COSINE
THE FOLLOWING SEARCH STRATEGIES ARE AVAILABLE.

A, FULL SEARCH (CONSULT MANUAL BEFORE USING)

B. CLUSTERED (DEFAULT)
U: CILUSTER
YOU MAY NOW ENTER YOUR QUESTION. IT CAN BE 1N NORMAL
ENGLISH AND IMAY CONTAIN SPECIFICATIONS FOR DATES (YEAR),
JNURNAL, AND AUTHOR.
U: 1NFORMATION ON ORDERING OF RECURSIVE FUNCTIONS BY THE
U: DIFFICULTY OF COMPUTATION
YOU MAY NOW INITIATE A SEARCH BY TYPING GOSEARCH
U: GOSEARCH
SEARCH UNDER WAY, EXPECT DELAY
SEARCH COMPLETE

CONVERSATIONAL DIALOGUE

Fig. 6A

O
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INDICATE HOW MANY DOCUMENTS YOU WANT TO SEE.
IF NON TYPE

"NONE".

U: GIVE ME 5

RANK
RANK
RANK
RANK
RANK

1
2
3
4
5

DOC
DocC
DOC
DoC
DOC

DO YOU WANT TO
U: YES 5 MORE

RANK
RANK
RANK
RANK
RANK

DO YOU WANT

SMART ON-LINE.,.DO YOU NEED HELP IN USING THE SYSTEM?

U: NO
u: 1

PRESENT STATUS:

6
7
8
9
10

DoC
DoC
DOC
noc
DoucC

SEE

91 CORR
11 CORR
42 CORR
40 CORR
45 CORR
MORE?

onononon

98 CORR
25 CORR
32 CORR
89 CORR
41 CORR

TO SEE MORE?
U: NO THANK YOU

0.9896705
0.9791623
0.8563247
0.8002142
0.7656324

0.6665342
0.5542100
0.4022313
0.3987652
0.3654201

SEARCH ENGINEERING COLLECTION
COSINE CORRELATION
CLUSTERED SEARCH

NO QUERY HAS BEEN SPrCUIFIED YET

AT THIS
A.
B.
c.
D.
F.
G.
H.

U: H.

POINT YOU MAY:
SPECIFY A DOCUMENT COLLECTION
SPECIFY A SEARCH ALGORITHM

SPECIFY A CORRELATION COEFFICIENT

SUBMIT A QUERY

LOOK AT SOME RETRIEVED DOCUMENTS
START OVER

SIGNOFF

SIGNOFF

SIGNOFF ACCEPTED

Fig. 6A

(cont'd

CONVERSATIONAL DIALOGUE

)
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U: SIGNON

SMART ON-LINE..,.DO YOU NEED HELP IN VUSING THE SYSTEM?
U: NO
U: YES

INPROPER INPUT
HELP FOLIOWS
PRESENT STATUS:
SEARCH PHYSICS COLLECTION
COSINE CORRELATION
FULL SEARCH
NO QUERY HAS BEEN SPECIFIED YET

AT THIS POINT YOU MAY
A, SPECIFY A DOCUMENT COLLECTION
B. SPECIFY A SEARCH ALGORITHEM
c. SPECIFY A CORRELATION COEFFICIENT
D. SUBMIT A QUERY
F. LOOK AT SOME RETRIEVED DOCUMENTS
G. START OVER
H. SIGNOFF
Uu:s Q. 1970 LASER ARTICLES
QUERY SUMMARY: DATE = 1970
Us 4
YOU CANNOT SEL DOCUMENTS UNTIL A SEARCH HAS REEN PERFORMED
COMMAND IGNORED
U: GOSFARCH
SEARCH UNDER WAY, EXPECT DELAY
SEARCH COMPLETE

U: 4

RANK 1 pocC 56 CORR = (,9828174
RANK 2 DOC 5 CORR = 0,9620456
RANK 3 pocC 81 CORR = 0.8022564
RANK 4 poC 21 CORR = 0.6553271
DO YOU WANT TO SEE MORE?

U: NO

't SIGNOFF
SIGNOFF ACCEPTED

CONVERSATIONAL DIALOGLE

Fig. 6B

ERIC
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U: SIGNON

SMART ON-LINE...DO YOU NEED HELP USING THE SYSTEM?
U: NO

u: ?

PRESENT STATUS:
NO COLLECTION SPECIFIED YET
COSINE CORRELATION (BY DEFAULT)
CLUSTERED SEARCH (BY DEFAULT)
NO QUERY HAS BEEN SPECIFIED YET

AT THIS POINT YOU MAY:
A, SPECIFY A DOCUMENT COLLECTION
B, SPECIFY A SEARCH ALGORITHM
C. SPECIFY A CORRELATION COEFFICIENT
D, SUBMIT A QUERY
G. START OVER
H. SIGNOFF

U: CORRELATION
PLEASE SPECIFY A CORRELATION
U: ?
THE FOLLOWING CORRELATIONS ARE AVAIABLE FOR SEARCH.
CONSULT MANUAL FOR FORMULAS.
A. COSINE (DEFAULT)
B. OVERLAP
PLEASE SPECIFY A CORRELATION
U: B
Ut FULL SEARCH OF THE PHYSICS COLLECTION
U: Q: MU MESON PARTICLES
U: GOSEARCH
SEARCH UNDERWAY, EXPECT DELAY
SEARCH COMPLETE
U: 1 WANT S DOCUMENTS

RANK 1 poc $3 CORR = 0.,86547531
RANK 2 pocC 41 CORR = 0.7024357

RANK 3 pocC 49 CORR = 0.6654654

RANK 4 DoC 9 CORR = 0.5557575

RANK 5 pocC 17 CORR = 0.4302142

DO YOU WANT TO SEE MORE?

s NO

U: SIGNOFF
SIGNOFF ACCEPTED

CONVERSATIONAL DIALOGUE

Fig. 6C

ERIC
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and that he must type "SIGNON' to begin. From then on, the user
is on his own, The intent here is to sec¢ if the uninitinted
user elects the guide option and if so, is the user successfully
able to complete a retrieval operation using the guide facility?
In the second experimental phase, the user tries to be more of
an expert. Using information he has learned during the guided
operation and some additional instruction, the user performs

a second retrieval operation. This second operation is done
without the aid of the guide facility. The sample scripts in
Figure 6 are the actu;1 results ¢t these experiments with a few
of the users. PResults must be analyzed with respect to both
system and user performanc2. 7. . the most part, system per-
formance can be measured objlectively while user performance is

more subjective,.

A) System Performance

The basic measure of system performance is simply how many
inputs are handled correctly out of the total number seen.
This can be divided up since inputs arrive from several sources.
Most inputs come directly from the user, but some are forced
into the input area by the system itself. An input may be legal
or {llegal. Most 1llegal inputs are requests for uptioans not
accessible at the current node. If it is legal, a correct
analysis 1is nroduced 1if the system performs the action intended
by the user. For an illegal input, a correct <nalysis tikes
the form of noting the error and printing an appropriate mes-
sage, Figure 7 shows for esch input type, the total number

f {frputs, and the number analyzed correctly and ‘ncorrectly.

RIC
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CONVERSATIONAL ANALYSIS

INPUT TOTAL # CORRECT # INCORRECT X CORRECT
LEGAL 295 293 2 9.3
ILLEGAL 10 8 2 80.0

FORCLCD 71 /1 4] 100.0

TOTAL 376 372 4 98.9

Summary of Conversational System Ferformance

Figure 7

in addition it shows the percent of correct analyses associated
with this operation., Thesc results indicate a very high level

of performance for the system. Not only does it handle valid
inputs successfully, but it is ulso able to detect 'nvalif inputs
and treat them properly. The total number of inputs shown in
Figure 7 18 actually greater than the total number of input lines,
This is because several inputs may be compounded onto a single

lie.

3) VUser Performance

Tte measures of urer performance are necessarily more sub-
jective than those of system performance. However, thase results
can provide useful information into the overall validity of
this type ¢f approach to a conversational implementation.

For each user, at least twoc dialogues are conducted; cone
with the user having a minimum of system knowledge, and one
vhete he has more instruction and previous experience. On the
first try, every user responded properly to the initial system

question and was able to turn on the gulde facility. Then using

Olo
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the guide facility, all but one user was able to successfully
complete a simple retrieval process. The one exception did not
understand the use of the word "default'". After this was
explnined, the operation progressed normally. In general, all
users werc able to respond properly to the guide questions.
The only major problem o.curred at the ead of the guided dia-
logue wheve the process is recycled and started again., It was
.ot obvious t» the user at this point, how he could sign off.
But most users knew enough to request a tutorial which then
explicitly displayed the available options; SIGNOFF being

one of them. An example of this situaticn appears in Figure
6A. A slight modification of the final guide process can rec-
tify this,

Having been guided through retrieval operation supplies
the user with a great deal of insight into the use of the
system, Using this experience and a small amount of added
{fnstruction to fill in any areas not touched by the guidz faci-
lity, the user next attempts a normal (unguided) dialogue. All
of the users tested were able to ronduct a reasonable dialogue
without outside help. A [ew of the users who had previous
information retrieval experience were able to perform a highly
competent retrieval after only a single introductory guided pro-
cess, Of course nearly all of the users became stuck at some
point and llad to request a tutorial. Of the 32 tutorial calls
made by all usevs, all but one supplied the information neces~-
sary for the user to co1*inue. 1In some cases whete the user
received the master status tutorial, the single message answered

O

E [(}al of the user's questions. He was then able to continue
s i e
| Old
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by making several references back to the same message. The
one situation in which the tutorial did not help occurred when
a user requested a tutorial during a guide process. Since

the guide faciiity cperates by generating successive tutorial
messages, the user's request resulted in 2 repeat of the rre-
viously printed message. Thus the tutorial presented no new
information. The user, however, was ablc to extricate himself
by requesting a default option. In all the dialogues there
was no case in which a user was forced to stop because he
became hopelessly lost.

At the conclusion of eachk user dialogue he is asked his
opinion of the system. The reaction of nearly all the users
was favorable. They found the system both simple to learn and
use. The tutorial facility is very well received, especially
the convention of printing the appropriate tutorial in response
to an erroneous input. Most of the critical comments cente:t
around revisfon in the wording of the various messages. A few
of these messages are felt to be insufficiently clear to a new
user. One user suggested that tutorials not only explain their
options but also provide some samples of appropriate valid
inputs. This comment, however, appears to be based on user
timidity more than anything else. Unlike others, this user did
not fully appreciat2 :the natural language capabilities of the
system and was afraid of submitting an erroneous fnput. He
therefore wanted the sample input as a highly structured quide-
line for his input. But because of the ability of the system
'TJ"eat natural language, guch guidelines are unnecessary.
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The overall feeling of the user is that the system provides
an easy to use yet sufficiently rigorous conversational inforrma-
tion retrieval facility. In addition the control conversational
dialogue can be performed at each user's particular level of

competence,

C) Timing

No analysis of 1 potential on-iine system is complete without
saying something about processing time. The current conversa-
tional program is written in FORTRAN and contains a great deal
of diagnostic processiag and output, as well as cther debugging
aids. It might therefore be considered that the t.ming statis-
tics for the prograr would be somewhat worse than could be
achieved using more efficient production programmiug techniques.
However, these results do give a general idea of the processing
speed. The timiug of each operation varies from about 50 to
150 milliseconds. The complete set of 376 operations is performed
in 37.057 seconds c¢r about 0.1 second per input operaticn,
When considering an actual console user, a rather conservative
estimate for the average time between inputs (that is the time
between end of input signals) is 10 seconds. In practice this
average is probably higher. Thus at the rate of 10 conversa-
tional operations per second, the current system could adequately
suppott a network of 100 consoles and supply cne second or betier
of response time. Even with tre inefficient code and conserva-

tive estimates, this 2s clearly within practical iimits,.
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6. Future Extensions

There are a number of areas for future s.ady with respect
to the conversational system. First is a user storage facility.
With this capability a user could store various aspects of
his dialogue, such as queries ov retrieved documents, for future
use. In addition, a user could store parameters which would
be automatically set at sign-on time. This wculd eliminate the
need to specify the parameters each time he used the system. In
addition the system can keep various statistics about {its
own performance which are valuable in evaluating and improving
the system.

Carrying the storage capability one step furtner, the
conversational system could be equipped with a learning sub-
system. A user could then specify his own notation along
with more conventionally stated equivalents. The system would
then learn the user's special requirzments, In this way a
user could tailor the conversational system to his exact needs
and conventions. The learning process could also be used in
the treatment of erroneous inputs. This 1is shown in the sample
script below. The user er.oneously requests a nonexistent
"BOOL" correlation. The system notifies him of his error
and requests clarification and whether the incorrect input
should be learned. After answering affirmatively, the user may

then use "overlap" or "bool" interchangeably.

U: BOOL CORXELATION
INCOR.EC1 CORRELATION, PLEASE CLARIFY AND
o INDICATE IF INPUT SHOULD BE LEARNED.
: ols
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U: YES, OVERLAP

UNDERSTOOD; BOOL = OVERLAP
Thus the learning process provides a way of meeting the part.-
cular needs of each individual aser.

Some further work must also be done with respect to user
terminals. <Currently the most popular on-line communcation
device is the teletype console. These are easy to use aad
relatively inexpensive. The most serjous drawtack is their slow
ocutput speed. A fairly simple tutorial may take 30 seconds
or more to print. This can frustrate the usvr and needlrssly
tie up the terminal. Another type of terminal is based on a
cathode ray tube (CRT). These permit almost instantaneous
display of messages. 1In additiom, part of the screen may be
devoted to a prempting area. In this way the user always knows
where he is in his dialogue and what options are currently
availatle. Some CRT units have a light pen which allows selec-
tion of options by merely pointing the pen at the name of tbhe
desired opticn on the screen. However, there are several problems
with CRT displays. First, the added hardware needed to drive a
CRT makes them v:ry expensive. Some work is being done by
Bitzer [1} on the design of an inexpensive visual display
unit which uses a plasma screen and slide projector. However,
these are not yet commercially available. Alse the CRT produces
pc hard copy. A user might thus have to copy a long list of
document numbers from the screen. The soluticn to this may
be supplied by devices vhich contatn both a visual and a hard
copy facility. The user conducts his dialogue on the CRT.
--never he receives something he wants saved, he indicates the
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appropriate subset of the script which is then printed. Such
a device is currently being used experiemntally by the RIGS
System a3t Northwestern University {13].

Another area for future study is the mann=2r in which docu-
ments are displayed to the user. SMART and a number of other
systems normally display only the document number. At best
document numbers provide minimal information about the dccument's
content. It might be better to store document titles or even
abstracts on-line so that they may be seen by the user, This
could be done best using a high capacity, low speed peripheral
storage device. Hcwever, the expense of the dediczte!l storage
device along with the prospect of having the terminal tied up
printing abstracts, may make this technique uneconomical.
Another possibility is to store document abstracts on microfiche.
A set of microfiche and a reader would be suppliied at each
terminal station. The user would get a list of document
numbers from the information retrieval system and then look
them up off-line ¢t the reader. Not only is the physical equip-
ment for this cheaper than an on-line file, but also the fact
that the scanning of abstracts is done off-line frees up the
terminal for more useful work.

The fourth and probably most significant area for future
development is :i..e anlaysis of the conversational user. It is
from this type of study that will come sigiificant advances in

tailoring syrtems to the &ctual needs of the systern user.

7. Conclusion
Q
[SRJ!: Conversationa! infoc¢maticn processing has many advantages
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over conventional batch methods. In this study 1t is shown
that it is quite reasonable to conduct conversational infor-
mation retrieval in a natural language framework. Furthermore
the template analysis process proves to be a useful technique
not ouly for handling the naturel language input to a conver-
satioual system, but it can take care of the bookeeping as
well. The conversational system implemented using these tech-
niques is8 shown by actual user experiinentation to provide an

excellent communicetion medium between man and machine.
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