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THE GENERALIVED JOHNSON-NaYMAN PROCKDIFE=D
AN APPROACH TO COVAKIATE ADIUSTMEET
AND INTERACTION ANALYSIS
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The purpose of this paper is to describe st
methods for diagnosing and treating three importent problews
in covariate tests of significance-.-curvilinearity, covarisble

effectiveness and treatment-covariable intcractionl.

Assumptions Supportines Covariate Analwges

Some recent articles have deseribed the fundnmental
asaumptions of most covariate modelsz, but they naglected to
explore the roelative importnonce (or unimmnortence) of cecch
aesumption especially when opplied to gunsi-experimental designsj.
Exploring the relative importsnece of tha sssumaptions is erveirnl
bacause the quasi-experimental desaign places added demands snd
stresses upon the vnalysis, While the rercson for employing 2
covarinte test In experimental desiges is to improve statistical
precision {rarely of ecriticel concern), the reason for emloy-
ingg 2 covariate test in gquasi-exporimantrl designs is to adjust
for unknown group blases due to non-rsndom 23simmment (elweys

of eritical concern).
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In brief, the major assumptions behind a coveriate
proccdure gre the following:

1, Normzlity-~eriterion and covarisbles are assumed
o be normslly distributed,

2. Homopeneity of variances--the varienecss of
criterion and covariables are assumsd not to
difler among proups.

3, GCovariable-grovp independence-~-the groups are
aasumed to be dravn from 2 sinpgle uvnderlying
population, and ezeh group reflects the popu-
lation covariable~dependent vapriable rolation-

ship.

Iy, Reliability--the coverisbles are assumed to he
freo of measurement error,

5. Linearity--the covariables are assumed to be
lincarly related to the criterion,

on-=-the proup regression
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Each of these sssumptions will now be discussed in dotail,
Normality and Homegeneity of Verience

Happily it has been shown that Analysis of Covariance
(heroafter colled ANCOVA) is robust to violeticns of normality
and homogeneity of variance for experiments and guasi-~experi-
ments wnless the deviations among groups are bizarre, and
thereforo naither of those assumptionz need ba of criticesl
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Covariable-Group Indepcndence

Covariable-group independence is o sine quo non for
T, A

quasi-experimental covoriete anslysés’, situstion which
m2y seem to refute this assumption i1s the aszignmient of

subjects to groups entirely on the basis of covariable scoresa.

FIGURY 1

THIE ARBITRARILY PARTITION:D
SINGLE POPULATION

Hot Receiving Receliving
Scholarsghip Scholarshin

Collepe
Perfornance

a = Adjusted groun
diffeercences

High School Achiecvement

Aa shown in Figuro 1, this design is moat rpnropricte when

a scorce commodity (1ike academic scholarships) is dispensed
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on the basis of previous nachievement, The differentizl
performance represented by a is a measure of the extra offect
of the scholership beyond the imnoet of the covaviable, The
power of this enalysis depeﬁds on the amount of data nesr the
cut points ond, consequently, on the continuity between the
group regression lines, For that renson the exarmple of

Figure 1 i3 an ideel situation since tho data 3s most plentiful
at the cut pnint, The =success of this anslysis denends on the

fact that the groups represent diastinct sepments of a sinle

normnlly distributed nooulation so that the assumption is not
. violated (only streteched o littie),

Figure 2 illustrates o hypotheticel example of Lord's
FIGURE 2

TORD'S ANCOVA PARADOX

Finel BOYS
Weight

~djuasted eroup
difrfercunces

GIRTS

E i?:‘ Initisl Weight

s 5



about the problems which can result when this assumption is
violatedg. A rosesrcher attempting to contrast the effect

of two diets makes his initiesd welght messurements and then
assipgns onz diet to o hoys dorm and the other to & girls dorm,
Although the initial and final veight distributions of both
groups are identical, ANCOVA would lead to the conclusion that
boys gained more than girls, Skipping the statisticel artifacts,
it is clear that criterion and covarisble have been hopelessly
confcunded with group membership (bhoys as 2 group ontweigh
girls). The point of this discussion is that in e quasi-

experiment it must moke sense to equate the groups, i.,e, the

groups must represent the samo bagic population,
Reliability

Although errors in measurement are important, they are
usually bayond the control of the researcher. It hes been
shovn that covariable reliability levels above ,75 are
sufficient for most situations although a relichility estimate
can always be used to improve the precision of the nnalysislo.
As with all the assumptions that follow, reliability is far

more criticasl sn issue for quasi-experimental desipns than

for trie exporiments,




Curvilineerity

In princirle, curvilinearity should not be a problem
since 211 covariaste models cefn be easily extendsd to inelude
nonlinecar terms. In practice, the problem of deteccting
curvilinearity and then systemn2tically testivng alternative
regression models requircs a good desl of cffort, The much

cited practice of ' eyebz2lling' scotterplots though intuitively

appealing is just not reliable enough for moav anslytic
A more effective detection method ntilizes tests

for fit end departure fron fitll.

purposes,

If these tests are

Incorporeted into a stepuise model (suy an increesing

then terns can be added uniil the fit is most

significant and the depnrture from fit is not sipgniricent,
Fipgure 3 Jllustrates this stepwise enalysis apnlied to

two variables of teacher performance vhere the bast it has

been jdentified as a cubic polynomirl, Afte» the bhest

FIGURE 3

A STEPWISE TEST FOR CURVILINGARITY

r = -,”61

Step 1t y = b_ + blx;

ANOVA Tabloe

seurce ~ df  Sum of Ses,  Meon Sn., P R
Regression 1 2 s 52 ihy 2,713 119
Depnrture 12 h1i5.079 37.090 1,919 122
Errors 14 270,583 19,327

ToteY — 2%

765 TOT



FIGURE 3--Continued

Step 2: y = bo + blx + b2x2 i Eta = 339

ANOVA Teble

_Somce _ df  Swnof Ses, MaenSe. P .
Regression 2 88,177 Yh,089 2,281 138
Departure 11 oo, 3h7 37,2132 1.925 .12]
Errors 11} 270,583 19,327

Total 27 768,107

o)
Step 3: y=Db_+ blx 4 by 4 b3x3 s Bta = JU79

o
ANOVA Teble

_Source ~ df  Sum of S8qs, Mesn 8o, F »
Rogression 2 176,035 58,678 3,026 .04l
Daparture 10 321.L89 32.,1L9 1.663 ,1856
Errors 1! 270,583 19,227

Totnal 27 768,107

statisticel model has been identitied in thiz way, it is
importent to " think throuzh" the reletionship and sqguere it
with the theoféticel framowo;ﬁ of the siudy., The justification
of a model chosen by an arbitrary procedurec like this lies in
its shepe, not its order. For exomple, slthough the it between
age end income in Figure 4 is cleorly curvilinear, the

quadretic eguetion should be viewed as only & good first

12
epproximation to the true relationship™—,
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VIGURE |

EYXAMPLE O A CURVILINIAR FIT

Income

2
y:bo+b x+bzx

1

Sufficiency and Efficiency

Although sufficiency end efficlency are not assumptions
made by covariate anclysis they pose special problems for
quegi-experimontal desipgns, Sufficloncy essentially deponds
on tho abiljity of the rescarcher to identify covariables which

gccount for every nmajor bies vhich o) 'sts because of nonrendom

assignment to grovps, Efficiency, on the other hand, is

important bocause coveriate methods aro unusnally auscoptible

to inaccurecies duw to redundancy emong the covarinshles, In

9
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fact, if two perfectly correleted covariables are used the
calculations will completely break downlB, Once a suffiecient
set of covariasbles is evailable two procedurcs can bo used

to locate and remove redundancy. TFirst, 211 covarisble peirs
can be prescreensd to identify psirs whers the gein from the
second covarieble is lesa then & specificed smount (sey 10 %0}
of its zero order contvribution, VWhen a probiecm pair is
identified, the least meaningful coverial:le can be deleted or
a nev varjasble can be crrated combining toth vqrisbleslu.
Second, = stepuwise regression can be performed groupuwise co
identify the efficient set for cach growp, To be consistent
in this sn2lysis #11 terms of e curvilinesr covariable should
be zdded in o single step. Fineily, the union of the efficient
coveriable sets for ench group iz taken as the covariable set
for the enalysis. Ag with curvilineerity, the finel set of

covariables must be related to the theoreticr) model to insure

thot results will be interpretsble and meaningful,
llomogeneity of Repgression

Yhen the criterie described ebove heve been sstiefied,
the threat of nonhomogeneity of regression still premeins,
Although ignored by meny critics of ANCOVA, » powerful serics
of tests was daveloped hy Palmer O, Johnson and Jersey Neymin

to detect tresntment-regression interactions gnd peorform the

10
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reqguired tests of significence for two groups snd two
covariableslg. Whet follows is the mathromaticzl) derivoiion
of the author's generelization ¢f these tests to cover any
number of covariables and groups.

Assure k groups, n efficient covarichles (r], Xy ey xn)

)16

* 5 ay hrli.‘

end a group regressjon vecter B, = (b_., b,

zat of four vseful hymotheses can he established as feollows:

) £l # Ek 3 each pgroup has & unique

B =8B, = ,,. = B

. .
1 T =z =

211 ¢roups have 8 common

ZAES Lo = veu = ﬁk:‘bl # b, ol # hk ; 211

groups have & common uithin group regressien

snd different group means,

w

PR A B A e AR, XB) S X B S = X B
each group has e unigue regression vector ond
the groups do not Tditfer at the point X,

Then the following set of powerful tests can be employed:

Test 1t Are there ony sipnificant differences smong
groups (1,7 Vs H)e

Colculaticns: Proneeding from the cencrael lincer
wodol ¥ = X B, + e uhore ¥ = (1, x cvey ¥ \

i 1
and B = (b ., LTI bni} for each of thc
X groups, then undepr H_ the mﬂviﬂum liknlihood
,, N - ~) IS R A . -

ostimete U, 1 i where R, = %:]zijéij 3 ond
the sum of gqunres dev1ntion from H i3

’ PR P "

(24 as g , { i

Sp = 3fy gy ij AN

O

= 1
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9; -
where SE is distributed XZ leN{’~ ln + 1[}.

-

Under H. the meximum likelihood cztinnte

i)

- 4 b
B=RT"’ where k=3 R, end T =3 _ T, and
=7 == = {= =7 f=1

the sum of squeres deviation from H, is

2 _k N 2 A 22 2
Sy = %=1Zj=l Yi; - R B. a8y =5 -8, end

asf is iistributed es X[ (k - 1)(n + 1)]. 4]

‘represents the increase in the sum of sousres

deviations due to H, . Hy vs H can be tested
A (28
by Torming AS?/dfl
I = [
1 J
sg/af,

1{ 1
where df, = (k - 1)(n + 1) and df_ = 3% N, - k(n + 1]
1 o =] i
If F] is statistically signigicent, then

it will be fruitful to proceed with the anslysic,
ir Fl is not stoatistieelly significant the
anulysis can be terminated since there aro no
signigicent differences in sroup mesans or

repgressions,

Test 2: Assuming differences emone orcur reons, ere there
eny signiifcrnt difieyonces fens the coveriable
coefficients emong mroups (HP ve Hp)? This test

i1s commonly referred to as the test for
homogencity of rearaseion,

Calculations: H, requirea a partitioning of the group
[

12
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Ei vectors into the group meen boi tnd o common
oo L)

within group regression A, i.e, Ei = (bn
Under i, the maximum likelihood estim2te of

- ’ EN vy = i 1 heve
EH = (%oi’ vens bok’ 1) s By = By T vwhere
Z = (Xl, Yo, ven, Xn);
R gi Y " Y § ?i YA
By =\ Yage oo e Vagr 4 3 G Gay)
M
Ny 0 ...0 §:1 2
0 N,...0
Ty =i} :
0 0 ...N, ?L .
d=1 i
Ng 14 M3 .-
SR TN YA B S LA
S e LR S =1 §=1 —=1] I,

Likewise the gsum of squares deviation due to Hy is

X Ng
2=

2 2
5
2 7 f=1 i=1

, 2 2
iy - Ry By 48] = 55 - s whera

06; is distributed X?[n(k - 1)), and AS

AN

ropresents the gain in sum of squeres deviations
due t» Hyo Hy, vs N cen be tested by

o}
s;/dr?
-FP=.—.?'.~.....:
- Sa/dfa

where df, nlk - 1),

13
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It F, is not atatistically si¢gnificant
then Fischer'~ ANCOVA mezy be employed, If F,
is statistically significant then an alternative
to ANCOVA must he employed,

Test 2A: Given that the covarisble coefficients are the
seme for £ll grouvps, do the pgroup means
differ (Hl vs Hp)? This is Pischer's Analysis

of Covariance. It should be used only when

F2 is not stetistierlly sisnificant,

. 2 2 2 2 ., . .
Calculations: A4S = Sl - S? vhere AS 1is disgtributed

2 ¢ s s
X (k-1) end 48° yevrescnts the sain in sum of
squares deviations due to Hl over H?. H, vs H2

1

can be tested by

- As?‘/(l-: - 1)
Tee = Tac,
2 “2a

k
vwhere df2a = 2

1::1 lIi - (k + 1’1)‘

It F, was significent then this test

should be ignored., Tt has been shown that
applying an vhen F? is statisticslly signif.-

icant consistently errodes the vower of ANCOVA
end generslly leeds to & finding of ' no
significent differences" 17, Irf F, i3 not

[ ————

sipnificant then one of the two following

————

alternetives spplies:
1, If Fop is statisticelly significont,
the groups differ according to the

14
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adjusted oroun meens or sroup
intercontslty,
2. ITF, 35 not statisticelly sisnif-
(4 %)

icant, then the adjusted sroup merns
do not differ szignificantly,

Figure 5 illustretes the importence of
using the adjusted group menzs 3in finally

deciding how the groups differ. 2.though the

FIGURE 5

ADJUSTED MEANS VS ACTUAL MEANWS

Criterion

u = Unadjustedq
group differcnces
Group 2 > Group 1

a = Adjusted group differcnces
Group 3 > Group 2

Covariable

meen of Group 2 on the criterion is higher
then that of Group 1 (by u units), it is clear
that if they aro cquated on the coverishle
then Group 1 would significnntly outrerform

Q Group & (by & units). Tt is impossible to

15




estimate the embarrassment of e resesrcher vhen
he performes the lengthy snd sophisticated
analysis sugeested above, finds significant
differences, end then interpretes the rela-
tionship beckuwsrds because of a failure to

identify the adjusted means.

Pest 2: Are there resions where the treatments differ
in effectivencss (HJ ve H_ Yo {This test is

only employed if F, is statlstlcallv eipgnif-

¢ant,) This is the genere)ized Johnsen-Heyman
analysis for K groups, . n coveriables.

Calculations: Under H] the maximum 11%011bood
estimate of B = b“ - ¢, T -1 ¥’ vhere B is
the estimate under H and } is a qp601fled
data point, C is an srbitrary set of coefficients

(Cl’ Coy suny Ck) such that ¢ = H"l K whero

[xaf ¥ - xot x* 0 0
y=| O xmixo-xmlxie.o
: 0 -6"')(']11.{13 - XD
X 1 1.0 1
K= (X(3) - By, X5 -3’3’) ey XS, - B, 0)

Likehitse the sum of squares deviation due to H, is

J
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2 .4 ¢, X B ang
Sj = Sa + b 1=

2 _ 2 2k . Ao 2 .
bs§ = 5] - Sa * §., O3 X Bj where BT 1is

et
distributed X (k - 1) end ﬂsi represents the
gein in sum of squeres deviations due to Hj‘

H, vs Hp can he tested by

J

AS /(- 1)
P, =

Ix 7
= sa/dfn

It F % is not significant then the groups
do not dirTer significently 2%t point X. If
ij is significant then the groups differ sig-

nificantly for the deta point X, and the

A oY
vroductes X Bi, X g;, ceey A ﬁﬁ stiovld be

exemined to determine the treatment which will
meximize performance for X.

The results of the anslysis can be used
effectively to susign individuals, on the basis
of covarinble scores, to treatmenss where
their predicted echieverment is the highest,

In the simplist situsztion when k = n = 2, the
solution reducoes to & conic section 2nd can

be graphed &s illustrated in Figure 6. For
this exsmnle the treatment given Group 1 is
superior for students with Tow 1IQ and initiel
ability while the trectment given Group 2 is
superior for students with high TQ and initiel
ability. Likewise, £s ne: students enter the
prograin they cen be directed to the teaching
method which promises the greoter sveccess based

Y
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on their initiasl ebility and IQ.

FIGURE 6
EXAMPLE OF A JCHNSON-NEYMAN SOLUIION

Initial N
Math N
Ability \ vg Group 2
\ G% | Significintly highor
\ %

Group 1

Signifi-
cently
highar

IQ

Use of the Johnson-leyman Procedure for

Interaction Anslysis

While the Jobnson-Neyman Procedura might be considered
an overly complicated substitute for ANCOVA which must be
resorted to when repgression slones ago not homogeneons, it
can olso he viawed by educetors us a powerful teool for

measuring khe relationshin botween leernar characteristics

18
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end teaching stracgics. There has been a great deel of
interest in individuel differences which affect lezrning
performance, but generally the analyses used do not glve
necesgsary insight into the underlying dynamics. Using s
computer to handle the computation, even a " non-quantitative
type" can easily test, describe, and use Hé Johnson=~

Neym;ﬁ methodology to eclassify students by their individual
needs as well as by the characteriatics of teaching methods.
Hopefully, this kind of classification will solve some of the
problems which erise beczuse current views of educational
realities ere too simplistic, It may well be that rather
than a nuisance in ANWCQOVA, treatment-coveriaeble interaction
is the key to understanding the critienl relotionship oetucen

teaching and learning,
Summary

The assumptions underlying covariable methods were
anzlyzed and procedures were suggested for desling with
curvilinearity, covarisble selection, and nonhomogeneity of
regression. The procedure for handling nonhomogeneous grcup
regressions was shown to be of volue in esssigning students to

verious instructionel methods on the basis of their individ.

19
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uel characteristics,

Conputer progrems which perform the 2nalyses discussed
in this paper are available upon request 2,31 the guthor.

An extensive bibliograprhy is also aveilable,

20




FOOTNOTES

lAs indicated by the title, curvilinesrity snd covariable
effectiveness are included as esncillsry toplcs becsuse of
their considersable impact on the quality of the enzlysis,
For the purnoses of this naper the term covariste wmethod or
covariate vrocedurc will refer to a gtetistical test of
group differences based on group eqguations of the form

Y =Db, + by % + o0 + Db X

Janet D. Elashoff, " Analysis of Coveriance: A
Delicate Instrument n, Americsn Pd“c:t]ﬂh 1 Rescarch Journal,
VI (Mey, 1969), 383-40317, 8nd James W, vilson and Hoy L. Cary,
'" Homogeneity of Regzves_,lon---ﬂQ Rat:ono)e, Cormucation end
Use, " American lducationzl Research Journszl, VI (Januory,
1965 ); B0-90. ”

3

"There is considerable controversy surrounding the uvse

of covariate methods to analyze quasi-experiments, but this
docs not change the rfact that anlternative procedures cre

even more difficult to apply ernd have not been proven superior,
See Doneld A, Cewmpboll snd Julien Etenley, ' Exrerimental

end Quasi-exnerimental Desipgns for Research -on Teaching, !
Handbook of Rosearch on Teachinm, ed, by W, L. Garge (Chlo 2P0
Rand McHally end Company, 1963), pp. 171- 216,

h'T‘he discussion of these assumptions parallels P1Mshoff'
" Analysis of Covaruance.”

SW Atigullah, " The Robuqtneso of the Covariance
Analgnis of & One-way-Classificetion,' Biometrikn, LI{December,
1961}, 365-372, x

This is not true if the " spread! of covariable values
is small or there are outlying ccses. In one situction
vhere the spresd of values wes smell, Y0 outliers caused the
correlantions to drop from .7 to .3 where 20.000 cnees were

used in the onalysis, 0bv1ou°]y problems of this type will
ruin eny covariable procedure.

7Independence is guaranteed in a true experirent by the
random assipgnmont of subjects to groups,

20
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8Camphcll and Stnley, " Experimentsl and Quesi
Experimenta) Designs," pp. 231-220,

¢ y
)Frcderic Lord, '"A Parsdox in the Interpretation of
Group Comporisons,'" Pyycholoricsl Bulletin, LXVIII (No. 5),

lOAndrew Porter, The KEffects of Usinr Fellible Vuriables
in the Analvsis of Covavriznce (Unpublished DA,D. diesertacion,
University of Wisconsin), Ann Arbor, Michigan: University
Microfilms, 1967, No. 67-12,

llwilliam L. Hays, Stetistics for Psychelosists (Kew York:
Holt, Rinchart and Winston, 19657, pp.AF:U"P,O.
12

Since an infinite number of rcgression cquations can
be fitted to the dnte, the exact relationship must erise
from a careful ctudy of theory rathaer thon statisticsl
accidents,

1 : s : ;
3Th1ﬂ corrcsponds to a singular variouce-covaricnne
metriy which cannot be inverted to complete ithe enalysis,

P M 3

For example, the new verieble could be the sum of the
ceore cr ccoeh covardable,

noarrmel

];The derivation here is vased on Jersey Heyman'a method
for testing lineecr hypotheses es retined by Paliwey 0, Johnsgon,
See Palmer 0., Johnson, ! The Johnses-llermen Techniane, ITts
Theory and Avplication, ' Psvehomet»ile, XV (Deccwber, 1950},
29-367; Pulmer 0. Joknson snd Robert ¥, B, Jackeen, Modern
Statistical Methoda (Chicano: Rend Melisdly, 19%9);  FPaiver -
0, Johnson und (yril Hoyt, ' On Determining Three Dimenesionsl
Regions of Significence, ' Journal of Expe-imentel lNdvcation,
XV (Mereh, 1957), 203-712; —¢nd Pelmer U, JoRISon BRA CYyriT
Hoyl, The Theory of Linesv Hypothesces with fvnliestionn to
Rauantional Problnmg [Inrosotns hn]vcrhwtv of 1imncsota

aau of ndunz tional Research, 1957),
16 . . . . .
VVhere n varioble name iz underlined, it will refer o
a veetor or matrix of valnes,

17Per0y D, Peckhanm, ' An Inveraicgation of the Kffects of
Non-Homogencoun Regreszion Slores Upon the 1 .« Test of Annlysils
of Covarisnce, ' JToborntory of Fduentione] Reseavreh Rerart,
Ho. 16 (Boulder. Colorando: University of Colorado, 19000,

18ﬂhe magni tude of the difference is identienl for either
althoupgh the intercepts are pgenerslly less intuitively satisfying,
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