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ABSTRACT

This paper relates educational and psycholcegical
statistics to certain "Rescarch Statistical Tools" (R5Ts) necessary
to acccmplish and understand gemeral research in the bekavioral
gcieuces. Emphasis is placed on acguiring an effective understanding
of the RSTs and to this end they are are ordered to a continuum scale
in terms of individval precision, power, and robustness. The
Precision-Power~Gradient theory is suggested as a means of
structuring an introduciory graduate course in statisticse. Twelve
RSTs are considere?, ranging from normative comparisons {at the
simplest level), through parametric/non-parametric statistics,
analyzis of variance and covariance, correlations, factor analvsis,
to canonical correlation analysis, and, briefly, other advanced
techniques. Equally important is a working knowledge of the computer,
vwhich enables the RSTs to be used with greater facility and accuracy.
Computer orientation should include a basic knowledge of FORTRAN
progranhing, nature and availability of computer-based statisticel
libraries, the ability to utilize suych libraries, with a general
understanding ¢f computer output. (Author/AE)
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This paper is concerned primarily with relating educational and psycho-
logical statistics to certain "Research Statistical Tools" (RSTs) necesscry
to accomplish and understand geneval research in the bchavioral sciences, I:
ccnsiders the RSTs as a means or vehicle to acccmplish and understand research,

net 18 ends in themselves, and seeks to present them in just such a functional
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setting.

Emphasis is placed on having the individual acquire an 2f{ective under-
standing of such RSTs as are necessary for accomplishing and understanding
general research in the behavioral science areas., Tn order to fa:ilitatc the
meaningfulness of such RSTs, they are ordered to a coatinuum scal2 in terms
of tteir individual preclsion, sower, and robustness.

Equall: important to the RSTs is a working knowledge of the electronic
high speed conputer; for it 1s this new vehicle that enables the scientist to

. uge the RSTs with much greater facility and accuracy ttan ever before. Such
<,c> computer orientation should include a bucie knowledge of FORTRAN programming,
nature and availability of computer-based statistical) libraries, the ability
to utilize such libraries, with a general understanding ot such computer
output,
Law.of Parsimony

The law of parsimony states that "When two dffferent theories explain a
phenomena equally well, the task ecientist {s to use the simpler of the two".r
This i8 not intended to imply that the ~recision, power, or robustness of a
particular RST will serve as the basia for fts selectfon or use, Often the
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decision as to which particular RST is to be used may be based on an empiricatl
test of which one does the job, Recently, for example, at the University of
Wiscoasin-Milwaukee (UWM) a leadership experiment was conducted involving a
sizeable number of ROTC students, A t test betwecen the means (Ms) for the pre-
and post tests fafled to support the hypothesis. It was noted that a great
number of students involved reflected small differences in support of the
hypothesis, and that the Sign Test from RST IIi - Chi Square and Nonparametric
Statistics supported the hypothesis at the 01 per cent level of confidence.
More often than not, however, it 1is the t test that supports th: hypothesis
when Chi Squs. 2 fails to veveal such significance of differeace to be present.
levels of Confidence

Evalustiou efforts have typically concentrated on measurement of vutcome
variables, especially those that were specifically ctated as objectives of tthe
program. Often this is accomplished by couparing obtained differences between
scores on a pretest and scores on a posttest. Generally, it resolves to a
consideration of probability statistics,"Could a difference as great as the
obtaired one be expected to have occurred by chance?" If such a difference
could not have been expected to have occurred by chance, then the theoretical
hypothesis for the study is supported and accepted. This, to be sure, entails
the astablishment of '"levels of confidence" or "alpha" levels, i.e,, the
probability level at which we accept the theoretical hLypothesis.

Statistical Significance level

The characteristic alpha levels uscd {n the professional [{terature range
from ,10 to .003, and with .05 and .0l being most frequzntly used for
accepting the theoretical hypothesis in & study. There is no logical reason
why a confidence level needs to be adopted prior to the accomplishment of a
finding; for an individual is evaluating .he finding-not the statistic-nor his

own integrity.
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Practical Significance Level

Fisher addressed himself to the distinction between "statistical inference
and "sclentific inference", It would seem that statistical inference 1s a
recessary, but not a sufficient condition for scientific inference; not unlike
reliability and validity in measurement. lor those who quote Fisher as their
authority for use of the .05 level for accepting a theoretical hypothesis, it
should be remembered that Fisher maintained the rule that a statistic should
be three or more times 1it's standard error (SE) to bte statistically significant
at the .01 level, and that when the critical ratio (CR) is 3.00, the confidence
level 18 actually .003.Thus, we can say that statistical inference obtains at
the .05 or .0l levels, but that practical significance ottains above .00l.

Variance Vs, Invariance

Too often we are concerned with singla studies, and we are inclined to
accept or reject the theoretical hypothesis on the basis of such findings,
only to find in subsequent application of such findings similar results do not
obtain. '"Variance'" refers to range of differences obLtained in single studies,
while "invariance" refers to corresponding results for multiple studies.

Replication Vs. Cross-validation

The question as to what information should be included in the report of
a research study is determined on the basis of answering the qiestion of
whether such information is essential for a replication of the study. If the
ultimate goal of the task scientisi 1s the ''discovery of universal truths"
then not only replication but cross-validation is essential. *n replication the
precise conditions are duplicated; while in cross-validation perireters may be
expanded towards more unfiversal tusting.

One- or Two-Tafled Test

The question of whether to use the one- or twc-tailed test is a decision
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made by the task scientist; not uniike the selection of a level of confidence
for accepting the theoretical hypothesis of the study. If ft appears reasonable
to expect findings only in one divection,as #n the study for improvement of
reading, for example, the one-tailed test should be used. Such decisions,
however, are highly critical to 'level of confidence",
Nature of Cradient

The '"Precision-FPower-Gradient” theory is an expedient construct for
introducing educational and psychological statistics to graduate students in
a meaningful setting, and based on the characteristic critical attributes of
such procedures. Such attributes, to be sure, involve precision, power, and
robustness in the same configuration; not as separate entities.While they may
be exanined separately, they can not be used separately, but only in a total

context,

Precision

The notion of "precision" as it is used in this paper entails fineness or
preciseness of measurement, The real "keystone' on which scientific progress,
or scientific findings rests is measurement, and the keystone of all measurement
is the scale, No statistics, howaver precise, may be substituted for such
keystones. The percentile score, for example is not additive, and no statistics
can be used to comptnsate for that inadequacy, Three principal considerations
are involved in thle use of precision as it is used in this paper: (1) the
preciseness of mathematical treatment afforded, (2) the yfelding of diagnostic

indicators, and (') the actual generation of findings that are present in study.

Power

The concept of ''power' and precision have much in commcn, as they sre
related to statirtical inferences, but power as it is used in this paper refers
to the extent of domain over which {t makes assessment, and how it interrelates

the attributes of that domain, Three sepirate considerations are included in
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the concept of power: (1) the number of variables that may be analyzed at
once, (2) the degree to which variables being analyzed are infegrated, and (3)
the meauingfulness of obtained findings,

Robugtness

This deals with the kind of conditions under which statistical procedures
may be utilized, and it involves the notions of ''zssumptions'" and "presumptions'.
Too often this arza receives the principal attention in graduate level courses
of statistics; while there is little or no agreement amorg the experts as to
precisely what is involved, or how the task scientist treats such {nvolvenents.
The term 'assumption' as it is used in this paper implies that the scientist
make empirical tests to determine if basic conditions are met for the use of
a statistical procedure; while "presumption' implies that ao empirical test is
necessary.

Gradient

This, to be sure, implies a construct with the properties of an "ordinal
scale, where one end of the scele includes ~onsiderations less precise and
powerful, and with the other end including those more precise and powerful.

RST Repertcire

Statistice, not unlike many othev scientific ereas, is a rapidly growing
and expanding field of ingquiry, No course, however complete, could be expected
to cover all statistical procedures, The present proposal is councerned largely
with the introductory graduate course in statistics., It seeks to group the
bagic statistical procedures into twelve '"Reseurch Statistical Tools"(RSTs)
which are Lelieved to be fssenilal for accomplishing and understanding general
research in the behavioral sciences., The notion of RST implies & research
function that is presumably independently organized, but which may be
accomplished by a wide variety of atatistical procedures, and fn a variety

of ways,It is derigned to relate mathematical procedures to a functional
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setting that fs pertinent to the law of parsimony, and to the precision and
power of the RST involved,

RST I - Normative Comparisons

In as much as a11 phenomena in nature, including educational and psycho-
logical considerations, distribute on the Gaussian normal probability curve,
comparisons of obtained data with such a hypothetical probability curve tends
to give such data, It serve to infer the degree to which it deviates from the
universe of which it is a part, It suggeéts the degree to which selective
rawpling has been operating. At the simplest level it merely includes a personal
observation of the difference between an obtained score and the mean (M) score
for a corresponding population. Or it may include comparison between an
obtained standard deviation (SD), and the SD for some corresponding population.
At a more sophisticated level it may make comparisons between measures of
central tendency, for example, to depict the nature of a frequeacy distribution,
i.e., where such measures coincide, the distribution is bisymmetrical ard
normal; where such measures have disparity, the distribution is skewed with
the M determining the tafl aAd the mode the head or peak of the distribution.
The degree of disparity of such measures of central tendency is an indication
of the degree of skewness. This RST ‘nay be used for matrix sampling and compar-
isons as well; for determining the presence of kurtosis; or even depicting
evidence of "test compromise'-where M increases and SD narrows.

RST 11 - Two Variable Parametric Hypothesis Testing

This RST is concerned largely with the t test and the F test where ten
or tore ot servatfons are present {(proferably 25 or more), where Ms are from
populations that are feirly normally distributed, where the variance in the
two popuiations is fairly homogenoue, and where the dependent variable is

continuous, The t and F-~tests are comparabla measures, as the (t test)2 =
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F-test, They are arrived at, to be sure, by different statistical procedures.
The t test always involves determining the difference between two different
statistics (means, medians, correlations, proportions, etc.), and then dividing
that difference by the standard error (SE}of the differance. Thus, it is a
standard deviation measure divided by a SE., Since the SE is in large part a
function of the number of cases; or the degrees of freedom, we can assume that
the larger the population, the smaller the SE. The critical question to which
the task scientist i1s addressed is whether or not the obtained difference is
greater than chance, and if so the theoretical hypothesis is supported and
retained. There is a considerable amount of evidence to suggest that if the
number of cases involved is 30 or greater, that significant skewness does not
tend to invalidate the results, There is an equal amount of evidence to suggest
that nonparametric methods are even less applicable where the underlying
assumptions for the t test are not present (normality, variance, and continui.y).
For example, the Whitney U test is a rather complicated function of the mean,
the skew, and the kurtosis; so that a positive skew tends to decrease the
ootained U, and a negative skew to increase thke U,

RST II1 - Chi Square and Simple Nonparametric Statistics

The chief difference between the statistical procedures in RST II and R3T

II1 is that in the former we are testing one difference at a time; while in the
latter many differences may be tested at once. Becuuse chi square, the sign
test,and other similar distribution-iree statistice deal with more than one
difference at the samn time, it is placed higher on the "Precisiun-Power-
Gradient" scale, and becomes RST IIl1. The outcomes for this RST are always
based on a difference between '"expected" (on basie of normal probability) and
obtained frequencies, Most human “ehavior is multiple determinant in nature,
and where multiple differences are being assessed in terms of crude comparisons
with expected frequencies, chi square isg an appropriate approach. The chief

Q criterfon for determfning whether a statistic is parametric or nonparametric
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is whether or not the populatiors involved meet the basic assumptions for

parametric statistics,i.e,, (1) measures are independently drawn from the

. population and are independent of each other; (2) measures are drawn from

populations that are normally distributed; (3) populations have substantially
the same variance; and (4) measures are continuous with equal intervals, For
nonparametric s t atistics, including chi square, there is but one assumption,
and it is treated like a presumption-not tested empirically, and it the
assumption of "independence',i,e,, that data is independently drawn from the
population, Many of the statistical procedures, like rho, phi correlation, and
others may be used either as parametric or nonparametric statistices; depending
solely on the degree to which data being analyzed meets the assumptions for the
parametric statistic interpretation,

RST 1V - Analysis of Variance and Covariance

Like chi square analysis of variance (A of V) deals with two or more
variables at the same time, and the data must meet the assumptions for pavametric
statistics, Unlike many of the nonparametric statistics, A of V compares each
score agadnst the M for each group, and the M for each group against the grand
M, This, to be sure, is much more precise than grouping of scores into expected
frequency categories, and making comparisons by groups of scores.Always, in
the A of V comparisons are made between intra-variance and inter-variance; the
variance within groups as opposed to the variance between groups. In the two-
way A of V in addition to the main effect, one is able to assess an interact-
fonal effect of one variable against a second. In the factor A of V one is able
to permit the smpsration of information; to stuay interaction effects; to
assess implications of multiple variables against expected outcomes of a
dependert variable, and to test ueveral hypotheses simultsneously. In snalysis
of covariance one 18 able to control independent varisbles statistically by

adjusting Ms through the use of regression analysis, Fsctor A of V, and which

8
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includes two-way A of V,provides some basis for inferring cause and effect
relationships through the interaction effects, Thus, A of V is not only more
ﬁrecise, but also more powerful than most of the nonparametric technijues,
There is a preponderance of evidence which suggests that (he assumption of
‘homogeneity of variance' should be considered asz a presumption, and need noc
be tested empirically,

RST V - Linear Correlation of Paired Variables

The correlation technique provides a means for assessing the relationship
between two arrays of paired variables, and of determining the degree ox
magnitude to which one of the variables in the pair tends to increase or decrease
with the second one, The pairs are usvally labeled “X'" and "Y', with the "y"
standing for the dependent one, or the one being predicted; and with the
correlation of X on Y being precisely the same as for Y on X, When the rate of
change between the X and Y varfables is uniform, tlie correlation is linear, and
a straight line may be drawn through the Ms for the rows and columus. The
obtained coefficient of correlation is the degree to which Ms for the related
rows and columns are in agreement with each other based on data being assessed.
The obtained correlation coefficient is in part a function of the ranges of
the bivariate distribution, with greater ranges tending toward larger r's.

High positive coefficients of correlations (above .90, for example) tend to be
associated with negatively skewed distributions; while high negative ones are
typically associated with positively skewed distributions.By squaring the

obtafned r's we have the amount of variance common to both variables in terms

of percentage-Xelley's coeiiicient of determination. Not only does the correlation
provide the basis for acceptance or rejection of the theoretical hypothesis,

but 1t also yields a regression weight which may be used for prediction of

the dependent variable (usually the Y variable), when the X one is known.
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Correlations involving artificial dichotomies. Where correlations

involve avtificial dichotomies for one or both varfables in the pair
specialized techniques are available to compute an approximation of the
Pearson r. If only one of the variables is dichotomized, the rp (biserial r)
is used; while if bcth variables are dichotomized, the r ., (tetrachoric r) is

used. When the ry, or the Ty are used, the obtained correlation matrix from

t
several variablec may not be used as the basis for further correlaticnal
analyses,fi.e. multiple regression analysis, or factor analysis, etc.

Correlations involving real or discrete dichotomies, Where one variable

in the pair i8 a real dichotomy, the rpb (point biserial r) is used. Where the
Loth variables are di:crete dichotomies the Tond (phi coefficient) is used.
Where fewer than 30 cases are involved in the computation, the data is usually
ranked for both varfables, and rho is used, In all three of these cases, the
obtained r is equivalent to a Peargon r, and is treated and interpreted the
same way, A correlaticn matrix for either of these methods may be used as the
basis for further correlational analysis,i.e,, multiple correlation, factor
analysis, etc.

Partial correlations. This includes both first and second order partial

correlations, and in much the same manner as with analysis of covariance, we
nartial cut the influence of one variable while the relationship between two
other variables {sg aséeased. In first order partial correlation the influence
of just one variable is partialled out; while in second order, we partial out

the influence of two variables,

RST VI - Nonlimear Correlation

Man tends to deronstrate a progressive increase in physical prowess during
esly childhood and youth development, and just as clearly a decline in such
attridutes with old age, Eta or curvelinear correlation may be used in

asgessing such correlation coefficients., If there is some question 88 (o

)
]E T(:hether the paired variable distributes on a curved basis, eta may be used;

s 1 n
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since if the distribution is linear, eta will yield precisely the

same coefficient as a Pearson r, If, on the other hand, the distribution is
curved, eta will yield the larger coeffi:ient,Thus, it may be réadily seen

that eta is more precise and more powerful than the Pearson r, and that is why {t
is assigned a4 higher position on the gradient scale. Eta exists only on the
positive end of the scale; not unlike the multiple correlations.

RST VII - Fisher'a Discriminant Function

With this RST a seriea of two or more variables uaed in concert form a
correiation matrix which serves as the basis for discerning between two inde-
pendently established populations, All variables may be included in the matrix
except where experimental dependency is evident,i.e,, as with part and total
scores, An rpb witn each of the separate variables used in the concert serves
as the fulcrum on which to diacern the populat ons, and yields multiple
regression weights depicting the degree to which e¢ach variable in the matrix
contributes to the discerning function. A multiple R, which is corrected for
shrinkage is obtained depicting the degree to which discerning ia accomplished
vased on the concert of variables. This RST represents the simpleat of the
multiple correlational analyses,

RST VIII - Multiple Linear Correlation

With this RST the first task is the identification of a dependent
variable, usually depicting the expected outcome, and then proceed to assess
the degree of relationship between that single dependent variable and the two
or more independent vsriables used in concert, RST VIII is more powerful and
precise than RST VII because the dependent variable is always & serial score
rather than a dichoiomy, and & serial scale has greater precision than a
dichotomy, Stepwise multiple correlation is also included iu RST VIII, as it

has the same statistical functional basis, but provides an observation in

O
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terms of the various steps involved, and depicting the major variable which
contributes to the respective step,

RST IX - Factor Analysis and Inverse Factor Analysis

This:: valuable and meaningful technique for use in grouping variables
into related cluster groupings, which are called factors, and of determining
the nature and identification of such factors. Factor analysis is used for
tte grauping of variables in R-methodology into common clusters; while inverse
factor analysis is used with Q-methodology for grouping of persons into
similarly related groupiags, While there are a number of different approaches
to factor analysis, all of them deal with Lhe same two basic questions that are
typicelly asked by the task scientist: (1) How many independently organized
factors are preeent in & given set of variakles? (2) Are therc a certain number
of indeperdently organized factors pr2sent in a given set of variables? After
the factors are extracted, they may be rotated to simple stiucture in a number
of different ways for purposes of fdentification, Sometimes the scientist will
include variables of known identity for purposes of identifying certain factor
loadings.

RST X - Multiple Discriminant Analysis

This RST deals with an extension of the single-classification of A of V,
but which is designed to Lnclude two or more dependent variablers; rather than
the single one previously described under traditional A of V techniques, and
as contained in RST IV, The problem is to determine the extent and manrer in
which two or more previously defined groups of subjects may be differentiated
by a set of dependent variables operating together, With two groups of subjects
this separation can be represented only along a single dimension, but with
more than two groups the differentiatfon may be described in terms of multiple
independent dimensions,lile maximum number of these factors necessary to represent
group differences will be the number of groups mfnus one, or the number of

varfablea, whichever 18 emaller.
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BST XI - Canonical Correlatiqﬂ_@nalysis; g

The goal of this RST is to define rhe primary independent dimensions which
relate one set of variables to another set of varfables. 1lhe technique is
primarily dcscripti&e, although the method used involves finding sets of weights
which will yfeld * o composite varizbles (nne for each set of originai variables)
which will correlate maximally. The output of a canonical correlation analysis
should suggest answers to questions concerning the number of ways in which the
two sets of measures are related, the strengths of the velationshipet, and the
nature of the relavionship so defined. One of the iwo sets always deals with
independent variables, just as with the multiple correlation in RST VIII, but
the other set dezls with multiplz dependent variables. Eacih canonical "roou"
will be associated with two vectors of weights, which may be applied to the
original scores on their respective sides to yield the composite canonical

s§cores.

RSI XI1 - Other Advanced Statistical Techniques
| This RST ic¢ intended as a catch-all for other advanced stetistical
techniques. [t would include such techniques as "Heuristic" problem solving,
"Dexision” making techniques, Multiple curvellne:r regression techniques, and
a host of other ones in varinus states of presant development.
Use of Computer

More and more the computer is beceming the principal vehicle for the use
of the RSTs, &nd it is essential that present graduate students be properly
introduced to {ts use, Generally, the computer orientation should include the
following:

++» Use of key punch,

.+ Introduction to FORTRAN prograsming.

.. Comparison of tnteraction and batch modes of processing.

«« Use of computer RST librarjes,

[:[{j}:‘ .+ Interpretation and meaning of orintouts for RSTs.
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