DOCUMENT RESUME

ED 046 628 RE 003 196
AUTHOR Gammon, Flizabeth Macken
TITLE A Syntactical Analysis of Some First-Grade Readers.
INSTITUTION Stanford Univ., Calif. Tnst. for Mathematical
Studies in Social Science.
REPORT NO TR-155
PUB DATE 22 Jun 70
NOTE 171p.

EDRS PRICE EDRS Price MF~$0.65 HC-$6.58

DESCRIPTORS *Basic Reading, Beginning Reading, Grade 1,
*Grammar, Linguistics, Phrase Structure, *Reading
Materials, *Structural Analysis, Structural Gramnar,
*Syntax

ABSTRACT

- Two widely used first-qrade reading series, Ginn and
Scott-Foresman, were analyzed in terms of six phrase-structure
grammars in an attempt to discover frequencies for sentence types.
The six grammars were noun phrase, verb phrase, verbal modifier,
statements without verbs, interrogative, and statements with verbs.
Categorial grammars were written for comparison with noun-phrase and
verb-phrase—grgmmars. A guantitative method for evaluating linguistic
grammars, developed from the analyses, provided a theoretical
framework for accounting for various kinds of utterances. Chi-square
analysis showed the grammars to be well-suited to both series, with
the vertal modifier and statements without verbs providing the best
fits. The categorial grammars were approximately equivalent to the
phrase-structure grammars, making them possibly more useful for
further study since they require fewer manipulations of the text. Tt
was concluded that the method developed would be useful in further
analysis of reading materials. Such analysis would be important in
increasing the similarity of sentence structure in materials to that
of children's speech. Tables and a bibliography are included. (MS)




00001

‘A SYNTACTICAL ANALYSIS OF SOME FIRST-GRADE READERS

EDO 46628

| BY \
" ELIZABETH MACKEN GAMMON

s

“PERMISSION TO REPROOUCE THIS COPY.
RIGHTEO MATERIAL HAS BEEN GRANTED

;

[

BY . ;

@J.AOM |

y !

Moclovn oo |

TO ERIC AND ORGANIZATIONS OPERATING :
UNOER AGREEMENTS WITH THE U.S. OFFICE

i
OF SOUCATION. FURTHER REPRODUCTION i
OULTSIDE THE ERIC SYSTEM REQUIRES PER- :

MISS!ION OF THE COPYRIGHT OWMER™

- TECHNICAL REPORT NO, 155
S Jume 22,1970

U.S. DEPARTMENT OF HEALTH, EDUCATION
& WELFARE
OFFICE OF EDUCATION
THIS DOCUMENT HAS BEEN REPRODUCEO
EXACTLY AS RECEIVED FROM THE PERSON OR
ORGANIZATION ORIGINATING fT. POINTS OF
VIEW OR OPINIONS STATED DO NOT NECES-
SARILY REPRESENT OFFICIAL OFFICE OF EDU-
CATION POSITION OR POLICY.




50
51
52

53

55 -

56
57
58
- 59

el

63

.
" TECHNIGAL REPORTS
* PSYCHOLUGY SERIES
INSTITUTE FOR MATHEMATICAL STUDIES IN THE SOCIAL SCIENCES

(Place of publication shown in pannthcsui 1f published title is different from title of Technical Report
} this is also shown in parentheses.) "

(For reports no. | - 44, see Technical Report no. 125,)

-R. C. Atklnson and R. C. _Calfee, Mathematical learning theory. January 2, 1963, Tn B. 8. Woiman (Ed.), Sclentific Psxcholog! New York:

‘Bagic Books, Inc., 1965. Pp, 254-275)

P, Suppes, E. Crothers, and R, Welr., Agplicatian &f nmhemnﬂnnl learning theory nnd lingulstic analysix to vowel phoneme matching In

Russian words, December 28, 1962, .
R. C. Atkinson, R, Ca|fee, G, Sommer, W, .leffmy and R, Shoemaker, A test of three models for stimulns compoundlng »* " children,
January 29, 1963, (). exp. Psychal., 1964, 67, 52-58 .

. E. Crothers, Gengral erkov models for learning with Inter~trizl forgetting, April 8, I963

J; L. Myers and R, C, Atkinson. Cholca behavior and reward structire. May 24,1963, (Journal meth. Psychol., 1964, 1, 170-203)
R. E. Robinson, A set-theoretical approach to empirical meaningfulness of measurement statements, June 10, 1963,

E. Crothers, R, Weir and P, Palmer, The role of transcription In the leaming of the orthographic rapresentations of Russian sounds. June i7.. 1963,

P. Suppes. Problems of optlmlullon In leaming a I1st of simple ftems. July 22, 1963, (In Msynard W, Shelly, It and Glenn L. Bryan (Eds.),
Humn Judgments and Optimality, New York: Wiley. 1964, Pp. 116-126)
R. c < Atkinson lndE J. Crothers, Theoretical note: all-or-none learning and intertrial forgetting, July 24, 1963,

R, C. Calfee. Long-term behavior of rats under probabilistic reinforcement schedules, Octoberl, 1963,
- R. C. Atkinson and E. J. Crothers, Tests of acquisition and retention, axioms for paired-associate lcarning, October 25, 1963, (A comparison

of paired-associate learning models having different acquisition and retention axioms, J. math, Psychol., 1964, |, 285-315)

W. J. McGill and J. Glbbon. The general~gamma diatribution and reaction Hmes. Nwenber 20, 1963, ¢J, math, Pszcho .+ 1965, 2, 1-18)

M. F. Norman, Incremental fearning on random trials, December.9, 1963, . mth Psychel., 1964, |, 336-35!)

P. Suppes; " The dcvelopmnnl of mathunn.lcal concepts in children,  February y 25, 1964 (On the behavloral foundations of mathematical conupts .
-Monographs ‘of the Soclelx for Resem:h In, chlld Developiment, 1965, 30, 60-96).

-P. Suppel. Muhnma!lcll ~concept formuon in chll..ren. Apeli 10, I9o4 (Arer, Psychologist, I966 2I 139~i50) :
.R..C. Cdfoe,R ‘C. Atklnson, and T, Shclton,.lr. Mathematical models for verbtl learting. "August 21 I964 (InN Wiener and J. P. Schodl

(Eds ), (_)2 llcs of the Nefvous SEum- Progms in Brnln Reseuch Ammrd:lm, The Netfmlunds- Eluvler Publlshlng Co. , 1965,
Pp. 333—349)

L Kaller, M., Cole, c .l Burke, and W, K. Em;. ‘Psired usoclm Inmlngwlth dlffenntlll rewards, - August 20, 1964, (Rewud and -

Infmuon values of trial outcomes in patred associate leamning. (Pszchol Monw., I965 79 I-ZI)

.»_'M_AF Noeman, Aprobnblllstlc mode! for free-responding, December 14, 1964,

K. Esm lnd H A Taylor. Visusl deuctlon In relatlon to dlsplly slze nnd redundancy of erltlcnl elemenu .lnnuuy 25, I965 Revlsed
- -65 (Parca g lnd gchmnu, |966,1, 9-16)

- ':'p Suppu ad J. Donlo. Foundxtion: ofsumulux-umpllno thwy for contlmmus-llme promm. Febmuy 9, I965 (J math, Psxeho . I967,

4,202:225),
C.. Atklnlon nnd R. A. Klnchl 'ﬁ Ieamlng model for fcreed-cholce dmcuon experlments. Febmry IO, I965 (Br .l. math ml. Pszchol.,

,I965. (Pszchol R!g I966, IB 879-9I9)
chol R_M I966, 19, 3|I-324) o .

(v

ey




00003

EDO 46628

A SYNTACTICAL ANALYSIS OF SOME FIRST-GRADE READERS
by

Flizsbeth Macken Gammon

TECHNICAL REPORT NO. 155

June 22, 1970

PSYCHOLOGY SERIES

Reproduction in Whole or in Part is Permitted for

any Purpose of the United States Government

(c) 1970 by Elizabeth Macken Gammon
All rights reserved
Printed in the United States of America
INSTITUTE FOR MATHEMATICAL STUDIES IN THE SOCIAL SCIENCES
STANFORD UNIVERSITY

STANFORD, CALIFORNIA




—

Co— Cimmiiind

Loy
1

|

[EEFERTS

(0004

Table of Contents

Chapter Page
T. Rationale and OVErview o« « o « o o s ¢ o o o o o o ¢ ¢ o o 1
IT. Preliminary Steps of Analysis « o o « ¢ ¢ o ¢ o o o o o T
ITI. Phrase-Structure Grammars o « « o « o « o o o o s s o o o 21
Noun-Phrase Grammar
Verb-Phrase Grammar
Grammar for Verbal Modifiers
Gremmar for Statements without Verbs
Grammar for Interrogatives
Compound Statements
Grammar for Statements with Verbs

IV. Categorial GI"ammarS o @ ® © o o & 0o & ¢ e o o e & o o o O 16.8

Categorial Grammar for Noun Phrases
Categorial Grammar for Verb Phrases

V. Summary aid Conclusions . « o o o o o o ¢ o s o o o o ¢ 0 159

REFETENCES o o o o o o o o 2 o o o o e s o o o o o o o s o o o o o 163



00005

A SYNTACTICAL ANALYSIS OF SOME FIRST-GRADE READERS™

J Elizabeth Macken Gammon
?~ Stanford University
i Stanford, California 94305

CHAPTER T

RATIONALE AND OVERVIEW

An important problem at all levels of instruction is the appropriate
- matching of reading materials to the reader. "Approrriate matching" refers
e to the reader's ability to comprehend the materials and to the effectiveness

of the materials in furthering some of the aims of the educational process;

P -

the term "reading materials” includes both materials which teach children

g: to read and materials which convey other informaticn. In the past the
appropriateness of materials has been discussed in relation to their

1 content, their format and organization, and their difficulty level as
expressed by their vocabulary load, their sentence structure, and their

ig level of human interest. (Chall, 1958) 1In the revision of primary readers,
in particular, the concern has been with finding the appropriate level of

(; difficulty as measured by the frequency of new vocabulary words and the

: number of repetitions of a new word. (Becker, 1956; Gates, 1930; Hockett,

- 1938; Mehl, 1931; Spache, 1941) But for primery readers two other

!. conceptions of "eppropriateness’ are impbrtant: 1) How does the sentence

. structure foﬁnd in the readers compare tohthe sentence structure of the

[g child's speech? and 2) How does the sentence. structure found in the

readers compare to that of correct adult speechvwhich is one of the

L% aims of education? t

: Evidence for the importance of the first new conception of appropri-

[E ateness, the similarity of the readers to oral speech, canes from four studies:

: Bormuth (1964), Ruddell (1964, 1965). and Strickland (1962), Stricklend

conducted an extensive analysis of the patterns of sentence structure in the

*The work feported here has been supported by the National Science
; Foundation (Grant G-18709), Office of Education Contract OEC-4-6-061493-2089
L? ~and the Ravenswood Subcontract to Stanford under Office of Education Grant
OEG OOh1.
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oral language of children in the first six grades of elementary school, and
a partial analysis of the sentence structure of second- and sixth-grade
readers. The purpose of the reader analysis was to determine whether the
common speech patterns of children appeared in the readers; no effort vas
made to determine and compare the frequency of the patterns. Strickland
found thaet many of the patterns most frequently used by children appeared
in the readers, but that the patterns appeared in a somewhat random manner
and that trere appeared to be no scheme for development of control over
sentence structure which paralleled the generally accepted scheme for the
development of control over vocabulary. Strickland also found direct
relationships between the development of a child’s oral language ability and
his general reading ability, as measured by a variety of tests. Ruddell
(1965) studied the relationship of selected language variables to reading
achlevement, and concluded that a child’s control over designated aspects
of his morphological and syntactical language is significantly related

to his reading ability as measured by paragraph meaning, sentence

meaning, and vocabulary achievement scores. The Strickland study

and the Ruddell (1965) study indicate a relation between stage of

oral language development and reading ability; in the following studies

by Bormuth (1964) and Ruddell (1964), the relationships between

reading achievement and the similarity of reading material to the reader’'s
oral language were explored. Bormuth used Strickland’s findings to rate
reading passages according to fheir similarity to children’s speech. He
found that this index was related to comprehension difficulty at low levels
of reading achievement; that is; for children who have reading difficulties
an increased similarity of the language in the reading material to their
own language patterns increased comprehension. This relationship was not
strong enough to be significant, but in establishing his similarity index
Bormuth used only the first level of Strickland’r analysis which ignored
many of the substructures of language, and in addition used her combined
oral speech data for first, third, and sixth graders while his subjects
were fourth to eighth graders. If the similarity index had been based on
more detalls of the language pattern and had been changed for each grade
level to include the partict‘ziar speech patterns of that level, the
relationship would probably have been stronger. Ruddell (1964) incorporated

these ideas. He constructed six reading passages using the language patterns
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which Strickland found to occur in the oral language of fourth graders;
the patterns were used in the reading passages in the same proportional
frequency in which they occurred in the oral language. Three of the reading
passages included only high frequency patterns and three included only low
frequency patterns. His subjects were fourth graders from the identical
school from which Strickland obtained her oral language sample. Ruddell
fouﬁd that comprehension scores on the written material designed with high
frequency patterns of oral language structure and comprehension scores on
written material designed with low frequency patterns of oral language
structure were significantly different beyond the .0l level in the
expected direction.

These studies indicate a definite relationship between reading ease
and the similarity of written material to the reader®s spoken language,
and suggest the importance of a further understanding of this relationship.
For children who are having difficulties in learning to read, perhaps the
best kind of remedial materials would be those which use only patterns
of sentence structure which the child himself uses. Then only the act of
reading and not the structure and sound of the material would be new to
the students. )

The second concept of "appropriateness”, the similarity of the readers
to correct adult speech, concerns additional goals of the primary reading
program. Once th: basic mechanics of reading have been established through
material incorporating only the child’s language patterns, sentence patterns
which are more complicated and more like those of adult speech could be
introduced. Expanding the sentence structures of the readers in some
systematic way would familiarize the child with adult speech and presumably
develop his own oral language patterns.

"Much further study is obviously required to explore these ideas, but
certainly a first.step is a complete analysis of the sentence patterns in
reading material ﬁresently being used. Strickland's analysis wes partial
in that she surveyed only parts of the readers and was interested only in
the presence or absence of sentence types but not their frequencies of
occurrence. Ruddell's (1964) study indicates the need for consideration
of type frequency in determining similarity. A concise and complete

representation of sentence patterns and their relative frequencies in grade



280008
school readers is needed to begin further work in comparisons of oral
language patterns, reading material, and reading ability.

This suggests the linguists' approach to syntactical analyses
through the construction of representative grammars. Several types of
grammars are possible, for example, phrase-structure grammais, categorial
grammers, and case grammars. And within each of these, a great number of
versions could be written. The problem of finding the similarity of the
sentence patterns in the readers to the sentence patterns of the child's
speech requires not merely a grammar, but the best grammar in the sense
that it most accurately represents the utterances in the corpus and their
frequencies of occurrence. The problem of evaluating several grammars
written for the same corpus has not been adequately solved. Tradivional
criteria for a "good" grammer are: the grammer generates all of the
grammatical sentences and none of the ungrammatical ones, the grammar is
in some sense simple, and the grammar is finite. (Chomsky, 1957) A
grammar which satisfies these critefia but is clearly unsatisfactory is
the following: '

Iet N be the number of utterances in the corpus, and
let a., Byy c00y 8 be the utterances. Let the
generative rules o¥ the grammar be:
S —a
S - a,

S —aaN

A split-half analysis, in which the rules which generate perfectly one half
of the corpus (the even numbered utterances, for example) are applied to
the other half, would obviously show a poor fit. Quantitative methods for
evaluating grammars are needed, not only for the analysis of. primary
readers, but for all applications of psycholinguistics.

© This dissertation will meke contributions to botﬂ areas outlined
above. It will furnish a thorough syntactical analysis for some primary
readers, and it will demonstrate a quantitative method for evaluating

grammars written for a specific corpus. (Suppes, 1970)
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The primary purpose of this study is to provide a syntactical
analysis of two widely used first-grade readers, the Scott-Foresman seriesl
and the Ginn series.l A phrase-structure grammar will be written for the
entire corpus and a categoriel’ grammar will be written for certain aspects
of the corpus for purposes of comparison. The phrase-structure grammar is
the more natural in that it uses terminology and constructions familiar
from the study of Latin grammar; however, the categorial grammer has the
advantage of being more easily adapted to other corpuses.

The study will demonstrate a quantitative method of evaluating
grammers which provides a theoretical framework to account for the
utterances and thelr frequencies of occurrence. A preview of the method
will be given here, and complete details will be presented in the following
chapters. The first step in the analysis is to obtain an overview of the
syntactic types which appear in the corpus. This is done by coding each
utterance as an ordered n-tuple consisting of thé part of speech of each
word in the order of occurrence. The part of speech is determined according
to rules commonly used for English grammers; possible categories are:
noun, transitive wverb, intransitive verb, adverb, adjective, etc. The
sentence, "Come and see the new hat.", would be coded as {IV+C+TV+T+A+N)
where "IV" stands for intransitive verb, "C" stands for conjunction,

"IY" stands for transitive verb, "T" stands for article, "A" stands for
adjective, and "N" stends for noun. The observed frequency of each
syntactical type is then determined.

A grammar is written which generates these types, and the quantitative
evaluation of the grammar begins with the assignment of parameters to each
of the choice points. For an example of "choice point" consider the
following rewrite rule of a generative grammar: S—>G+TV+(T)+({A¢A;)+N, where
"G" stands for proper noun, and the other letters are as defined above.

The parentheses indicate that the contents may be deleted, and the brackets

l'I'hese texts are listed in the references according to the authors:
Ousley and Russell (1957, 1961), Robinson, Monroe, and Artley (1962a, 1962b,
1962¢c, 1962d), and Russell and Ousley (1957). Throughout this paper these
texts will be referred to by their reading level and publisher; this is the
clearest and most widely used procedure.
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indicate thaﬁ/pnly one of the members may be used. The choices of this
rewrite rule;are: to include or delete the article, and to use zero, one,
or two adjectives. These are referred to as "choice points", and each is
assigned a parameter denoting the probability of that choice.-

The parameters can then be used to state the theoretical probability
of any syntactical type derivable from the grammar. The probebility of
type (G+IVHT+A+N), as in "Tom hit the red ball.", is the probability of
choosing "T" times the probability of choosing "A" times the probability of
Selecting the particular rewrite rule given above if more than one is
allowed by the grammer. If optional transformations are included in the
grammar, parameters must be assigned to the options and must be
incorporated into the theoretical probabilities. Obligatory transformations
require no parameters.

Using the theoretical probabilities and the observed type frequencies,
the parameters can be estimated using the method of maximum-likelihood.
This method is workable as long as the grammar is unambiguous; that is, as
long as each syntactical type can be generated in only one way. If more
than one derivation is possible for a syntactical type, the theoretical
probability of that type consists of a sum of products and the maximum-
likel.hood calculations are extremely difficult.

Once thé parameters have been estimated, the estimated frequencies
of each syntactical type can be calculated. Chi-square tests can then be
used to determine the goodness-of-fit of the model (the grammar) to the
observed frequencies of the syntactical types.

Chapter II will give the details of all steps in.the analysis
preceeding the construction of the final grammars; Chapter III will
present the phrase-structure grammars and their statistical analyses;
Chapter IV will present the. categorial grammars and their analyses; and

Chapter V contains a summary and some concluding comments.
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CHAPTER II

PRELIMINARY STEPS OF ANALYSIS

The corpus for this study is the Ginn first-grade reading series
and the Scott-Foresman first-grade reading series. These texts are widely
used and appeared to be similar in terms of format, content, and sentence
structure. The hope was that the data from the two series would combine
to form large frequencies for all sentence types; slthough, as will be
seen later, this did not prove to Be precisely the case. ERach first
" grade series is divided into a set of pre-primers, a set of primers, and
a set of first readers which are read by all students; all of these have
been included in the analysis. Optional texts suck as the Scott-Foresman
Guess Who for slower learners were not analyzed.

The texts are divided into short stories consisting mainly of
conversgtions between persoﬁs or animals, so many sentences contain an
identification of the speakér. Typical exemples are: ""I like this
kitten," said Betty." and "Susan said, "Toy Mouse warts a ride."" Neither
the titles of the stories nor the spesker identifiers (Betty said, he said,
. ete.) were included in the analysis. The titles consisted mainly of short
noun phrases and were clearly not indicative of the grammar used for
sentences within the stories. Speaker identifiers, too, had a structure
of their own, and it seemed appropriate to consider them merely as labéls.

"

To consider "Susan said, "Toy Mouse wants a ride."" as the sentence for

analysis rather than simply "Toy Mouse wants a ride.” weould distinguish
sentence types in a way which would not emphasize the most interesting

characteristics of the grammar. In that case, "Susan said, "Toy Mouse

un ]

wants a ride.

s ""Toy Mouse wants a ride," said Susan.", and ""Toy Mouse,
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said Susan, "wants a ride.””

types; while this is a meaningful distinction, it was not considered
essential for a first syntactiéél analysis.

Structures which were included in the analysis will from here on be
called "utterances”. An utterunce is a string of words which begins with
a capital letter and ends with one of the following terminal punctuation

wono el W

marks : , or a "," followed by a speaker identifier and a

".,". (The symbol ".” used to indicate abbreviations was not considered
terminal.) Speaker identifiers found at the beginning or the middle of an
utterance were ignored, and all punctuation was ignored except for the
purpose of ‘distinguishing utterances. Thus, the sentence, ""I want it,"
said Bill, "but I can't eat it."” includes one utterance: "I want iv but
I can’t eat it"; whereas the sentences, ""I want it," said Bill. "But
I can't eat it."™™ include two utterances: "I want it” and "But I can't

- eat it". '

All of the utterances in both first-grade reading series were
included in the analysis. The number of utterances in each text is shown

in Table 1.

Insert Table 1. about here

The table indicates that the number of utterances in each division
were roughly the same for each series, slthough the number of utterances
in the Ginn series was consistently greater.

The first step in the analysis was the coding of each utterance
according to type. FEach utterance was coded as an ordered n-tuple
consisting of the part of speech of each word in the order of occurrence.
The part of speech was determined according to rulescommonly used for
English grammars. Table 2 lists all parts of speech found in the corpus
along with the abbreviations used in coding (and throughoutthis paper),
tyﬁical examples, and examples'of any phrases-of two or more words which.

were considered to be a unit and coded as only one part of speech. .

Insert Table 2 about here

would have to be considered &as separate sentence
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Text

Ginn

Scott-Foresman

Totals

S100013

TABLE 1

Utterance Count

Pre-Primer Primer
858 1343
638 1040
1496 2383

Readgg

1925
1450
3375

Total

4126
3128
7254
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TABLE 2

Parits of Speech in Corpus

Part of Examples of Types
Speech Abbreviation Example Containing more than 1 Word
adjective A pretty
adverb ADV fast
article T the
common noun N house ice cream -
conjunction c and
copulative
verb cv is
interjection I oh
interrogative
adjective IADS which
interrogative
adverb IADV how
interrogative
pronoun,
objective .
case IP(2) whom
interrogative
pronoun,
subjective
case IP(1) who
intransitive
verb v go
locative L here
modal M can
negation - not
number used
in counting NBR one
preposition J into
pronoun,
objective
case P(2) him
pronoun,
subjective
case P(1) he
proper noun G Betty Mr. Green, Frisky Kitten
rejoinder R yes a1l right, thank you
relative
pronoun, -
objective case RP(2) whom
relative
pronourn, ‘
subjective case = RP(1) who
salutation S hello Good day, Heppy. birthday
sound Z . zoom
subordinate
conjunction CON .that
"to" used with
infinitives 0 to
transitive verb v want «
lnth h’d Baitar Mr. Green, Friskyv Kitten




‘Clearly a given word could be assigned to different parts of speech
depending on its usage in a particular utterance. In "I saw the boy who

"

wen is a relative pronoun, whereas in "Who is he?" "who" is

who"

hit Mary.
an interrogative pronoun. Similarly the coding of phrases such as "Frisky
Kitten" dependéd on usage. The phrase, "Frisky Kitten" was usually used
as the name of a cat in which case the phrase was coded as a proper noun
(G, not G+G); however, in the sentence, "My pet is a frisky kitten."

"Prisky Kitten'" would be coded as an adjective followed by a common noun.

. Table 3 shows some coded types to illustrate the coding method.

Insert Table 3 about here

A word must be saild about the classification of verbs. Verbs were
put into one of three categories according to their position in the
utterance. Verbs which stood between two noun phrases were labeled
transitive verbs; verbs which were precceded but not followed by a noun
phrase were labeled intransitive verbs, and verbs which were preceded by a
noun phrase and followed by an adjective phrase were labeled copulative
verbs. (Nouns used as adverbs as in "He goes home.” were classified as
such so that in this sentence "goes" is intransitive.) Under this
classification "to be" verbs can be in any of the three classifications
depending on usage; the verb is transitive in "He is a very good boy.",
intrensitive in "Sally is here with me.", and copulative in "Your new .dress
is very pretty."” If "to be" verbs had been placed in a category of their
own as is often done, a fourth category would have been required for verbs
such as "look" and "get" in "She looks Beautifulp" and "She is getting more
beautiful every day." As will be seen, a problem of too many types and
small frequencies within types was already present and to add a fourth
category for verbs would only increase this problem.

The utterances were then sorted according to type. This original
clessification scheme produced a very large number of types with relatively

small frequencies of occurrence as is illustrated in Tables 4 and 5.

Insert Tables 4 and 5 about here
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TABLE 3

Prequently Occurring Utterance Types

Coded Type

(IV+I4K)
(P(1)+TV+T+A+N)
(Tv+3+P(2))

( IV+CHIV+G)
(P(1)+M+IV)

(K)

(G+CV+A)

(z)

(I+K)
(L+P(1)+IV)

Examples

Come here, Betty.

I like the little chairs.
Iook at him.

Come and see Susan.

I can paint.

Betty!

Jane is pretty.

Bow-wow.

Oh, Dick!

Here 1 come.
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TABLE 4

Statistics for Utterance Types under Original Classification

Text
.Ginn Pre-Primer

Scott-Foresman
Pre~Primer

Pre-Primers Combined
Ginn Primer
<Scott—Foresman Primer
- Primers Combined
Ginn Reader
Scott-Fgresman Reader

Readers Combined

Total Number

% of Types with

% of Types with

of:Types‘ Frequency > 5 Frequency > 1
250 0.k k5.2
277 8.3 28.9
L5k 10.1 »39-9
66k 5.0 28.8
666 3.3 19.1

1i85 4.6 26.3
1099 3.3 25.8
1096 1.6 12.8
2015 2.9 21.3
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TABLE 5

Distribution of Utterance Types undef'Original Classification

* Number of Types wifh Stated Frequency Ranée

Freguency Pre-Primers Combined Primers Combined Readers Combined
131-140 1 0 0
121-130 o 0 o“_ |
111-120 0 0 0
101-110 0 1 0
_'91-100 0 0 1
81-90 1 0 ol
‘71'-80 o 0 | 0
61-70 0 0 1 |
'51-60 0 0 0
41-50 1 0 1
31-40 0 2 1
21-30 6 T b
11-20 16 20 15

1-10 429 1155 1992
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Table 4 shows that contrary to expectation the Ginn and Scott-Foresman
series do not in general contain the same utterance types. The Ginn reader,
for example, contains 1099 utterance types and the Scott-Foresman reader

contains 1096 types; thus if the readers had no types in common, the

readers combined would contain 2195 types. In fact, the readers combined

contain 2015 types indicating that only 180 or about 16% of the utterance
types in each reader are common to both readers. Further study indicates
that the types common to both readers are those with the greatest
frequencies ih the individual readers, and that the types with small
frequencies in one reader do not usually find a match in the other reader.

It 1s interesting to note that the number of utterance types in each
section of each series is nearly the same; the number of types in the two
pre-primers differs by 27 and the number of types in the primers anq
readers differs by 2 and 3 respectively. In each case the Scott-Foresman
series cdntaihs the greater number of utterances types which was unexpected
because the Ginn series contains the greater number of utterances.

(Table 1) '

To construct a grammaf for the corpus and apply the chi-square
statistic as indicated in Chapter I (this use of the chi-square will be
pmesenfed in detail in Chapter III), a smaller number of utterance types
is desirable and greater frequencies within typeé is required. Elimination
of all t&pes with freQuency less than or equal to five, for example, was
not feasible at this pdint because only a small percent of the corpﬁs v
would then be described by the grammar (5505% of the pre~primers combined,
33,5%'0f the priméfs combined, and 24.3% of the readers combined). In
order to obfain a smaller number of types and greatér frequgﬁcies within
types, a method for meaningfully collapsing the fypes was deveidpeda This
involved the combiniﬁg of cerﬁéin groﬁps of 1et£ers (parts of speech)

into one category whenever they occurred. One grammar would then be

.written to represent each set of rules for combination, and another.grammar

would be written for the utterance types contalning the collapsed.

categories.. ‘ v »
-The first attempt involved the use of noun phrases and verb phrases.
Pronouns and strings.of articles,,adjectives, and nouns were replaced by

"NP"‘fqr "noun phrase", and strings of models, negatives, and verbs were
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replaced by "VP" for "verb phrase." For example the sentences, "Betty does
not want the pretty red ball," of type (G+M+-+IV+T+A+A+N) and "Taat puppy
likes me." of type (A+N+IV+P(2)) would both be of type (NP+VP+NP) under
noun-phrase and verb-phrase collapsing. As Table 6 shows, this made a
substantial reduction in the number of types, but a large number of types

with low frequencies remained.

Insert Table 6 about here

The final collapsing involves the use of a category called "verbal
modifiers" (VM) as well as noun phrases and verb phrases. In the verbal
modifier category are strings of adverbs, prepositional phrases, locatives,
and noun phrases used as adverbs. The utterances, "He runs fast.”
(P(L)+IV+ADV), "He runs very fast.” (P(1)+IV+ADV+ADV), and "He runs to the
house." (P(1)+IV+J+T+N), would all be of type (NP+VP+VM) under the final
collapsing. Complete details of the noun-phrase, verb-phrase, and verbal-~

modifier classification systems will be given in Chpater III when the

‘. phrase-structure grammars are presented.

As Table 6 shows, this final collapsing greatly reduced the number
of types compared to the first two classification systems. While the
percent of types with frequencies greater than five remains low, the

percent of the corpus which can now be accounted for by types with

- frequencies greater than five has substantially increased. Eighty-four

percent of the corpﬁs can now be described by types with frequency greater
than five.

Tables 7 and 8 show further details of the number and frequencies
of types which have been formed using the noun-phrase, verb-bhrase, and

verbal~-modifier categories.

Insert Tables 7 and 8 about here

Table 7 indicates that in general the trends apparent under the
original classification system (Table 4) have continued. Each section of
the Scott-Foresman series contains a gréater‘number of types but a smaller
percent of types with frequency greater than five (and greater than 1)
than the corresponding Ginn section. This implies that the Scott-Foresman
books contain a greater variety of sentence types than the Ginn books

and in this sense are more difficult. The total number of types for the
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TABLE 7

Statistics for Utterance Types under
Final Classification

Text

Ginn Pre-Primer

Scott-Foresman
Pre-Primer

Pre~Primers Combined
Ginn Primer
Scott~Foresman Primer
' Primérs Combined
(Ginn Reader

Scott-Foresman
Reader

Readers Combined

All Combined

Total Number

% of Types with % of Types with

of Types Frequency > 5 Freguency > 1
90 30.0 56.7
116 16.4 54.3
153 24,2 57.5
204 23.5 49.0
262 12.6 40.5
364 17.3 46.2
325 14.8 Wly.3
511 9.2 28.2
689 11.6 35.3
882 .7 42.0
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e TABLE 8

PE—"

Distribution of Utterance Types under Final Classification

Pre-Primers Primers Readers All

g: Frequency Combined Combined Combined Combined
- 621-630 0 0 o) 1

3“ .

1 5617 570 0 0 0 1
g’ 341-350 0 0 0 1
- 311-320 0 0 1 0
301-310 0 0 0 1
- 251-260 0 0 1 0
1 2h1-250 0 0 0 1
-4 231240 0 1 0 0
: 211-220 0 0 0 1
I 191-200 0 0 0 0
] 181-190 0 0 1 0
B 171-180 0 1 0 1
.. 161-170 0 0 0 >
151-160 0 0 0 1
- _ 141-150 1 0 0 1
~ 131-140 1 0 0 2
121-130 0 0 1 2
. 11ll-120 0 0 0 0
10l-110 0 ) 0 2
91-100 1 1 1 2
[ 81~ 90, 2 0 1 1
| : 71-80 2 2 1 1
n _ 61-T0 0 1 3 2
51-60 1 1 3 1
- 41-50 2 3 2 3
N 31-ho 2 7 8 10
! 21-30 6 5 3 16
[ ¢ 11-20 9 20 19 29
1-10 126 320 6l 800
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combined sections still indicates a large number of types present in

only one reader, but the percent of common types is now much greater than
in the previous classification systems. Again, it is generally the small

frequency types which are present in only one series.
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CHAPTER III

PHRASE-STRUCTURE GRAMMARS

In this chapter the phrase-structure grammars and their corresponding

statistical analyses will be presented. Basically, a phrase-structure

parts--into phrases, subphrases, and finally into word categories. It
consists of a set of rewrite rules from which, ideally, all cf the grammatical
types and none of the ungrammatical types can be generated.

For this corpus separate grammars. have been written for the noun
phrases, the verb phrases, and the verbal modifiers, and these specific .
grammars have been utilized in the grammar for the complete utterarces.

The gremmar for utterances will generate such types as (NP+VP+NP), but

will not generate such types as (T+A+N+TV+A+A+N). To generate a form of

the latter type, first the utterance grammar, and then the noun-phrase,
verb-phrase, and verbal-modifier gremmars must be used. The reason for

the construction of several smaller grammars instead of one large grammer
concerns the large number of sentence types and the extremely low freguencies

of occurrence within each type which one large grammar would have to

. generate. This has been more fully explained in the second chapter.

The gremmar for complete utterances has been written as three
separate grammars, a grammar for statements with verbs, .a grammer for

statements without verbs, and a grammar for interrogatives. - Originally a

fourth grammar was planned--one for compound sentence ; however, this type

of utterance comprised only 1. 1% of the corpus, and the type frequencies
were too low for statistical analysis. No grammar was written, but further

details of the compound utterances will be given later in this chapter.

21
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A tdtal of six grammars, then, have besn constructed for the eorpus;
the number of phrases involved of each of these and for the compcund

utterances has been summarized in Table 9.

Insert Table 9 about here

The noun-phrase grammar will be presented first and will be used to
illustrate a phrase-structure grammar as well as to demonstrate the details
of the statistical analysis including the assignment of parameters, the
determination of the theoretical probabilities, the maximum-likelihood
function, and the calculation of the chi-square values. ‘This form of
analysis was followed for all grammars, and will not again be reported in

such detail.

Noun-Phrase Grammar

The rewrite rules of the noun-phrase grammar are shown in Table 10.
The complete noun-phrase grammar includes some transformations, but these

will be explained later.

Insert Table 10 about here

The symbols used in Table 10 (and throughout this paper) have the
meanings commonly assigned to them by linguists::
- .. rewrite as
- §% : choose at most one from within
( ): may delete contents
The meanings of the abbreviations may be found in Table 2.(Chapter 11)
Table 11 shows the parameters which have been assigned to the choice
points of the grammar. Throughout this paper variables which must sum to
one have the same name and different subscripts. Thus in the noun-phrase
grammar, A +4 +A5+Ah =1, Bl +Bl = 1, and 321+B22+323 = 1. Capital letters
will be used for parameters because many of the tables are iu computer
output offof Model~-33 teletypes which do not have the more traditional
small Greek ‘letters.

Insert Table 11 about here

The parameters 1nc1dated in Table 11 represent the follow1ng

probabllltles

frmamiace

i A } v sran
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TABLE 10

- Rewrite Rules of the Noun-Phrase Grémmar

NP - P
NP -G
' A
NP - (T) + ({A_'_Af) + N
NP > A+A+A+N

TABLE 11

Rewrite Rules and Parameters
of the Noun-Phrase Grammar -

Rewrite Rules h . Parameters

Within-

Rule-Choice Rule-Choice

Probabilities Probabilities

méf-;_P L o
NP -G | ' A,
NP'—»(T)'+'.(SA")+N' A

A+A’ 3
NP — A+A +A +N A,

beowrd
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;' Al: Probability of choosing the first noun-phrase rule

: A2: Probability of choosing the second noun-phruse rule
A5: Probehility of choosing the thi;d noun-phrase rule

7 Ah: Probability of choosing the fourth noun-phrase rule
Bl,: Probability of choosing ot

- Bl,: Probability of deleting "T"

‘ B2, : . Probability of choosing "A"

- B2,: Probability of choosing "A+A"

_g B25: Probability of deleting either choice

Note that while nine parameters have been indicated for this model,

W only six of the paramefers are free to vary; the remaining three will be
determined because of the three sets of parameters which must sum to one.

K The theoretical probabilities of each string derivable from the grammar

) can now be determined'acéording to the generation rulésj the usage of the

g generation rules is best illustrated by a phrase-markef. For example,

L consider the string,‘(T+A+N). ‘ :

- Phrase~Marker Choice Probabilities

i WP Ay

_ T+AHN Bli, Bal,

The theoretical probability of any grammatical type is the product
~ of the choice probabilities; in this case the theoretical probability is:
i 1) A5-Bll°1321
- Note that for this grammar and all other grammars, the generation ends
| with a non~-terminal vocabulary of words describing parts of speech rather

than a terminal vocabulary of words such as: "the", "girl", "pretty", etc.
I In this way the theoretical probabilities of all strings derivable
B from the grammsr can be determined. These are presented in Table 12.
| Insert Table 12 about here
- As Table 12 shows, nine types of noun phrases are derivable from the
£ model and six free paremeters are used in the theoretical probabilities.
_ ‘ Thus the original model allows two degrees of freedom. . The number of
H degree; of freedom for this grammar and for the following gremmaxs is
sometimes decreased because of low predicted frequencies; whenever the
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Types Deriveble from the Noun-Phrase Grammar
and their Theoretical Probabilities

Type
P

G
N
AN
A+A+N
PN
T+A+ﬁ
T+A+A+HN

A+A+A+N

=

-
W W W W

=
W

i =
W

Theoretical Probability

A

A

+ Bl, * B2

2 3

+ Bl + B2

Bl - 322

4

»

=3
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predicted frequency of a type was less than five, the observed and
predicted frequencies of that type were combined with those o the
following types until the total predicted frequency was greater than five.
One degree of freedom was lost each time one cell was combined with another.
- This will be illustrated when the statistices for the noun-phrase grammar
i are presented.

The parameters were estimated according to the method of maximum~
likelihood. This methcd is easily applicabie as long as the grammar is
unambiguous; that is, as long as each syntactical type can be generated
in only one way. This can be seen to be the case for the noun~-phrase
grammar and for all the remaining grammars with the exception of one
utterance type in the grammar for interrogatives. When more than one

derivation for a given syntactic type is possible, the maximum-likelihood

Foasynm |

method is still workable, but the calculatlons are much more difficult.
. The theoretical probability for & type with more than one derivetion

| En—

onsists of a sum of terms similar to the probability given on line 1,
and this greatly increases the complexity of the likelihood function.

The likelihood function consists of a product of N terms where N is

the mumber of different grammatical types derivable from the grammar.

For the noun phrase grammer N is nine. Each term is the theoretical

[a——

probability of one of the syntactical types raised & the power which is
the number of occurrences of that type. For the fioun phrases the likelihood

function is:

e A o ° s ° o t ° | © ° £ e
2)  (a)) P-(,txz)fGa(.A.3 B, 1323)% (A5 BLyB2 ) A+ (A5oBl - B2,) "htarN
’ ' . f )
(A3°B:.Ll°32”3)ﬁr+N . (ABoB;I-le)%-+A+N +(Ag*BL *B2,) Taradl
(Ah YEhearany

where "£" stands for observed frequency and the type is indicated as a

subscript. . Note that in the case of a grammer which generates an infinite
number of types, the likellhood function is truncated in terms of frequenciles.
i The likelihood function does not reflect any decision about the existence

of a fixed finite number of syntactical types in the corpus; it is only a
g decision relative to frequencies in the corpus.
- The maximum-likelihood estimates were then substituted into the

theoretical probabilities to obtain numerical theoretical probabilities,




and the products of these with the total number of phrases give the

theoretical frequencies. Chi-square values were then computed to determine

the goodness-of-fit of the predicted frequencies to the observed frequencies.

To complete the noun-phrase grammar some obligatory transformations
were necessary. Such transformations are applied after all applicable
generation rules have been used and are used to handle cases in which
under certain conditions exceptions from the generative rules always occur.
For the noun-phrase grammar the obligatory transformations are:

a) If "N is "something”, A+N - N+A.

b) If "A" is "what" or "all", T+A+N. - A+T4N,

c) If "Al" is "what" or "all", T+A, +A +N - A, +T+A 4N,

Transformation (a2) is necessary to transform a phrase like "red
something” (A+N) into "something red” (N+A); transformations (b) and (c)
change phrases like "the all children" (T+A+N) and "a what big ball"
(T+A+A+N) to "all the children” (A+T+N) and "what a big ball" (A+T+A+N).

To generate a string given by a transformation; the string to which
the transformation is applied is derived according to the generative rules.
- Then, if the terminal vocabulary selected for the non-termlnal string
satisfies the assumptions of the transformation, the transformatlon is
automatically applied. This means that for purposes of analysis,
instances of strings which are generated by obligatory transformations
are counted as occurrences of the corresponding strings before the
transformation. - Thus the observed frequency of the grammatical type (A+N)
is the sum of the frequencies of .type (A+N) and type (N+A) where "N" was
chosen to be "something." Obligatory transformations do not effect the
number of parameters or the theoretical probabilitiesa

Optional transformations are also possible, and these do effect

the number of parameters and the theoretical probabilities. The possible

" need for optional transformations is apparent in grammars for complete

sentences; for example, one might want to change "I am coming.”" to "I come."

some of the time, but not always. This choice could be made available by
an optional transformation. Optional transformations require a parameter
for each option, and these parsmeters become terms in the products

representing the theoretical probabilitias, The parameter estimation and
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the remaining statistical aralyses are thel same whether or not optional
transformations are used. Optional transformations were not necessary
for the noun-phrase grammar or for any of the phrase-structure grammars.
The categorial grammar for noun phrases, given in the fourth chapter,
does use an optional transformation.

For the noun-phrase grammar the analysis described above was run on
the individual sections of the corpus--the Ginn pre-primer, the Scott-
Foresman pre-primer, the pre-primers combined, the Ginn primer, the Scott-
Foresman primer, the primers combined, the Ginn (first) reader, the Scott-
Foresmen reader, and the readers combined--as well as on the entire corpus.
This was true of the other grammars whenever the type frequencies were
sufficiently large. Tables 13-16 summarize the results of the noun-
phrase analysis. Table 13 ShOWs.the percent of each section of the .
corpus accounted for by the grammar (that is, the percent of utterances
in the corpus whose syntactical types are derivable from the grammar);

.. Table 14 gives the maximum-likelihood estimates; Table 15 provides a
comparison of the total chi-squares for each section; and Taeble 16 shows
for each sectlon the observed and theoretical frequencies and corresponding
l chi-square contributions of each type. All computations for Tables 14-16
and other tebles of a similar nature were carried out with five decimal
d‘igit s; the resulting values. were roﬁnded off at the time of output to

those shown in the tables.

Insert Tables 13-16 sbout here

The second page of Table 16, the page for the Scott-Foresman pre-primer,
illustratés all of the notation used in this table and in the corresponding
tables for the remaining grammars. The source designated "Expected Fregq.
Less Than 5.0" is the total from'categories which have been combined because
of loir expected -freqﬁencies ;3 it occﬁxjs ‘whenever the expected frequency has
accumulated to 5.0. For the Scott-Foresman pre-primer, the observed and
expected values of this source are the sums of the corresponding vélues
of types (A+A+N) ‘and ‘(T+A_-I-A+_N‘)'; the chi-square is obtained from the total
values. Here two categoi-ies' wefe combined into one, and so one degree
of freedom was lost at this point. A secdnd degree of freedom was lost

because for the last type, (A+A+A+N), the expected frequency was again less
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TABIE 15

Comparison of Total Chi-Squares for Noun-Phrase Grammar

- No. of Phrases Total Degrees
[ Text Accounted For Chi-Square of Freedom
; Ginn Pre-Primer 772 .5 1
' , Scott-Foresman

Pre-Primer 672 2.3 0
Pre-Primers Combined 1hkh 1.3 1
Ginn Primer ' | 1664 52.2 2
: Scott-Foresman Primer 1482 ho.6 1
Primers Combined 3146 95.3 2
) Ginn Reader 3081 8L.5 2
: Scott-Foresman Reader 2651 177.5 2
- Readers Combined 5732 247.6 2
i All Combined 10322 316.8 2
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TABLE 16

' i i- tions, and Total
Observed and Expected Frequencies, Chi-Square Contribu 3 b
Chi-Squares for each Section of the Corpus for Noun-Phrase Gramms:

GINN PRE-PRIMER

OBSERV. EXPECT, CHI**2 SOURCE
230 230,0 «0 P
254 254,0 0 G
76 73.4 ol N
23 24,2 ol A+N
8 9.3 2 A+A+N
121 123,6 ol TN
42 40,8 0 T+A+N
17 15,7 ol TH+A+A+N
1 1,0 A+A+A+N
1 1.0 RESIDUAL
772 772,0 «5 TOTAL

DEGREES OF FREEDOM

SCOTT-FORESMAN PRE-PRIMER

OBSERV. EXPECT. CHI*%2 SOURCE
424 424,0 .0 P
132 132,.0 0 G
33 36.3 w3 N
24 20,0 o8 A+N
4 A7 A+A+N
36 32,7 o3 T+N
!4 1800 09 T+A"f~
5. 4.3 T+A+A Y
9 9.0 .0 EXPECTED FREQ. LESS THAN 5.0
0 .0 A+A+A+N
0 .0 RESIDUAL
672 672,0 2,3 TOTAL
0 DEGREES OF FREEDOM

fmmrinme
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TABIE 16 (continued)

PRE-PRIMERS COMBINED
OBSERV. EXPECT, CHIxx2 SOURCE

654 654,0 0 P
- 386 386.0 0 G
109 110,9 0 N
a7 42,9 o4 A+N
* 12 14,2 o3 A+AHN
{ 157 155,.1 0 T+N
56 60,1 o3 T4+A+N
22 19.8 ‘ 2 T+A+A+N
1 1.0 A+A+A+N
¥ 1 1.0 RESIDUAL
= 1444  1444,0 1.3 TOTAL -
E i DEGREES OF FREEDOM
1
- GINN PRIMER

— | —

| I

 S—1

727
286
86
123
56
227
99
a3
17

°
1664

727.0
286,0
130.8
92,8
41 .4
182,2
129,.2
57.6
17,0

0
1664,0

.0
o0
1

Gl = NGO W
e e 0o 0 0 0

O~N—=O0OMNMRAD>

52,2

w O0BSERV, EXPECT, CHI**2 SOURCE

P

G

N

A+N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TOTAL

DEGREES OF FREEDOM
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TABLE 16 (continued)

SCOTT-FORESMAN FRIMER

OBSERV., EXPECT, CHI**2 SOURCE

184 784,0 0 P
220  220.0 0 G
63 98.2  12.6 N
110 85,5 7.0 A+N
A3 32.3 3.6 A+AHN
153 i17.8 16,5 T+N
78 102.5 5.9 T+A+N
28 38,7 3.0 T+A+A+N
3 3.0 A+A+A+N
3 3.0 RESI DUAL
1482 1482,0  42.6 TOTAL
|  DEGREES OF FREEDOM
PRIMERS COMBINED
OBSERV. EXPECT. CHI**2 SOURCE
511  1511,0 O P
506  506.0 .0 G
149  229.,4 28,2 N
233 177.8  17.1 A+N
99 73,7 8.7 A+A+N
380 299.6 21,6 T+N
177 232.2 13,1 T+A+N
11 96.3 6.6 T+A+AHN
20 20,0 S0 A+A+A+N
0 .0 RESIDUAL
TOTAL

3146

3146,0

95.3

DEGREES OF FREEDOM
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TABIE 16 (continued)

GINN READER
OBSERV., EXPECT. CHI%*2 SOURCE
: 1143 1143,0 0 P
AT3  473,0 .0 G

; 215  297,5 22,9 N
\ 238  185.6 14,8 A+N

: 103 72.9 12,4 A+A+N
556 473,.5 14,4 T+N :

[ 243 295,.4 9.3 T+A+N
86 116,1 7.8 T+A+A+N
24 24,0 o0 A+A+A+N

f
o

o0 RESIDUAL
3081 3081,0 81.5 TOTAL

[

2  DEGREES OF FREEDOM

[

[

SCOTT-FORESMAN READER
O0BSERV, EXPECT, CHI*x*2 SOURCE

997 997.0 0 P

323 323,0 0 G

239 359.2 40,2 N

370 278.1 30.4 A+N

3 97 68,7 11,6 A+A+N
430 309.8 46,6 T+N
148 239,9 35,2 T+A+N

L:.-—.‘:.;J

|

. 31 59,3 13,5 THA+A+N
g 16 16.0 0 AHA+AEN
1 0 -0 RESIDUAL

2651 2651.0 177.5 TOTAL
; | B 2  DEGREES OF PREEDOM




TABLE 16 (continued)

OBSERV,

2140
7196
454

608 -

200
986
391
117

A0

5732

OBSERV.

4305
1688
712
888
31!

- 1523
624
z10
st

10322

READERS COMBINED
CHIx%*2 SOURCE

EXPECT,

2140,0 .0
796,.0 0
659.4 64,0
457.5 49,5
145,2 20,7
780,6 54,0
541,5 41,9
171.8 17.5

40,0 o0
«0
5732.0 247,S
2
ALL, COMBINED

P .
G

N

A+N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TOTAL

DEGREES OF FREEDOM

EXPECT., CHI%*2 SOURCE

4305,0
1638,0
1000,7
677.0
233.3
1234,3
835.0
287,.7
61.0

ol

10322

.0
.0
83.3
65.8
25,9

. 6745

53.3
21,0
N ¢

316.8
2

P

G

N

A+N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TCTAL

DEGREES OF FREEDOM -

e I i

bomeerr}
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than five. The line labeled "Residual" contains types such as (A+A+A+N)

T
11
N e

&

whose individual predicted frequencies were less than 5 and whuse total
predicted frequency was less than 5; that is, the residual contains all
types whose predicted frequencies were less than 5 and which fell below the
last "Expected Freq. Less Than 5.0" line. The residual also contains
round-off errors (causing some negative values) and the values (observed
frequency, predicted frequency, and chi-square contribution) for unlisted
types. Unlisted types are those gerierated by the grammar but not included
separately in the source column. The phrase-structure grammars genérate a
finite number of types and these are all listed so there will never be
unlisted types; the verb-phrase categorial grammar, however, generates
an infinite number of types and the values of those with non-zero
probabilities will be included in the residual. When the expected frequency
of the residual is greater than 5 (possible because of unlisted types),
the chi-square is evaluated and one degree of freedom is added; otonerwise
it is not. Due to the two degrees of freedom lost through collapsing,
the noun-phrase grammar for the Scott-Foresman pre-primer has zero degrees
of freedom. The chi-square for this part of the corpus must be studied
for descriptive purposes only and must not be used to determine significance
levels.

As Table 13 indicates, the noun-phrase grammer accounts for a very
high percent (98.2%) of the noun phrases in the entire corpus, and for a
nearly equivalent percent of each section of the corpus. It does not
generate any types which do not appear in the corpus; in fact, all derivable
types occur at least 60 times in the corpus as a whole.. Thus according
to the criteria of generating all typcs appearing in the corpus, and only
those, this grammar is very good.

The chi-square tables (Tables 15 and 16) indicate the "goodness"
of the grammar with regard tc type frequency. 'In discussions of the chi-
square values the term "comparative chi-square value" will be used to
indicate that any differences in degrees of freedom have been considered
and the effects incorporated into the comparisons. Wnen differences in
degrees of freedom made comparisons difficult, an F-test of significance
was used.. For the noun-phrase grammar the comparative chi-square values

increase significantly form the pre~primers to the primers and from the
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primers to the readers, indicating that with regard to frequency the grammar
is much more representative of the pre-primers than the primers and readers.
For the pre~-primers and primers the comparative chi-squares for the Ginn and

Scott-Foresman books are roughly equivalent, but for the readers the Scott-

- Foresman chi-square is considerably greater. With respect to type frequency,

the grammar is a much better representation of the Ginn reader than the

"Scott-Foresman reader.

With the exception of the pre-primers the comparative chi-square
values are higher for the combined volumes than for either volume separately,
and the comparative chi-square for the total corpus is the largest of all.

This trend indicates the difference in noun-phrase type-frequency patterns

:for the two reading series and for the different sections within each

series. The difference is apparent in the observed frequencies, and is
most obvious in the readers. The Scott-Foresman reader, for example, has
more phrases of type (N) than of any other type containing "N", while in
the Ginn reader phrases of types (A+N), (T+N), and (T+A+N) all have greater
frequencies than phrases of type (w).

Table 16 gives further details regarding the chi-square values. The
first, second, and last noun phrase types, (P), (@), and (A+A+A+N),

contributed nothing to the chi-square value because the theoretical probabilities

of each of these types consisted of only one parameter. For the pre-primers

and the pre-primers combined the comparative chi-square values are consistently

low. TFor the remaining sections consistently high contributers to the
total chi-square are the (N), (A+N), and (T+N) types, with predictions
for type (N) being consistently high and predictions for types .(AHV) and

. (T+N) being consistently low. For the readers individually and combined

the predictions for the (T+A+N) types are high yielding additionally large
chi-square contributions. The table aluo shows that the great difference
in total chi-square between the Ginn and Scott-Foresman readers is caused
by higher contributions for all types in the Scott-Foresman book rather
“than one extremely large contribution from one or a few types.

- Figure 1 shows the fit of the noun-phrase grammar to the entire corpus.
The observed frequencies were arranged in rank order and plotted accordingly;
the predicted frequencies were plotted at the rank of their corresponding

observed value.

Insert Figure 1 about here
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The figure shows an extremely good fit. With the exception of type
(A+N), the predicted rank order is the same as the observed, and thz two

curves are nearly identicel.  However in view of the large number of parameters

which have been used and the small number of degrees of freedom, it is not
surprising that some sort of fit has been obtained. It is hoped that in a

later stage of investigation the number of parameters can be reduced.

Verb-Phrase Grammar

The  verb-phrase grammer including the rewrite rules and four

obligatory transformations is presented in Table 1T7T.

Insert Table 17 about here

The parsmeter notation used for the noun-phrase grammer has been
continued for the verb-phrase grammér and will be used throughout this
chapter. The Ai parameters always denote & rule-choice probebility, and
the Bji parsmeters denote probabilities of choices within a given rule5 In
a column of Bji parameters: the first member indicates the probability of
the first (the top) choice within the parentheses, the second member the
second choice, and so on, and the last member of the column indicates the
probebility of choosing nothing from that set of parentheses. In the verb-
rhrase gremmar, M1, is the probability of choosing "M3", B2, is the
probability of choosing "M3+-", and Bl3 is the probability of deleting both
possibilities. Note that the same parameters were assigned to corresponding
choices for each verb type. There was no a priori reason to think 'lat
modals or negatives would occur a greater proportion of the time with
transitive verbs than with intransitive or copulative verbs. Nine types
are derivable from the verb-phrase grammer and four free parameters are
used; whenever no collapsing of éategories (explained in the noun-phrase
section) is required, the model has threc degrees of freedom.

The verb phrase grammer employs subscripts to denote verb form. When
a modal is used, the verb must be in the infinitive form, and this is
denoted by the obligatory assignment of the subscript, 3, to the modal
and to the verb once a modal has been chosen. If no modal has been chosen,
the subscript, 3 (indicating infinitive form), may not be assigned to the
verb, but the verb may be either singular (i=1) or plural (i=2). In the

utterance grammars subscripts will be assigned to the subjective noun

‘3
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TABLE 17

The Verb-FPhrase Grammar

Rewrite Rules l?arameters
Rule-Choice . Within-Rule~Choice
Probebilities Probgbilities
u, BL
VP M3+' +IVi Al B12
' Bl
3
M, Bl
VP - M5+- +TVi o A2 312
El, .
3
M5 Bll
. VP-|) M_+-L[+CV, AB B12
3 + Bl
3
i = 1 => singular verb form

i = 2 => plural verb form

i = 3 => infinitive #erb form <=> M, occurs

3
Cbligatory transformations:
IV +ing
. 3 3
1. If M5 is a form of "to be", TV’5 - TV3+ing
‘ 3 CV5+ing
oa, If IV, is a form of ™o be" or "to do" and M, is a form of "to be"
- 3 3 3
or "to.do", Mgb=tTV 5 = TV 4=, i#37.
2b. If IV, is "will", "can", "may", "must", "shall", or "could",
Mh-tTVy - IV, +-, i#3.
3. If '.['V5 is a form of "to be" and M3 is a form of "to be" or "to do",
N15+-'|'Tv5 — Tvi"'-’ i¥3 .
If (IV3 is a form of "to be" and M, is a form of "to be" or "to do",

3

M_+-+CV

ATl - OV 4=, 1430,
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phrases and to the verbs sc that subjects and predicates will be forced

to agree in number and person. However no paremeters will be assigned to
the choice of subscripts; that is; types with singular subjects and
predicates will not be distinguished from the corresponding types with
plural subjects and predicates. In a complete grammar this distinction
might be made, but the problem of many types with low frequencies precluded
doing so at this stage.

Because forms of the verb "to be" are avallable choices for "M.",
transformation 1 is required to change phrases like "is go" and "are come"
to "is going" and "are coming". Transformations 2 - 4 were necessary to
change phrases like "am not being” and "do not be" into "am not" and
"30 not". While English usage does permit the untransformed forms (as in

' and "Do not be that way."), the untransformed

"She is not being very nice.'
forms were not used in this corpus. Transformation 2a, involving
intransitive verbs, changes phrases‘'like "does not do" into "does not",
so utterances like "She does not." are derivable from the utterance grammar;
however, transformation 3, involving transitive verbs, does not allow this
transformation, and so utterances like "He does not do his homework."
are also derivable from the utterance grammar.

Wo work with verb tense has been done in this analysis. For the
most part in this corpus past and future tenses are formed through the use
of the auxiliaries "did" and "will". Some use of "ed" endings is made, but
a refinement of the analysis to include tense characteristics at this
point would only serve to confuse the presentation and statistical analysis
of the more imporiant structural characteristics.

Tabies 18 through 21 present the statistical analysis of the verb-
phrase grammar. -On the tables subscripts are éhown in parentheses. It

should be noted that instances of modal plus verb combinations in which

.the modal and verb were necessarily separated (as in interrogatives such as

"May she come out with us?") were included in the frequency counts of the
respective modal plus verb types. Some contractions such as "can't" and
"don't" were used; these were considered to be transformations of the
terminal vocabulary and as such were not distinguished from the corresponding
uncontracted forms. Similarly, in the grammars for complete utterances, the
subject-verb contractions such as "I'11" and the vefb-object contractions

such as™Met?s" were treated as the uncontracted forms.

Insert Tables 18-21 about here
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TABLE 20

Comparison of Total Chi-Squares for the Verb-Phrase Grammar

Text
Ginn Pre-Primer

Scott-Foresman
Pre-Primer

Pre-Primers Combined
Ginn Primer
Scott-Foresman Primer
Primers Combined
Ginn Reader
Scott-Foresman Reader
Readers Combined

All Combined

No. of Phrases
Accounted For

Total Chi-Sguare

Degrees
of Freedom

8ok

657
1551
1391
1182
2573
2012
1832
38l
7968

4.9

b1,k
33:5
34.9
36.9
69.1
2.9
12.9
273
159.1

2

N

= +F W W = W
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TABLE 21

Observed and Exﬁected Frequencies, Chi-Square Contributions, and Total
Chi-Squares for each Section of the Corpus for the Verb-Phrase Grammar

GINN PRE-PRIMER

0BSERV, EXPECT, CHI**2 SOURCE

462 456,5 ol IV
34 40,8 1s1 MEIV
' ! 9.6 ’ .2 M&-+IV
336 340,4 ol TV
38 30,4 1.9 MeTV
4 7.2 1ed4 M=+TV
7 8.1 2 CV
0 o7 M-CV
2 02 M+-+€.V
2 o9 " RESIDUAL
894 894,0 4,9 TOTAL.

2 DEGREES OF FREEDOM

SCOTT-FORESMAN PRE~-PRIMER

O0BSERV. EXPECT. CHI%**2 SOURCE

325 290.5 4.1 1V
30 57.2 12,9 M-IV
17 24,3 2.2 Me=+1IV

187 219.4 4,8 TV
68 43,2 14,2 M+TV
1 3.1 . CV.
3 N m-CV
0 o3 MH-=+CV
4 4,0 RESIDUAL

€57  657.0  41.4 TOTAL
ERIC ) | |- DEGREES OF FREEDOM




TABLE 21 (continued)

OBSERV,

787
64
28

523

106
30

Q

[ XX

1551

OBSERV,

579
75
37

455

131
41
64

3
6

1391

00650

EXPECT.

747,0
98,0
34,0

560,0
73.5
25,5
11.0

1,5
.5

1.9
1551,0

PRE-PRIMERS COMBINED

CHI**2  SOURCE

50— — 0
e 0o 0 e 0 o

NA B &= —

33,5

GINN PRIMER

EXPECT,

545.4
103.8
Al ,7
494,9
94,2
37.9
57,6
11,0
4,4

4,4
1391.0

CHI%*2

34,5

IV
M1V
M"‘o.'.Iv
TV
MTV
Me=+TV
cv
Mm-Cv
M =+CV

‘RESIDUAL

TOTAL
DEGREES OF FREEDOM

SOURCE

Iv
M-IV
Me=+IV
TV
MTV
M -t TV
cv
M+CV
M-=+CV

RESIDUAL
TOTAL
DEGREES OF FREEDOM

R
[’}

Frommsed

) .-k
g2y




TABLE 21 (continued)

0051

SCOTT-FORESMAN PRIMER

CHIk%2

4,0
!

~N D Ot
VOO

36,9

SOURCE

IV
M-IV
Mt=+1V
TV
MTV
M =+TV
cv
M+CV
M =+CV

RESIDUAL
TOTAL
DEGREES OF FREEDOM

PRIMERS COMBINED

OBSERV., EXPECT,
459 418,2
53 69,3
27 51.5
428 467,8
97 77.5
78 57.6
30 3i.0
2 5.1
8 3.8
8 3.8
1182 1182,0
OBSERV. EXPiCT
1038 963.3
128 172.6
64 94.2
883 963.3
228 172,6
119 94,2
94 88,5
5 15,9
14 8.7
0 '.0
2573

2573.0

CHI*x2 SOURCE

Iv
M-IV
M=t+IV

TV

MTV
5 Me=+TV
3 CvV

4 MCV

3 MF~+CV

RESIDUAL
TOTAL
DEGREES OF FREEDOM
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TABLE 21 (continued)

GINN READER
0BSERV. EXPECT, CHI%**2 SOURCE
901 £32,2 5,7 1V
12 175,.9 16,1 M-IV
6! 77.0 3«3 M""""‘IV
585 663,.1 9.2 TV
199 1385 26,4 MTV
79 61.3 5S¢ ME<+TV
60 50,7 1.7 CV
3 10,6 5.4 M-CV
3 4.7 M+-=4CV
3 4,7 RESIDUAL
2012 2012,0 72,9 TOTAL
3 DEGREES OF FREEDOM

SCOTT-FORESMAN READER

OBSERV,

EXPECT.

729,2
99.3
54,5

732.5
99.7
54,7
51.2

7.0
3.8

3.8
1832,0

CHI%x2 SOURCE

e
2.1
2,4

o4

«d

) nes pen
H=~NO

®
L]
®

12,9

Iv
M-IV
M=+1V
v
M-TV
H-=-+TV
cv
"CV
M--+CV

RESIDUAL
Total,

DEGREES OF FREEDOM

gi
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TABLE 21 (continued)

O0BSERV,

1656
206
104

1301
308
141
102

15
11

3844

OBSERV,

3481
398
1S6
2707
642
290
204
23
27

7968

READERS COMBINED

., 00053

EXPECT. CHI**2 SOURCE

DEGREES OF FREEDOM

1564,5 5,4 IV
270,.6 15.4 M+IV
13009 505 M‘+IV
1392, 6 6.0 TV
240,.8 18.7 TV
11605 5.1 M+-+TV
101.9 .0 CV

17.6 A MCV
8.5 o7 M"""‘CV
-.0 " RESIDUAL
3844,0 57.3 TOTAL
4
ALL, COMBINED
EXPECT. CHI**2 SOURCE
3269.0 13,7 1V
543, 6 39,0 M+IV
26204 1608 M-l--+IV
2919.3 15,4 TV
485,5 50,5 M+TV

203.8 .0 CV .
33.9 3.5 M+CV
16.4 6.9 M=+CV
-ol RESIDUAL

7968,0 159.,! TOTAL
4

DEGREES OF FREEDOM
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Table 18 ghows that like the noun-phrase grammar, the verb-phrase
grammar accounts for a very high percent of the verb phrases in the corpus.
The only cases not included were those in which the modal and verb were
separated by an adverb or adjective as in "He was slowly going to Tom."
All types derivable from the grammar appear in the corpus.

Unlike the chi-squares for the noun-phrase grammar, the comparative
_chi—sqﬁares for the verb-phrase grammar show no significant increase from
the pre-primers to the readers (Table 20) 5 in fact the comparative chi-square
for the readers combined is less, though not significantly less, than that
for the primers combined. In addition the Scott-Foresman pre-primer has
a relatively high comparative chi~-square and the Scott~Foresman reader a
relatively low comparative chi-square. Table 21 indicates the reason for
this. In the assigmment of parameters, the assumption was made that the
proportion of modal plus verb and modal plus negative plus verb types
was equivalent for all three kinds of varbs, and this assumption was more
nearly fulfilled by the observed frequencies of the Scott-Foresmen reader
than by those of the Scott-Foresman pre-primer. In fact, as Table 21
indicates, most of the relatively high contributions to the chi-square
values were the result of this assumption.. In all but one instance (the
Ginn pre-primer) the observed proportions of modal plus verb types and
modal plus negative plus verb types are greater for transitive than for
intransitive verbs.

In general the verb-phrase grammar provides a better fit than the
noun-phrase grammar; with the exception of the pre-primers the total
chi-squares are lower and the degrees of freedom are greater. However,
these differences are significant at the .05 level only for the Scott-
-Foresman reader and the readers combined. In both grammers the power of
the chi-sguare tests 1s very large because of the extremely large nuzber of
observations. The chance of being right in rejecting the null hypothesis

is very high.
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Figure 2 corresponds to Figure 1 for noun phrases and, like Figure 1,
indicates an extremely good fitj again, however, the number of degrees of
freedom is small, and some sort of fit would be expected. It should be
noted that Figures 1 and 2 represent the fit for the entire corpus which
had equivalent or larger conparative chi-squares than the individual
sections. Thus similar figures for individual sections of the corpus would
show fits which were as good or better than those indicated by Figures 1
and 2.

Insert Figure 2 about here

Grammar for Verbal Modifiers

The grammar for verbal modifiers is presented in Table 22. Twenty-
nine syntactic types are derivable from the grammar and twenty free parameters
are used; when no collapsing due to low predicted freguencies is needed, the

model has eight degrees of freedom. No transformations were required.

Insert Table 22 about here

Table 23 shows that an extremely high percent of the verbal modifiers
in each section of the corpus is derivable from the grammar, and the
observed frequencies (Table 24) show that all derivable types are found at

least once in the corpus.

Insert Tables 23 and 24 about here

Many types in the individual sections of the corpus had zero or very
low frequencies, and so the chi-square values for these sectiqﬁs were not
meaningful. When the theoretical probability of a type should be zero,
any one of the paiéméters in the product cén be zéro and the remaining
parameters can be given the values which give the best fit to the observed
frequencies of other types. In the individual sections there were enough
types of zero frequency to enable the grammar to give a perfect or nearly
perfect fit. The problem is further indicated by the fact that for
individual sections so much collapsing due to low predicted freguencies
would have been necessary that all individual sections of the corpus with
the exception of the Scott-Foresman reader and the readers combined would
have had negative degrees of freedom. The statistical analysis was completed

only for the entire corpus and is presented in Tables 25 and 26.

Insert Tables 25 and 26 about here
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TABLE 22 : :

The .Grammar for Verbal Modifiers

I
I

Rewrite Rules Parameters

| Rule-Choice Within-Rule-Choice
Probabilities Probabilities
B2
NP Bel
s 1y J+NP ) 2
: VM - (Adv) + J + NP + Ady Ay BL, B2.j
CH+NP Bl, B2,
1 B2
é; E
2 Adv - P
.. A : Adv+AdV B3
§ VM - Adv + Adv+J+NP ' A2 ; B3
i . C+Adv ‘ ' h
_ 335
. 53,
7 Bh]_
: Bl
- Adv 2
N WML+ ( JHNP%) -A3 th
! le
- Y S + (J+NP) Ay,
] B5, -
| (1) | 1
o VM-I <+ (I
| As s,
| B2
‘ NP B2
! _ J*NP _ ‘ :
VM ->NP + Adv A7 B2 3
C+NP B2),
& 1325
..i ,
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TABLE 25

Meximum-likelihcod Estimates for the Entire Corpus
for the Grammar for Verbal Modifiers

Parameter Value
AL 4392
Al2) 25668
AL31 J100
Al 41 <0142
AlS) NARY
AlSY D132
ALT) N7
RIC1 o 1243
R1[2 «2757
R2( 1) «N0AT
R2(2) o063 6
RE{3) 03248
B2(4) N207
B2L5) 2724
BR3[ 1] - 40947
B3[2] 0054
B3(31 .007%
B3[ 4] 0326
B3[5] .007%
R3( 681 «35156
RA(1) 0157
B4(2) « 0352
B4(3) «9491
BRS5(1) .1515
B5iz1 «R4R5
BRA( 1] 2159

R&(21 7541
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TABLE 26
Observed and Expected Frequencies,

Chi-square Contributions, and Total Chi-squere for
the BEntire Corpus for the Grammar for Verbal Modifiers

ORSERV. EXPECT, CHI*%2 SOURCE

1560 1555, 4 o0 J+NP
2 .4 0 HVP+NP
118 113,.4 ol  J+NP+J+NP
€5 69,9 ol JHNP+ADY
33 x7.0 od JENP+LC+NP
1411 1411,0 N ANV
{57 157,0 o0 ADVADY
9 9,Nn o0 - ADVEADY+A DY
13 13,0 o ADVHRADV4 I NP
54 54 ,0 «H  ADTHANY
13 13,0 N ADWL,
485 435,0 A L
1< 12,0 o0 L+JENP
56 5640 N S
10 10,0 o0 S+J+NP
179 17%,.0 0O 1
49 49,0 0 I+l1
62 62,0 o0 J+L
689 75.9 & NP
1 3.4 NP+ADY
-] 5,5 lel  NP+J+HRP
2 1.8 NP+C+ NP
9 5,2 249 EXPECTED FREQ,. LESS THAN 5,0
1 o4 NP+ NP
223 220,7 o0 ADVHJ4NP
1 1.2 ADH J+ NP+ NP
11 16,1 i e6 AD NP4+ J4+NP
9 9,8 ol ADWJ+NP+ADY
9 5.2 2.7 ANDV+J+NP4C4+ NP
] ‘2,0 o L+ADV
KR 2 1.6 RESINDIAL
AKAS 4646 ,0 9,8 TOTAL

5 NDEGREES NF FREEDOM
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The total chi-squaere shown in Tabie 26 is extremely low and indicates
the best fit of the three grammars presented so far. Figure 3 gives a
further indication of the quality of this fit; the observed and predicted

lines are nearly identical showing that the fit is close to perfect.

Insert Figure 3 about here

Grammar for Statements Without Verbs

The grammar for statements without verbs was written for such
utterances as: "Oh, my.", "Hello, Dick!", and "What a pretty dress!"
It is shown in Table 27.

Insert Table 27 about here

Twenty-two syntactic types are derivable from the grammar and 17
paremeters are used; four degrees of freédom are available whenever no
collapsing due to low predicted frequencies is necessary. The same
parauneter, Bll, was assigned to the choice of the vocative whether it
occurred after a verbal modifier, an adjective, or a rejoinder; there was
no a priori reason to think that the proportion of utterances such as
"Over here, Sally." to "Over here.” would be different than the proportion
of utterances such as "Yes, Sally.” to "Yes."” Similarly, the same
parameters, B31 and BBE; were assigned to the first and second repetition
of a sound as to the first and second repetition of a number or the
uttering of a second and third number in a series.

The observed frequencies of the syntactic types for each section of
the corpus are shown in Table 28, and the percent of utterances in each
section of the corpus which were accounted for by the grammar is shown in
Table 29. Again a very high percent of the statements without verbs can be

generated by the grammar, and all derivable expressions occur in the corpus.

Insert Tables 28 and 29 about here

The problem of many zerc or low frequency types discussed in
connection with the verbal-modifier grammar reoccurred for this grammar.
Only the corpus as a whole could meaningfully be analyzed by maximum-likelihood

estimates and chi-squares. This analysis is given in Tables 30 and 31.

Insert Tables 30 and 31 about here
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TABLE 27

The Grammar for Statements without Verbs

Rewrite Rulés Parameters .
Rule-Choice Within-Rule=Choice
Probabilities Probebilities
S 5K ‘ 'y
Bl
S - VM+(K) A
p) Bl
Bl,
S - A+(K) A
3 Bl2
Bl
S - R+(K) A
L Bl2
. : B21
‘C+NP >
S - NP+ G ey % A5 B2,
B
23
( z |\ !
Sz §Z+ZS/ Bg B3,
B
33
B3
X :
S — NER* { yprenER Ay B35
B
53
A B4
: 1
S — M+ & i Ag o
2
B
S - R+{\1;M} A9 ) 5Ll.
S - —+NP | Ay
S -» I+R A

11
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TAELE 30

Maximum-likelihood Estimatces for the Entire Corpus
for the Grammar for Jtatements without Verbs

Parameter Value
All] <2787
Al2] «2438
Al3) 0166
Al 4) «0690
ALS) «1380
AL6) . 1822
ALT) «0166
Al8] 0129
AlS) .0212
Al10] .0120
ACtl] .0092
Blf{1] «5140
B1(2)] «4860
B2{l] .0400
B212] 1267
B2(31] .8333
B3(1) .2546
B3(2) «0926
B3(3] «6528
B4 (1) « 6429
BA(2] «3571
B5(1] . 1828

B5(2) 2174
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TABLE 31

Observed and Expected Frequencies,. Chi-squere Contritutions,
end Total Chi-square for the Entire Corpus for the Grammar
for Statements without Verbs

O8SERV. EXPECT. CHI**2 SOURCE

303 303,0 0 K
129 136,2 o4 VMK
.5 5.0 o0  VMEK4+YM
136 128,.8 4 VM.
19 19,0 o0 NP+UM
i25 125,0 0 WP
13 13.0 20 =+NP
134 129,.2 2 7 '
AY 50.4 0 742
15 18,3 o8 Z+2+42
11 8.7 8 A
7 9.3 «J A¥X
9 9,0 ) VA
7 , 11.8 1.9 NBR
6 4,6 NBR+NBR
5 1.7 NBR+NBR+NBR .
i1 6.3 3.6 EXPECTED FREQ. LESS THAN 5,0
[ €.0 «0 NP+CH+NP
27 36,5 2,5 R
18 18,0 «0 FR+R
10 10,0 «0 I+4R
A8 38,5 2.3 R+4X
5 5.0 «0 R+VM
0 -0 RESIDUAL

1087 1087,0 i3.0 TOTAL
3 DEGREES OF FREEDOM
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The analysis “shows that the grammar for statements without verbs
provides a very good fit, comparsble to that of the verbal modifier grammar.

Figure 4 provides further indicetion of this fit.

Insert Figure 4 about here

The observed frequencies given in Table 28 show some-interesting
differences in the two reading series. The Scott-Foresman series
introduces number words and counting in the pre-primer and continues usage
of this vocabulary in the primer; the Ginn series does not introduce
number words either as adjectives or for use in counting until the reader.
The Ginn series makes much more use of sounds, for example "Zoom, zoom."
and "Mew, mew.", than the Scott-Foresmen series. The Ginn series also

makes more use of noun phrases standing alone.

Grammer for Interrogatives

The grammar for interrogatives is presented in Table 32. The grammar
includes eight rewrite rules and a transformation with seve al parts. The
grammer generates 22 syntactic types and uses 15 parameters; thus, if no
collapsing were necessary, the model would have 6 degrees of freedom. Note
that parameters B2, and B2 were used for a choice of "K" or "VM" whether
the choice occurred at the end of an interrogative which was an inversion

of a statement or an interrogative whic used an interrogative pronoun.

Insert Table 32 about here

Subscripts are used to insure that the noun in the subjective position
and the verb agree in number and person; & third subscript is attached
to each noun-phrase entry to indicate the required case (subjective
or objective) of :ine noun. Of'course, the person and case subscripts
effect a chenge in terminal vocabulary only in case the noun phrase is

a pronoun. Number and person subscripts have Leen attached to the noun

"Mphxases_ih.the objective positions even though there is no verb with

which they must agree. This was to avoid confusion in subseript order,

and to correspond to the notation in the final grammar for statements with
verbs. In that gremmar such subscripts are necessary in the transformetions.
In the tables showing the statistical analysis of this grammar, only the

case subscripts have been indicated; these are necessary to clarify the
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TABLE 32
The Grammar for Interrogatives
Parameters
Rewrite Rules )
Rule-Choice Within-Rule-Cholce
Inversions of Statements: Probabilities - Probabilities
N e BB
\
QM HP, 44t (ve o, £gj {VM,\__. A Bl, B
Bl B2
3 3
Q - M, 4P, +vp+o+vp+f kzz, A B3,
: 5,1 sds 2 B3,
2
Q -»Mi"_,H\TPi 3,1 +VP3+N'Pk’£’ NPm,n,1+VPm,n A3
Q- Mi J 1,3, l+VP +A+K Al;
Use of Interrogative Pronoun, Adverb, or Adjective:
Bhl
Q- IP ,3,1 +(0+VP )+ A? B!+2
B2
(x A 1
Q- IRy 5 oMy g 0,17 P3H (e 6 o
bz 2]
3
{NPk £ 2} %1
'y
Q — IADV+M1 .'j ,.'j 1 W™ A7 352
353
Q - IADJ+NPk’ £,2+Mi,J+NPi,J,1+VP3 A8

in NPi,;j,k: i

1,2 = number

1,2,3 = person
1,2 = case

in VPi,J: i = number

J =1,2,3 = person

VP3=> infinitive form (verbs lacking infinitive form may not be used)

Obligatory Transformations:

If M, 3 is a form of "to be" or "to do", and VP3 is "be", then:
H
a. Mi,j+NPi,J l+VP +(NP. 25 2)+ ({VM))"VP 1,5 NP, 3, l+( y; 1)4.({ }\
. » o +NP
b MU+NP133: +VP +NP l: m,n, +VPms —)VP J :js k:£31+ m,n,l+VPm,n
Ce MU+NP1’ 3,1 +VP3+A+K —)VPi J 1,3, l+A+K .
a. IR +VP, +({§M3)-> IR +VE ' +({ K Q
2™y, 4" NPy 5,1 1,3" ,J,l ™
e TIADVAM, (4NBy . 4VELH(NR , o)+(VM) — TADVAVR, WPy o HBy 4 o )+(VH)

f.. IADJ'+NP:k P, = IADJ+NPk’ 3 liNP +NP,

£,2M4, 5 5,173 1,5"%1,3,1

oy
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type involved, but the other subscrirts should be apparent as they are

v

68

specifically dictated by the grammar.

The transformetions were necessary for sentences involving the verb
"to be". They change such sentences as "Is that be (being) the book I
wanted? and "Why are you be (being) the one in the corner?™ to "Is that
the book I wanted ?"' and "Why are you the one in the corner?'

Note that transformation (a) mekes it possible to derive interrogatives
involving the verb "to be" with no modal in two ways. Such statements (for
example, "Is she here?") can be derived from the first rewrite rule either
i,j" to be "is" and deleting the first set of choices, or by
choosing "M, ." to be "is" and "VP," to be "be" in which case the

i, 3

transformation would produce the desired form. For purposes of analysis

by choosing "M

it was assumed that the direct route would be taken. This seemed a logical
assumption since the transformetion is mainly a safety device in case "to be'"
verbs are accldently chosen for both the modal and the main verb.

Like the previous two grammars, a large number of zero and low
frequencies for the individual sections made separate analyses meaningless.
Table 33 shows the observed frequencies for the individual sections, Table
3l shows the percent of each section of the corpus accounted for by the
grammar, and Tables 35 and 36 show the chi-square analysis for the corpus

as g waole.

Insert Tables 33-36 sbout here

This grammar accounted for a smalle:r percent of the interrogatives
in the corpus than the previous grammars did for their respective parts of
the corpus. The interrogatives were fewer in number and much more
irregular than the other types which have beenvanalYZed.- The interrogative
grammar generates one type, (Mi,j+NPi,j,l+K)’ which is notlin the corpus.
An example of a sentence of this type is "May I, Mother?" which is hot an
unusual English sentence. This type is derivable from the first rewrite rule
from which "May I?" and'May I go, Mother?" can also be derived. Interrogatives
of these latter types are found in the corpus, and so the type
(Mi,j+NPi,j,1+K) seemed to be within the framework of the implieq grammax .
To have constructed the grammar so that that type was not derivable. would

have required a much more complicated grammar and more parameters.

brimime ey mem ey
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TABLE 35

Maximum~likelihood Estimates for the Entire Corpus
- for the Grammar for Interrogatives

Parameter Value
- ATl 4662
Al21 0356
: AL3) 0427
- AL4) 0107
ALS) 0427
ALS) 2420
ALT7) .1423
ALS) 0178
BIl1) 2824
BI1[21] 5725
BIt3) 1250
- B2[1) 0704
B2(2) .4070
B2(3) +5226
i B3(1) .3000
; B3t21) .7000
- BA[l) +2500
BA(2) 1500
B5(1) .1500
B5(21 +2500
! BSL3) .6000
u
i
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TABIE 36 | "

Observed and Expected Frequencies, Chi-square
Contributions, and Total Chi-square for the Entire Corpus
for the Grammar for Interrogatives

OBSERV, EXPECT, CHI*%2 SOURCE

3 9.9 4,8 MNP(1)

7 19,3 7.9 MNP(1)+VP

4 39,2 o2 MNP (1)+VP+NP(2)

0 1.3 MNP (1) 4K

2 MNP (1)4+VP+K

8 M+ NP (1)+VP+NP (2)4K

.4

o8 MHNP(1)4VM

ol MENPC1)+VP+VM
0

N
W
[

M+ NP (1)+VP+NP (2)+VM

M+ NP (1)+VP+0+VP+NP (2)
5 EXPECTED FREQ, LESS THAN 5.0

6

3

7

1

5

0

9

0 «0 MNP (1)+VP+04VP+VM
0 «0  MENP (1)+VP+NP(2)+NP(1)+VP
0 M+ NP (1) +VP+A+K

0 o0 IPC(1)4+VP+VM

0 IP (1)+VP+0+VP+VM
0
5
8
7
0
0
0
0
8
0

N

0 EXPECTED FREQ., LESS THAN 5.0

Te6 IP(2)+M-NP(1)+VP
IP(2)+M-NP (1)+VP+K
8.9 IP(2)+M-NP(1)+VP+WM
«0 IADV+M+NP(12+VP
o0 IADVHMHNP(1)+VP+NP(2)
oG IADVHM+NP (i)+VP+VM
0 IADJ+NP(2)+M+NP(1)+VP

\R

[

NN
S VOADNDBUY O NWOUWN O MOV N

0N =
b WVOADNLHLINDN OO0 LWOW

RESJ DUAL
52,3 TOTAL |
2  DEGREFS OF FREEDOM

281 egl,
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Regarding the inclusion of unobserved types, it should be noted that
in a probabilistic grammar the eriterion of a grammar not generating
utterances not found in the corpus is not as important as the criterion
that the protabilities of such utterances be low. If the theoretical grammar
includes but is not identical to the grammar (the actual grammatical types)
of the corpus, a good drobabilistic fit could be ootained, and there isg
no real need, once a probabilistic viewpoint is adopted for the two grammars
to be identical. TFor the interrogative grammar the probability of the
unobserved type is .005 which is sufficiently low.

The total chi-square shown in Teble 36 indicates that this grammar
is not as good as the verbal-modifier grammer or the statements-without-verbs
grammar, but is better than the noun-phrase grammar which had a larger
comparative chi-square and the same number of degrees of freedom. It is
not significantly different from the verb-phrase grammar. Figure 5, however,
shows that in terms of rank order the fit of this grammar is not as good

as any of the previous grammers.

Insert Figure 5 about here

Compound Statements

A compound statement was defined to be any pair of statements
derivable from the grammar for statements with verbs (next section) and
connected by one of the words: "and", "but”, or "so". ("Or" was not
used as a conjunction in this corpus.) This definition includes such
statements as "Jane ran home, but Spot did not go with her.", and "I want
to stay here, and maybe I can.” Imperatives such as "Run and help Mother."
were considered simple statements with compound predicates; these, are
derivable from the grammar for statements with verbs and as such are not
compound statements. Under the stated definition, the statement "Run and
help Mother and take Spot with you."” would have to be considered a compound
statement, but such combinations did not occur.

The entire corpus contained only 86 compound statements, a total of
l.l% of the utterances. The syntactic tyyres ranged in frequency from one
to eight, the average teing sbout four. The types were so dissimilar that
any grammar would have been little more than a 1list of observed types;

in addition, the low fTrequencies would have made any statistical analysis,
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including one for the corpus as e whole, invalld. A grammar consisting

of the statement with verb grammar with the option to connect any two
generated types by "and", "but", or "so" would have generated far more types
than were contained in the corpus; while the probabilities of the

observed types would have been low, the probabilities of the observed types
would also have been low (due to the low observed frequencieés), and the
result would be a very poor fit. Thus, it was decided that no grammar

would be written for compound statements.

Grammar for Statements with Verbs

As would be expected this grammar is the most complicated; it
generates 131 utterance types end uses 43 paremeters. This would allow 87
degrees of freedom if no collapsing due to low predicted frequencies were
necessery. The grammar is presented in Table 37; it contains 24 rewrite

rules and five obligatory transformations.

Insert Table 37 about here

The rawrite rules for the statement grammar have been divided into
three categories for reading convenience: 1) statements with simple subJjects
and predicates and without embedding, 2) sta.temenfs with compound subjects
or compound predicates and without embedding, and 3) statements with embedding.
The rules for embedding generate three basic utterance types: embedded
statements without adverbial or subordinate connectives such as "I can
help mother do this.” (rules 14-16), statements with infinitive phrases
such as "I 2an help mother to do this." (rules 17-22), and statements with
subordinate conjunctions such as "He did not know thet Sally was reeady."
and "Tom did not know how to dence.” (rules 23 and 24).

Subscripts have been used as they were in the grammar for interrogatives
to insure that subjective nouns and verbs agree in number and person, and to
indicate the case of nouns. For this grammar number and person subscripte
attached to noun phrases in the objective case were needed for transformation
4 as well as to avoid confusion of subscript meaning. ‘

Any choices which involved the same subphrases and occurred in
relatively the same position in different rewrite rules were assigned the

same parameters. For example, whenever the choice "(VM)" occurred after
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TABLE 37

The Grammar for Statements with Verbs

Rewrite Rules ' ' Parameters
Rule~Choice Within-Rule-Choice
Probabilities . Probagbilities

I. Statements with single subject, single
" predicate, and no embedding:

/ N Bll B21
c\ K .
1. 8 "’({VM3.-+ 1,3,0701, 3", £,2 ({VMU A | ziz | 222
3
'/R' 1331
2. 8 -»,’%05 By y VB +H(W)+(K) , B B4y B5
Al P29 _ : B3, B, B35,
B3),
i %, o1
. .
3. s-»(vm)+v1> kezkm}) Ay 1 B,
By pp
ho 8 = (VM)4VE, +(VM+(K) A B, B4, B5
s b %, B, BS,
5. S -»m:i’ ;1 1Y%y J+VMi-NI.’k’.£’2 | A5
6. S >N, 1*VM+VP1;1VM A
T7.. S --»c+v1~4-|-1\11>i .3, lvr 1,9 | A7 2,
. B9
8. SoNp 1,9,147E ’J+(VM)+A+ ({VM)) A, 39: zz
) 3
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TABIE 37 (continued)

II. Statements with compound subjects: or
compound predicates:

- /(& A
10. 8 VP, 404V, , +(NP, e, d 2)+\{VM§/ 8
11. S - NP, , +VP, +C+VP, .+(NP, , .)+(VM) Aq

i,d,1 i,J i,J k, 4,2
' A
12. s-+(VM)+NPi’J’1+c+NPk’é- +VE, L+( n;n, 2)+(VM) 10
' : . A
13. S — (VM)+(NP Py 4, 1)"“’1, J+NPk, 1’2+c.+mrm’n,2+(vm) 11
where j =2 if NP, . ., is deleted
_ i,J,1
III. Statements with embedding:
. .. +VP_+ 3
4. s ->(VM)+(NP1,J’1)+VP:L,J+NP L (v) A
where =2 if WP, . ., is deleted
) i,j,1
15. S > (m= 1,9, l)+v1> i,5" k 4,2 +VP3+1\TIm n, 2+(VM) A
where j = 2 if NP, . is deleted - :
: ‘ 1’3’
J ) 0+VP, ,
16. S - (NP, )4VP, 4. k’ 2 L 4 NP + VB n*\| vM A17
: 1,3,1 i,J ,£>2,j myn,l ’
vhere j = 2 if NP 1,3, i is deleted
. ’ .
17. S = (VM)+NP, , .+VP, ,+O0+VP_+(NP | )+ () 18
) ' i,J,1 i, 3 knesz :

8 . NPm n, 2 . A

1 . S 3y
- NP 1,4, 1+VP J+NP1 /, +O+VP3+ NPm +(VM) 19
n, 2

19. S - NP, Ao

9 - i,3,1 +C+NP ks £y1 +VP L+O+VP3+VM ‘
20. S — NP Aoy

. - ‘1’3’1+VP1’J+VM+O+VP3
21, S - NP, , ,+VP > Axo
= NEy,3,17VEy gt OHVESHE, 4 o+VPs
Q . ' '
Ay

ERIC2: 8 = WP, ;) 4VE; SAs04VRH (VM)

B6

& &

&8

B2
1
BTy B2,
BTy B2,
B7; By
Bl, By
BT, B
BT, Bh,
381 BLLl
B, By
381 B1+1
B8, By
B3, B4y
}382 BLL2
Bll
1
B10 B,
B10,
2 Bl
BTy Bhy
BT, B,
B12
1
B12, ' Bl’l
B12, By

RF;FF;



f g 8 190082

TABIE 37 (continued)

. . ! .Y
23. 8 - NPl’J’.1+VP1’J+CON+O+VP3 23
Bl3l
| 4 sHNB g o) +(VM)4CONHIR, By B3,
2_°S"NP131 k, 2,2/ T\ n,1* Boy BT, B:
: . 2 2 B3,
é VP
i m,n
| {VP +VM}
m,n
’ in NPi,;j,k =1 = 1,2 = number
i j = 1,2,3 = person
k = 1,2 = case
in VP, ., =i = 1,2 = number
i,J
j =1,2,3 = person

VP3 => infinitive form (verbs lacking infinitive form
may not be used) .

R I T ST o e v

e R TR ST AT IS T A

Obligatory transformations:

1. If "VM" is en adverbislphrase of location or direction (for example: here,
up, away, then up, off to the store) ) or if "VM" is one of these descrlptlons'
"hippity-hop", "faster end faster", "swich", "swish, swish", "hop, hop",
"splash, splash", "left foot first" "right foot first", a.nd if "VP.
is a form of "to be" or one of these verbs of locomotion: 14
"walk", "jump", "go", "run", "come", "roll", "buzz", and if N’Pi ,1 # P, then

- (C)+VM+NP +VP, .+ess C)+VM+VP, .+NP., ., -+.0e
( ) 1i,3,1 i,J- _)( ) i,J i,J,1

2. If "WM" is "so" and "VP:‘. " is a form of "to be" or "to do", or is: "

1"
can",

H
"could", "may", "will", "shall", or "must", then

VP
VM+1‘IP"jl 13-)VM+ i,NP,jl
3. If "VPi J" is a form of "to be", then
“‘+VP1’J+mk’Z’2+.... '-) “‘+vPi J+NP £’ +..‘
4y, 1If "I‘IPi 3, l" is "what + N'P" , then
.‘.+M ’J l vP ’j’ 12-’-“‘ '-) .“+mk’i’ +m ,j l+VP J+...

5. If "VZE’1 " is a form of: "to wish", "to think", "to say", "to guess", or
"o know" , then V

.oo"'NP

131+VP

J+NPk-’£’2+VP3+... - ""'"N.Pi,;j,l_""vpi,;j""mk,i, +VP ,l+"'
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the main verb (rules 2, 4, 11, 12, 13, 1k, 15, 17, 18, 22, and 24), the
parameters Bhl (probability of accepting) and th (provability of deleting)

o i

were assigned; whenever the choice "(VM)" occurred before the main verb
(rules 3, 4, 12, 13, 14, and 17), the parameters B6l (probebility of
accepting) and B62 (probability of deleting) were assigned. Parameter

o

notation in Teble 37 1s the same as has been used previously; if two 6f

. more sets of parameters which sum to one. are necessary for the s=ame rule,

o

the first vertical column of within-choice parameters contains probabilities

for the first (left-most) set of choices in the rule, the second column

contains probablilities for the second set of choices, etc.

In certain instances inversions of the form specified by the rules

=

!

regularly occurred. For example "Here comes Sally.” was used instead of

"Here Sally comes.", and "Away ran Dick." was used instead of "Away Dick

L ran." The first transformation specifies exactly when these inversions

occur; the adverbial phrase is usually one of locatilon or direction

("here", "up", "off to the store"), the verb is a form of "to be" or a
verb of locomotion ("run", "come"), and the noun phrase is something other

than a pronoun. The structure "Here he comes." is always used rather than

[

"Here comes he." The second transformation handlies a second. type of

inversion; it changes expressions like "So I can.” into "So can I."

- The third transformetion changes the noun i.» the objective case
{? following a form of "to be" into the subjective case; for example, it would
I change "That is him.” into "That is he." The fourth transformation would

chenge an utterance like "That is what a pretty dress." into "What a pretty
. dress that is." Note that a noun phrase of the form "what + NP" was
derivable from the noun-phrase grammar by deriving (T+A+,..+N), choosing
the first "A" to be "what", and applying an obligatory transformaetion. The
last transformation changes the verb of an embedded utterance following
a verb of thought or observation from the infinitive form to a form which
agrees in number and person with the subject of the embedded clause. For
example, it would change "I think he want to come." into "I think he wants

to come.”




o AR, SO

e QAT N
e P PR

00084

The statistics for this grammar are presentét in Tables 38 through

80

k2, The recurring problem of zero and Low frequency types made a chi-sgquare
anglysis for the Ginn Pre-primer and the Scott-Foresma.n pre-primer invalid,

but &1l other sections of the corpus including the pre-primers combined were
enalyzed. The observed frequencies for the Ginn and Scott-Foresman pre-primers

are given in Teble 38.

Insert Tables 38-42 about here

The grammar accounts for 85.5% of all statements with verbs in the
corpus as a whole. In each of the three major sections (the pre-primers, '
the primers, and the readers) a greeter precent of the Ginn ﬁtterances
than the Scott-Foresman utterances were derivable from the grammar. The
Scot-Foresman books contain & greater variety of utterance types and
display more irregularity of syntactic pattern than the Ginn books.

This grammar generated some types which did not appear in the corpus
as can be seen from the observed frequencies for the entire corpus in Table
42, However the probabilities of such types are low (the largest is .003)
and, as has been explained previously, from a probabilistic viewpoint this
is completely acceptable.

The degrees of freedom available for each section of the corpus were
sufficiently different to require F-tests for purposes of comparison.

These tests showed no significant difference in fit among sections with

the exception of the pre-primers combined which had a significantly poorer
fit. The pre-primers combined had a large number of zero or low frequency
types and very few degrees of freedom. There is no significant difference
between the fit of the grammer to the Ginn series and the fit to the
Scott-Foresman series, so the greater syntactic variety in the Scott-Foresman
séries implied by the comparative percents derivable from the grammar is due
mé.inly to low frequency types not accounted for by the grammar.

The similarity of high frequency syntactic patterns in the two
series is indicated in Table 43 which shows the ten highest frequency

“types of each section of each series.

Insert Table 43 about here
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[ B | : TABLE 38

Observed Frequencies of Types of Statements with Verbs
" in Sections not Included in the Analysis

& - TYPE 6T N S =F

. °RE-PRIMFR PR E<PR IMER
g 4P (] )4 YO+ YO (D) 15 50
NP (] )+ P+ NP(2)+K 3 1
NP (] )+ P+ NP(2Y4+ UM 2n 248
| C+ VP (1)+ YO+ 4P(2) n 5
. 04 NP (1 )+ YP+ NP(2) +K n 0
L - C+AP(1)+VP+AP(2)+YN 0 3
‘ UM NP L)+ UP+ NP (2) o n
UMK NP (1 )+ YP+ NP (2)+X n n
| UMM APC 1)+ VP# NP (2 )+ UM 0 0
VP 1)+ WP 14 20
X VP (1 )+ UP+ VM 44 3l
| NP1+ UPHK 1 0
y NP QL)+ VP VMK P 0
R R+ WP 1)+ VP 0 0
. R+ \P (1 )+ UP+UM -0 0
R+ AP (1 )+ VP+K 0 0
E_ ~ R+ NP (1)+ VP+V+K 0 n
C+ VP (1)+ VP 0 0
Q C+ NP (1)+ VP+K 0 0
) " C# NP (1 )+ WP+ VWK 0 0
iz Vi NPCL)+ VP a) 21
i UM NPC 1)+ YR+ VM 14 8
UM+ NPC 1)+ YP+K 'y !
! UM NRC 1)+ UP+ UMK 0 0
0 VP4 NP(2) - 82 18
" UP+NP(2) +K 22 0
L VP+ NP () + 1M 13 2
~ UME UP+ NP (2) 0 0
l VM UP+ NP (2 )+ K 0 n
UM+ YD+ NP (2)+ UM o 0
oy . 5 Q
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TABIE 38 (continued)

Type -

Yo+ YM
P+ VM- X
Y+ P+ UMK

- UP4+K

VY VP+X
VM VP

- VUM UP+ UM

NP 1)+ VP+UME NP (2)

NP (1 )+ UM+ VP+ UM
C+VM+NP(1)+VP

- VP4+C+VP

VP+C+VUP+ NP (2)

YP4C 4+ YP+ UM

YP+C+ UP+K

YP4C+ VP+ NP (2 )+ UM
YP4+C+ P+ NP (2 )+K-

NP (1 )+ VP+C+ P

NP (1 )+ P+C+VUP+ P (2)

VP (1 )+ VP+C+ VP+ VM

NP (1 )+ VP+C+ YP+ NP (2.)+ M

NP (1)+C+¥P(1)+ VP

NP (1 )+C+ NP (1 )+ VP+NP(2)
NP (1 )+C+ NP (1 )+ VP+NP(2)+ VM
NP(1)+C+ NP (1 )+ VP+ YN

Vit NP (1) +C+NP( 1)+ VP

VM APC1)+C+NPC 1)+ VP+ P (2)
VM NPC 1) +C+ NPC 1) +VP+ NP (2)+ UM
VM NPC1)+C+ NP (1) +VP+ VM

VP+ NP (2)4+C+ NP (2)
VP+ NP (2)+C+NP(2)+ VM
NP (1 )+ VP+NP(2) +C+NP(2)

' ‘lP(l)+VP+MP(2)+¢+‘JP(2)+W

VI UP+ NP (2)+C+ NP (2)

- UM VP4 AP (2 )+C+ NP (2)+ VM

\IM+ NP ( 1)+ VP+ NP (2 )+C+ NP (2)
VI NP ( 13+ VP+NP (2 )+C+ NP (2)+ VM

00086

Ginn

Pre-Primer Pre-Primer

24
59
0
.83

0
0
0

5N
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DO =2 N—nn

—20

DD D —

OD00 OwWodO—

27

=00 O

8-F

58
35
1

N = D
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oo0MN
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TABIE 38 (coatinued)

- : - , Ginn | S-F
: Type : , Pre-Primer Pre-Primer

NP (] )+ P+A

NP (1 )+ P+ A

§ AP (] )+ P+A+K o
NP (1 )+ YP+ UM A+K

D2—ONn

] : NP (1 )4+ VP+ 0+ UM

U NP (1 )+ P+ UM 44 UM
o4 Y- A+ K o

i YO (] )4+ YP+ALN+YP

NP (1 )+ VP+A404+ P+ UM o 0
UP+ NP (2)+YP | 16
YP4 NP (2)+ P+ UM a
NP (] )+ VP+N2(2)+YP 0

209090
—_-N—0 23322 02OV

| -

NP (1)+ V2+NP(2) + VP+ Ui
VM VP+ \P (2)+ VP
Vil VP+ NP (2)+ VP+ UM

|

OO
o R

R

Vit NP (1) + VP+ NP (2 )+ VP

: VM NPT +YP+ NP (2 )+ YP+ UM
- YP+ AP (2)+ VP+NP(2)
VP+NP(2)+ VP+ NP (2)+ VM
NP (1)+VP+ \NP(2)+YP+ VP (2)

—22&»D o

| —

P (1 )4+ UP+ NP (2)+UP+ \P (2 )+ UM
VP4 NP (2) + P (1) + VP

UP+ NP (2)+ NP ( 1)+ P+ VN

P+ YD(2)+ NP 1)+ P+ 0+ VP

D= D

SEE—Y

e Lo N D20DMDO o

NP (] )+ VP+NP(2)+NP( 1)+ VP

- . NP+ VP+NP(2)+NF (1) +VP+ M
NP 1)+ VP+NP(2)+ NP (1) +VP+ 2+ VP
VP+RP(2)+NP(1)+ VP

et

IR

VP+RP(2)+¥P(1)+VP+YM
VP+RP(2)+ NP(1)+VP+ 0+ VP

NP (1)+ UPHRP(2)+NP({)+ VP

B ‘ NP(1)+ VP+RP(2)+NP(1)+VP+ M

DDOD OD—n

et

{ NP (1 )4 WP+RP(2)+ NP( 13+ VP+0+ VP
! NP (1 )4+ UP+0+ VP
NP (1 )+ VP+0+VP+ NP (2)

o iR e e b e T

NP (1 )4 VP+0+UP+ NP (2 )+ WM

D0V OO DO, "DID2DONAN

—_RNO
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v TABIE 38 (contined)

Ginn

00088

S-F

_ Ty-pe Fre-Primer Pre-Primer

NP (i )+ VP+0+VP+ VY 12
UM+ NPCL) +VP+ 0+ VP

VMNP (1) + UP+ 0+ VP+NP(2)
UM NP (L) + UP+ 04 VP+NP(2) +UN

- VMNP (L) + VP OF VP+ UM
NP (1)+ WP+ NP(2)+0+VP
NP (1)+ VP+NP(2)+0+VP+ NP (2)
NP (1)+VP+ NP(2)+0+VP+ NP (2)+ VP

NP (1 )+ VP+NP(2)+0+VP+ VM :

NP (1 )+ YP+ NP(2)+0+VP+ NP (2)+ VM

NP (1)+ VP4 NP(2)+ 0+ VP& NP (2)+ VP+V“'1
NP(1)+C+ NP (1)+ VP+0+VP+ VM ‘

NP 1)+ VP+ VM O+ VP

N® (1)+VP+0+VP+ NP (2)+ VP
NP (1 )+ VP+C ON+0+VP

NP (1)+ VP+CON+NP( 1)

O DD

NP C1)+YP+CON+NP (1) +UP
NP (1 )+ VP+CON+ NP C 1)+ VR4 UM
NP (1 )+ VP+ NP(2)+C 0N+ NP( 1)

NP C1)+VP+NP(2)+CON+NP( 1) +VP

D200 D

NP (1 )+ UP+NP(2) +CON+NP( 1 )+ VP+ UM
NP (1 )+ VP+UMECO W NP (1)
NP (1 )+ VP+ VI-CO N+ NP (1 )+ VP

NP CL)+VUP+VUM-CO N+ NP (1 )+ VP+UH 0
NP C1 )+ UP+NP(2)+ UMECO N NP (1)

NP (1)+ VP+NP(2)+VMH-CON+NP(1 )+ VP
NP (1)+VP+NP(2)+VM-CO N+ NP (1 )+ UP+UM

2000 0O0—~0O0 00O

0090

0
0
0

Dn— 0O OO —-3

200 W

2000

OO0 (oo o Ne ]

200 O
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? TABLE 40

Maximum-Likelihood Estimate’s for Sections éf the Corpus
Included in the Analysis for the Grammar for Statements
with Verbs '

Pre-Primers Ginn S-F  Primers Gimn S-F  Readers ~ All
Parameter Combined Primer Primer Combined Reader Reader Combined Combined

; A[1] .1875 2735 .2579  .2670 .2913 .2778 - .2862 .2582
: A[2]) .1884 .272F L2453 2611 3562 W3102 L3389 .2808
| A[3] .1082 L0291  .0425 L0347 L0216 .0240 .0225 045k
! A[4) L2743 L1637 L1541 L1597 1110 .0802  :.0995 - .15Th

! A[5] .0000 .0000 .0000  .00OO  .0029 .0108  .0059 .0027
} A[6] .0000 .0011 .c0l6  .0013 L0022  .0024k  .0023 .0015
! A[7) .0009 L0011  .0000  .0007 L0043  .0012  .0032 .0019
§ A[8) .0821° .0191  .0157  .0177 .0151 .0072  .0122 0294
f A[9] .0028 ©.0135 .0126 .0131 .0115 .0132  .0122 .0104
: A[10] .0103 .0213  .0330  .0262 L0231 .0395  ..0293 L02k1
; Af11] .0196 L0045  .OLk2 .0085 .0130 .0l08 .0122 .0127
} A[12 .008% .0392 .03k .0360 .0260 .0251  .0257 .0251
i A[13 .0000 .0000 .0000  .0000 L0029 .0012  .0023 .0010
1 A1 .0000 .0123  .003L .0085 L0036 .0024  .0032 L0041
; A[15 .0280 031 .0236 .0281 L0187 .0311  .0234 .0259
i A[16 .0084 .0078  .olk2 .0105 .0115 .0251  .0167 . .0129
i Al17 .0196 .031% .0283  .0301 .0130 .0108 ~  .0122 0195
i A8 0504 .0617 .0865  .0T20  .OM33 .0826  .0581 . .0608
A[19 .0112 .0135 .0267  .0190 L0079 .0216  .0131 L0145
£ Af[20 .0000 .0000  .000C .0000 .0000 .0060 - .0023 .0010

| Al21 .0000 .0000 .0000  .0000 L0036 .0000  .0023 .0010
aAf22 .0000 L0034  .O04T .0039 .0022 .0000  .001% = .0039
' A[23 -0000 .0000 .0000 .0000  .003% .0000 ' .0023 ~ .0010
i Af24 .000¢ L0000 L0047  .0020  .0l15 .0168  .0135 .0068
i B1[1] 08 - .0123 0427  .0245  .0668 .1078  .0818 .0570
Bf2] .0000 0533 .1159  .078%  .1436 .1595 .1ho% .1020

B1[3] .9552 :93% 8415 .8971 .789%  .7328 .7689 .8410

Bf1] .0845 .0280 .0588  .obo5  .0285 .0GBL  .0429 .0521
Bf2] .1739 .2609 .3620 .3020 L3S .hos0 .3883 .3098
B[3] Th1s U2 5792 L6575 59T .5269 L5688 6381

B3[1] .0000 L0000 .05T7 .0226 L0061  .0347 . .0159 .0155
B3[2] .0149 .0905 .0321 L0677 L0931  .O425 L0757 0643
B3[ 3] 1307 .3621  .3590 .3609 370k L4363 +3931 .38%2
B3[4] .5545 5473 L5513 .5489 530k .4865 .5153 .5310
Bi[1] .5000 57136 .6336 .5989 L6887 .6503 .6739 6126
B[ 2] 5000 o6k 366k 4011 L3113 L3497 .3261 L3874

B5[1] .3891 .1825 .1968  .1882 A2 L0828 L1037 .1964
Bs[2] .6109 .8175  .8031 .8118 .8858 .9172 - .8963 .8036

Pe[1] 0114 L0612 1422 L0974 1219 .2277 L1654 .0922
B[2] .5886 .9389 .8578 .9026 8781 .7723 .8346 .9078
B7[1] Ny ] 4078 4330 4200 L4069 L3835 .3957 L4211
Brl2] .5521 .5922  .5670 .5800 .5931 .6165 6043 .5789

B8(1] <3333 5373  .4706 5085 6410  .TOTT .6713 .5351
6667 L4627 L5204 4915 L3590 .2923 .3287 L6k9g

Bo[1] .0000 .0000  .3000 .1091 .333%  .1905 2807 .1818
B9[2] 1.0000 .0000  .T7000 .8909 6667  .8095 L7193 .8182

Blo[1] ~ .0000 L3 1111 L1739 W7222 LJubhh L6296 .2660

Blo[2]  1.0000 7857 .B889  .8261  .27T7B  .5556  .3TOh  .T340
3 ' B11[1 .0000 .072% .05  .0652  .1111 .1111 1121 .0638
B11[2] .1429 L1786 .11l .1522 667 .3333 .2222 .1702

Bu1[3 .8571 7500 .B333  .7B26  .T222  .5556  .6667 7660
B12[1] 1167 L5000 L4118 4483 L1818 .3333  .2759 3714

Bl2f2 .0000 .0000 .0000 .0000 .0000 -0000 .0000
B12[3 .5833 .5000 .5882 .5517 8182 .6667 L7241 .6286

B13[1] .0000 L0000 L6667 6667 L3715 2857 .3667 .3939
B13[2 .0000 L0000  .3333 3333 .0625 3571 .2000 .2121
B3[3 .0000 .0000 .0000  .0000  .5000 .35TL  .4333 3939

Aruntoxt provided by Eic
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TABLE 41

Comparison of Total Chi-Squares
for the Grammar for Statements with Verbs

Text
Pre-Primers Combined

Ginn Primer

Scott-Foresman Primer .

Primers Combined
Ginn Reader
Scott-Foresman Reader
Readers Combined

All Combined

00091

RO o otsted For.  Chi-gware  of Fressom
- 1072 364.7 2
892 2k9.6 8
636 254.2 7
1528 478.3 26
1387 ho6.3 25
835 206.0 15
2222 729.2 Ll
4822 164k.0 61
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TABLE 42
~ Observed and Expected Frequencies, Chi-Square Combinations, and Total

Chi~-Squares for each Section of the Corpus Included in the Analysis
- of the JOrammar for Statements with Verbs

PRE-PRIMERS COMBINED

OBSERV. EXPECT, CHI**2 SOURCE
NP C1)+VP+NP (2)

AR IV D Sty e ey s .

144 142.4 .0
4 16.2 9.2 NP C1)#VP+NP (2)+K
a4 33.4 3.4 NP(1)+VP+NP(2)+VN
6 6.7 o1 C+NPC1)+VP+NP(2)
0 .8 C+NP (1)4VP+NP (2)+K
3 1.6 C+ NP (1) +VP+NP (2)+VM -
: 0 .0 VI NP C1)+VP+NP (2)
a 0 .0 VI NP (1) +VP+NP (2)4K -
L .0 .0 ViR NP € 1 )+ VP+RP (2)+VM
: 34 34,2 «0  HPCI)+VP
- 75 34,2  4B,6 BP(1)+VP+VM
: 1 21,8  19.8 HPCI)+VP+K
] 2 21,8 18,0 WP C1)+VP+VMK
: 0 .0 R+NP (1)+VP
: 0 .0 R+ HP (1 3+ VP+UM
: 0 .0 R+NP (1) 4-VP+K
3 0 .0 R+ NP C1) 4P+ VMK
: 0 .9 C+HP(1)+VP
s 3 .9 C+NP (1)+VP+VM
f 0 .6 C+HP (1) +VP+K
i 0 .6 C+NP (1) +VP+ VMK
6 5.3 .1 EXPECTED FREQ. LESS THAN 5.0
62 26.6  47.2 VMNP(1)4+VP
20 26.6 1.6 VMNP (1)+VP+VM
5 16.9 8.4 VMNP C(1)+VP4K
0 16,9 16,9 UMHNPC1)+VP+UMK
78 85.0 .6 VP+NP(2)
23 9.7 18,3 VP+NP(2)+K
15 19.9 1.2 VP+NP(2)+UNM
0 1.0 VM UP+ NP (2)
0 ol Vit P4+ NP (2) +K
0 .2 VI VP4 NP (2) +VM
24 88.8  47.3 VP
22 88,8 5  VP+VM
94 56.5 24,8 VUP+VMHK
1 .7 VIt UP+ UMK
90 56.5  19.8 VP+K
0 o7 VM VP+K
t 1.0 WH- VP
2 1.0 M+ VP4 UM
0 .0 NP C1)+VP+ VMNP (2)
0 .0 NP (1) +VUM+ UP+UM
1 1.0 C+ VMNP € 1) +VP

5 5.7 .} EXPECTED FREQ, LESS THAN 5.0
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- PABLE 42 (continued)

i 25 34,7 2.7 VP4+C+VP

. 46 30,5 7.8 VP+C+VP+NP(2)
7 8.1 .2 VP4CHWPAVM -
g 5 4.0 . VP+C+VPHK
; 3 7.2 2.4 VP+C+VUP+NP (2)+VN
2 5.5 VP+C4+ VP+NP (2)+X
7. 7.4 .0 EXPECTED FREQ. LESS THAN 5.0
2 .8 NP (1)+VP+C+VP
! .7 NP C1)4+VP+C+VP+NP (2)
i 0 .8 VP (1 3+ VP4+C+VP+ WM
0 .7 NP € 1)4+VP+C+ VP+NP (2) 4+
| 5 2.9 NP (1)+C4NP (1)+VP |
8 5.9 .8 EXPECTED FREQ., LESS THAN 5.0
4 3 2.5 | NP C1)+C+#NP (1)+VP+NP (2)
4 0 2,5 NP C1)4C+ NP C1)+VP+NP (2)+VM
| 3 5.1 .9 EXPECTED FREQ, LESS THAN 5,0
' 2 2.9 NP C1)4C+NP (1) +VP+VN
; 1 .0 VM NP (1) +C+NP (1) +VP
0 .0 VM NP (1) 4+C+NP (1)+VP+NP (25
0 40 V- NP (1) +C+NP C1)+VP+NP (2)4+WM
0 .0 VM NP (1) +C+NP €1 ) +VP4+UN
13 6.9 5.3  VP+NP (2)+C+NP(2)
. 0 6.9 6.9 VP+NP(2)+C+NP (2)+VN
_, 8 3.5 NP C1)+VP+NP (2)4C+NP (2)
| .
1 6.5 3.2 EXPECTED FREQ, LESS THAN 5.0
; 0 3.5 NP (1) +VP+NP (2)+C+NP (2)+VM
i 0 ol VM VP+NP (2) +C+NP (2)
0 ol VM VP4+NP (2) +C+NP (2) +VM
: 0 .0 VMNP (1)4+VP4NP (2) +C+NP (2)
0 .0 VM NP €1 )+ VP+HP (2) +C+NP (2)+VH
i 8 6.7 o3 NPC1)+VP+A
0 .0 NP C1)4VP+Vi-A
1 .8 NP (1)4 VP+A+K.
0 .0 NP C1)+VP+UMFA+K
: 0 1.6 NP C1)+VP+A+ VM
: 1 6.0 4,2 EXPECTED FREQ, LESS THAN 5,0
0 -0 HP C1)4+VP+VUM-A+ UM
0 .0 VP+ V- A+K
0 .0  NPC1)+VP4A+0+VP
0 . .0 NP () )4+ VP+A+0+VP+VM
) 17 9.9 5.1  VP+NP(2)+VP
10 9.9 .0 UP+NP(2)+VP+WM
1 4.9 NP 1)+ VP4+NP (2)+VP
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TABIE 42 (continued)

4,8

o4

5,3
.8

10,7

—
[ = X

[
N

o2

2.7

0. 0094

NP (1) +VP+NP (2)+VP+VN

EXPECTED FREQ, LESS THAN 5.0

VM- VP+NP(2)4+VP

UM+ UP4+ NP (2) +VP+'M

VMNP €1 )+ VP+NP (2) +VP
VM- NP C1)+VP+NP (2) +VP+ VM
VP+NP (2)+VP+NP(2)

VP+NP (2)+VP+NP (2) +VM

EXPECTED FREQ. LESS THAN 5.0

NP C1)4VP+NP (2)+VP+NP(2)

NP (1)+VP+NP (2)+VP+NP(2)+VM
VP+NP (2)+NP (1)+VP
VP+NP (2)+NP (1)+VP+WM

EXPECTED FREQ., LESS THAN 5.0
UP+NP (2)+NP (1) +VP+0+VP

NP C1)+VP+NP (2)+NP (1)+VP
NPCL1)+VP+NP (2)4+NP (1)4+VP+ VUM

NP C1)+VP+NP (2) +NP (1)4VP+0+VP

VP+RP (2)+NP (1)+VP

VP+RP (2)+8P (1)+VP+VN

VP+RP (2)+NP (1) +UP+0+ VP

NP C1)+VP+RP (2)+NP(1)+VP

NP (1)+VP4+RP (2)+NP (1) +VP+ VM
NP (1) +VP+RP (2)+NP (1)+VP+0+VP

NP (1)+VP+0+VP

NP (1) +VP+0+VP+NP (2)

NP (1) +VP+0+VP+NP (2)+ VUM

NP 1)+ VP+0+VP+VM
VMENPC1)+VP+0+VP .

VO NP (1)+VP+0+VP+NP (2)
VMNP (1) +VP+0+VP+NP (2)+VM
UM+ NP (1) +VP+0+1P4VM -

NP 1)+ VP+NP (2)+0+VP

EXPECTED FREQ, LESS THAN 5,0

‘NP €1)+VP+NP (2)4+0+VP+NP (2)
NP C1)4+VP+NP (2)40+VP+NP (2)+VP
NP € 1)+ VP+NP (2)4+0+VP+ VM

EXPECTED FREQ, LESS THAN 5.0

NP 1)+ VP+NP (2)+0+VP+NP (2)+ WM

NP (1)+VP+NP (2)+0+VP+NP (2)+VP+ VM
NP (1)4C+NP (1) +VP+0+VP+ VM

NP (1) + VP+ VM 0+ VP
NP.C1)4VP+0+VP+NP (2)+VP
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TABIE 42 (continued) R R

0 ) NP (1 )4+ VP+CON+O+VP = -
0 o0 NP C1)4+VP+CON+NP (1)
0 o0 NPC1)4+VP+CON+NP (1)+VP
0 0 , NP(1)+VP+CONENP C1)+VP+UM " -
0 «0 NP (1)+VP+NP (2)4+CON+NP (1)
0 o0 NP(1)+VP+NP (2)4+CON+NP (1 )+ VP 2
0 o0 . NPC1)4VP+NP (2)+CON+NP (1)4+VP+VUM
0 «0 h . NPCD)+VP+VME-CONSENP (1) :
0 o0 NP CL Y+ VPHVMECON+NP (1)+VP
0 o0 - NP (1)4VP+VM+-CON+ENP (1)+VP+ WM
0 W0 - TNPC1)4+VP+NP (2)+VM+COR+NP (1)
0 o0 © o NPC1Y4VPHNP (2)4+VMECON+NP (1)4+VP
0 ) - NP C1)+VP+NP (2)4+VMH-CON+NF (1 2+VP+UM
0 2,5 . RESIDUAL

1072 1072,0 364,7 TOTAL
2  DEGREES OF FREEDOM

o




TABIE 42 (continued)

GINN PHIMER

‘ OBSERV. EXPECT, CHI##2 SOURCE
| 161  162.2 .0 NPC1)+VP+NP(2)

j 5 6.4 «3  NPC1)+VP+NP(2)4K
: €2 59,9 o1  NPC1)+VP+NP(2)+VUM
| 2 2.1 ‘ C+NP (1)+VP+NP (2)
0 P I " C+NP(1)+VP+NP (2)4X
1 o8 . C+NP(1)+VP+NP(2)4+VM
13 9.2 1.5 YMENPC1)+VP+NP(2)
0 | " UMENPCI)+VPHNP(2)4K
0 3.4 VM NP (1) 4+VP+ 1P (2)+VM
3 6.8 2.1 EXPECTED FREQ. LESS THAN 5.0
25 46,4 9.8 NPC1)+VP
106 62.4 30.5 NPC1)+VP+WM
1 10.4 8.4 NP (1)+VP+K
1 13.9 12,0 NP C1)4+VP+VUMEK
0 .0 R+NPC1)+WP
0 .0 R+NP(1)+VP+ W
0 .0 R+ NP (1)4+VP4+K
0 o0 R+ NP (1)4+ VP4+ VMK
11 7.7 1.4 C+NPC1)+WP
10 10,3 o0 C+NP(1)+VP+WM
0 1.7 C+NP(1)+VP4+K
1 2.3 C+ NP (1)+VP+ VUMK
58 30,7 24,3 VMNP(1)+VP
26 4] ,3 5.6 VUMENPC1)+VP+VN
| 4 6.8 1.2 VMENPC1)+VP4K
: 0 9.2 9.2 VMNP (1)4+VP+VM-K
18 17.4 .0 VP+NP(2)
1 o7 VP+NP (2)+X
5 6.4 o3 VP+NP(2)+VUM
0 1.1 VM VP4 NP (2)
i 2 5.8 2,5 EXPECTED FREQ. LESS THAN 5.0
1 | .0 VM- VP4 NP (2) 4X
] 1 o4 UM+ VP4+NP (2)4+VUM
; 13 47.8 25,3 P
: 61 64,3 2 VP+WM
£ 32 14,3 21,7 VP+VMHK
i 1 5 VM VP4 VMK
i 28 10,7 28,2 VP+K
i 3 o7 UM VP4K
b 1 3.1 UM+ VP
b
i 7 5,2 «6 EXPECTED FREQ. LESS THAN 5.0
7 4,2 W VP4+ VM
0 .0 NP ( 1)+ VP+ VM- NP (2)
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TABLE 42 (continued)

1.0
l.0

T.2
4,9

5.9

1.5

5.3

8.4

1.6
3.9

0
1.4

o

T 00097

NP {1)+ VM VP4V

'EXPECTED FREQ, LESS THAN 5,0 .

C4+VMENP (1) 4+ VP

VP+C+VP
VP+C+VP+NP(2)

EXPECTED FREQ. LESS THAN 5.0
VP+C+ VP4 VM

VPHCHVPIK

VP4C+ VP+NP (2) 4V

VP+C+ VP4 NP (2)+K

NP C1)4+ VP+C+VP

EXPECTED. FREQ. LESS THAN 5.0

NP 1)+ VP+C+ VP+NP (2)
VP (1) 4 VP4-C+ VP+ VUM

EXPECTED FREQ. LESS THAN 5,0

NP (1)4VP+C+VP+NP (2)+VH
NP C1)+C+NP 1)+ VP

EXPECTED FREQ, !.ESS THAN 5,0

NP ( 1)4+C+NP (1 )+VP+I|P (2)
NP C1)4+C+NP (1) +VP+NP (2)+VM

EXPECTED FREQ. LESS THAN 5,0

NP (1 )+C+NP (1) +VP+VN
YMENPC1)4CH+NP(1)4+VP
VM- NP (1) 4C4NP (1) +VP+HP (2)
VMENP (1)4+C+NP (1) +VP+NP (2)+VM

"VMR-NP (1)4C+NP (1) +VP+VUM

VP+NP(2)+C+NP (2)

VP+NP (2)+C+NP (2)+WM

NP C1)+VP+NP (2)4+C+NP(2)

NP (1)4+VP+NP (2)4+C+NP(2)+VN

UME VP4 NP (2)4C+NP (2)

VMt UP+ NP (2)4C+ NP (2)+WM

EXPECTED FREQ. LESS THAN 5.0

V& NP C1 )4 VP4 NP (2)+C+NP (2)
V- NP (1) +VP+NP (2)+C+NP (2)+WM

NP (1)4+VP+A

NP (1)+ VP+VMEA
NP (1)+ VP+A+K

NP C1)+VP+WA+K



: 'I'ABIE 42 (continued)

~ O »OO~

= NOOW= O HONODOOOVHDL™

OO0 N

N - '
N VOO=0O~Nn~ah NO »

A

.0
o2

1.1

o2

s (0098

NPC1)+VP+A+ WM

‘NP (1 74VP+VUME-A+UM

VP+VUM+A+K
NP (1) +VP+A+0+VP

EXPECTED FREQ. LESS THAN 5.0
NP €14 VP+A+0+VP+ VM

VP+NP (2)+VP

VP+NP (2)4VP+UM
NPC1)4+VP+NP(2)+VP

NP (1)+VP+NP.(2)+VP+UM
VM- VP+NP (2)+VP

UMt VP4+NP (2)+VP+ UM
V- NP €1 )+ VP+NP (2)+VP
VM- NP (1 )4+ VP+NP (2)4+VP+VUM
VP+NP (2)+VP+NP (2)
VP+NP (2)4+VP+NP (2)+WM
NP (1)4+VP+RNP (2)+VP+NP(2)

EXPECTED FREQ., LESS THAN 5.0

NP C1)4VP+NP(2)+VP+NP (2)+ VM
VP+NP (2)+WP (1) +VP

VP+NP (2)+NP (1)+VP+UM

VP+NP (2)+NP (1) 4+VP+0+VP
WPC(1)+VP+NP(2)+NP(1)+VP
NP (1)4+VP+NP(2) +NP (1) +VP+VM

EXPECTED FREQ. LESS THAN 5,0
NP (1) 4+VP+NP (2)+NP (1) +VP+0+VP

- VP+RP(2)+NP(1)+VP

VP4+RP €2)+NP (1) +VP+VM
VP+RP (2) +NP (1) +VP+0+VP

~ NPC(1)+VP4RP (2)+NP (1)+VP

EXPECTED FREQ, LESS THAN 5.0

NP (1)+VP4+RP (2)+NP (1) +VP+ VM
VP (134 VP+RP (2)+NP (1) +VP4+0+VP

NP (1 )4+ VP+0+VP

NP (1)< VP+0+VP+ NP (2)
NP (1)4+VP+0+VP+NP (2)+VN

. NPC1)4+VP+0+ WP+ UM

VMt NP € 1) +-VP+0+ VP

VMNP (1 )+ VP+0+VP+NP(2)
V4 NP (1) +VP4+0+VP+NP (2)+VN
VM NP (1) +VP4+0+ VP4 UM

NP C1)+VP+NP (2} 40+ VP

EXPECTED FREQ, LESS THAN 5,0
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TABLE 42 (continued)

2

. 249,.6

00099

NP(1)+VP+NP (2)40+VP+NP (2)
NP (1) +VP+NZ (2)40+VP+NP (2)+VP
NP (1)+VP+NP (2)4+0+VP+ VM

EXPECTED FREG, LESS THAN 5.0

NP (1)4+VP+NP (2)+0+VP+NP (2)+ WM
NP (1)+VP+NP (2)+0+VP+NP (2)+VP+ VM
NP.(1)4+C+NP{1)4+VP+0+VP+UM

NP (1)4+VP+ UM+ 0+VP

NP (1) 4+VP+0+VP+NP (2)+VP

EXPECTED FREQ. LESS THAN 5.0

NP C134+VP+CON+0+VP
NP C1)+UP+CON+NP (1)

NP (1)+VP+CON+NP (1)+VP

NP (1)4+VP+CON+NP (1)+VP+ VM

NP (1)4VP+NP (2)+CON+NP (1)

NP (1)4VP+NP (2)+CON+NP (1)+VP .
NP (1 )4+ VP+NP (2)+CON+NP (1)+VP+ M
NP (1)+VP+VM+-CON+NP (1)
NP-(1)4VP+VM+CON+NP (1) +VP

NP (1)4VP+VMi-CON+ NP (1)+VP+VM

NP (1)4+VP+NP (2)+VM+CON+NP (1)
NP (1)4+VP+NP (2)+VM-CON+NP (1)+ VP
NPC(1)+VP+AP (2)+VM+CON+RNP (1) +VP+ VM

RESIDUAL
TOTAL
DEGREES OF FREEDOM
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TABLE 42 (continued)

SCOTT-FORESMAN PRIMER

OBSERV, EXPECT. CHIls*2Z2 SOURCE

g2 19.% oi NPCL)4VPHNP(2)
P 8.1 6 NPCI)+VPHNPL2) 4K
50 50.0 20 SPC1)+VPHNP (2)4UM
4 Al C+NP C1)4VP4 NP (2)
0 A CF NP (1 )4 VP4 NP (2) 4K
3 2.5 C+NP €1 )+ VP+NP (2)+ VM

| 7.0 .0 EXPECTED FREQ. LESS THAN 5.0
18 11.0 4.4 VMNP C1)+VP+NP(2)
0 1.1 VM NP € 1) +VP+NP (2) 4K
I 6.9 5.0 VMNP C1)+VP+NP (2)+WM
14 25.3 5.1 WPCI4VP
72 43.8  18.2 NP(1)+VP+VM
0 6.2 6.2 NPC1)+VP4K
0 1007 10.7  NPCI)4+VP+VMa
8 2.6 R+NPC1)+VP
] 4.6 R4 NP (1)4+-VP+-VN
) 3.3 .1 EXPECTED FREQ. LESS THAN 5.0
0 .6 R+NP (1)4VP4K
0 1.1 R4+NP C1)4VP+VMEK
3 1.5 C+NP (1)4VP
2 2.5 C+NP (1) +VP4+WN
s 5.8 .1 EXPECTED FREQ. LESS THAN 5.0
0 oA C+P (1) +VP4K
0 .6 C+NPC 1)+ VP+ WK
33 16.5 16,6 VM:NP(1)+VP
21 28.5 2.0 VMNP C1)4+VP4VM
2 4.9 UM+ NP (1 )+ VP4
2 5,0 1.8 EXPECTED FREQ, LESS THAN 5.0
0 1.0 7.0  UMENP C1)4VP+VMEK
8 13.4 2.2 VP+NP(2)
4 1.4 VP4 NP (2) 4K
6 8.4 o7 VP4+NP(2)4+VN
0 2,2 WM+ VP4 NP (2)
I 2 VM VP4 NP (2) 4K
) 1.4 UM+ UP4 NP (2) +WM
13 5.2 11,7 EXPECTED FREQ. LESS TiAN 5.0

\‘1
SN (o 12 24,7 6.6 W
35 42.8 o4 VP+WM

al 10.5  88.8 VP+VMEK
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TABIE 42 (continued

1.7
5.9

2,2

0

5.0
2.4

2,1

6.4

o9

3.2
o9

5.3

o3

97

00101

- VI VP+VM-K

VP+K

- UMEUPHK

YO
EXPECTED FREQ. LESS THAN 5.0

WHVUP+VN
KP(1)+VP+ VMNP (2)
NP 1)+ Vi VP4+VHM
C+VM-NP (1) 4P

VP+C+ VP
YP+C+ VPP (2)

- EXPECTED FREQ, LESS THAN 5,0

UP+C3 VP VM

UWP4C4+ VPHK
VPHC4+UPL P (2 + VM
VP+C4 VPP (2) +K
WP (1)+VP+C+ VP

EXPECTED FREQ. LESS THAN 5.0
NP (1 )4+ VP+C+ VP4+NP (2)

VP (1) 4+ VP4C+ VP+ VN .

BP (1) 4 VP4C+ YP+NP (2) +VUM
EXPECTED FREQ, LESS THAN 5.0

NPC1)4+C+HP (1)4VP
NP C12+C+HP 1)+ VP+NP (2)

EXPECTED FREQ, LESS THAN 5,0
WP C1)+C+HP(1)+VP+NP (2)+VM
BPC1)+C+NP (1 )+VP+VM

V8P (1) +C+WP (1)+VP

EXPECTED FREQ, LESS THAN 5.0

UME NP C1)4C+BP C1)4+VP+RP (2)

Vi AP (1)+4C+ NP (1)+VP+NP(2)+VM
UM+ 8P (1)+4+C+NP (1)+VP+ UM

VP+-HP (2)+C+ NP (2)

VP+HP (2)4C+ NP (2)+VM

EXPECTED FREQ. LESS THAN 5.0

NP (1) +YP+RP (2)+C+NP (2)

NP (1)4 VP+NP (2)-+C+NP (2)+VM
UM VP4-NP (2)4-C+NP (2)

Vi VP4 RP (2)+-C+ 1P (2)+VM
UMENP (1) 4+ VP+NP (2)4+C+NP (2)

i e e e AR A e
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TABIE L2 (continued)

ok VM NP (1 )+ VUP+NP (2)4C+NP (2) +VM

0
9 8.1 o1 NPCL)+VP+A
5 3.5 NP C1)4+VP+VM-A
13 8.4 2.5 EXPECTED FREQ. LESS THAN 5.0
o .8 NP (1 )+ VP+A+K
0 oA NP C1)+VP+UMHA+HK
5 5.1 .0 NPC1)+VUP+A+UM
i 2,2 NP C1)4+VP+ ViH-A+ VN
0 .0 VP+ VM- A+K
2 o7 NP C1)4 VP+A+04+VP
0 1.3 NP (1 )4 VP4+A+0+VP+UN
3 5.3 1,0 EXPECTED FREQ. LESS THAN 5.0
2 2.5 VP+NP (2)4+VP
7 4,3 . UP+NP(2)+VP+WM
) 6.8 .7 EXPECTED FREQ. LESS THAN 5.0
0 2.2 NP 1)+ VP+HP (2) +VP
3 3.8 NP C1)4 UP+NP (2) +VP+ UM
3 6.1 .% EXPECTED FREQ. LESS THAN 5.0
0 o4 UM+ UP+ NP (2)+VP
0 o7 VM VP4 NP (2)+VP+ W
0 oA M NP €1+ VP+NP (2) +VP
3 .6 UMENP (1) +VP+NP (2) +VP+VUM
2 1.7 VP4 NP(2)+VP+NP (2)
5 3.0 VP+NP (2) +VP+NP (2)+ VM
10 6.9 1.4 EXPECTED FREQ, LESS THAW 5.0
1 1.6 NP C1)+VP+NP (2) +VP+KP (2)
1 2.7 NP (1)+VP+NP(2) +VP+NP (2)+VUM
8 7.1 o1  UPHNP(2)+KP (1)+VP
0 .9 .~ UP+NP(2)+NP(1)+VP+VN -
2 5,2 1.9 . EXPECTED FREQ. LESS THAN 5.0
0 o5 VP+NP (2)4+NP (1) +VP4+04+VP
7 6.3 o1 NPC1)4+VP+NP(2)+NP (1)+VP
0 .8 NP (134 VP+NP (2) +HP (1) +VP+VM
1 o4 RP € 1)+ VP+NP (2)+NP (1 ) +VP+0+VP
0 .9 VP4+RP (2) +HP (1) +VP
1 ol . VP+RP(2)4KP (1) +VP+VM
0 o VP+RP (25 +KP (1) +VP+0+VP
0 - NP (1)4+UP+RP (2)+NP (1)+VP
1 ol NP €1)+VP4+RP (2)+NP (1 )+VP+VM
0 ol NP (1 94+ VP4RP (2) +NP (1) +VP+0+VP
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I | |
i TABLE 42 (continued)
; 3 9.8 4.7 NPC1)+VP+0+VP
k 17 7.5 12,1 NPC1)+VP+0+VP+NP(2)
9 12,8 1.2  NPC1)4+VP+0+VP+NP(2)+UN
_ 23 16,9 2.2 NPC1)4+VP+0+VP+WM
| 1 1.6 VM- NP (1)+VP+-0+VP
- A 5.4 .3 EXPECTED FREQ, LESS THAN 5.0
- 1 1.2 VMNP C1)+VP+0+VP+NP(2) -
0 2.1 VME NP (1 )4 VP+0+VP+RP (2)+VUN
: I 2,8  VMENPC1)+VP+0+VP+VN
i 2 6.2 2,8 EXPECTED FREQ. LESS THAN 5.0
7 3.7 NP C1)+VP+NP (2)+0+VP
- A 2,6 NP C1)+VP+KP (2)+0+VP+NP(2)
i 1 6.2 3.7 EXPECTED FREQ, LESS THAN 5,0
0 .0 NP €1 )4 VP+NP (2)+0+VP+NP (2)+VP
| 3 6.3 1.8 . NPC1)+VP+NP (2) +0+VP+VN
3 3 4.4 NP € 1)+ VP+KP (2) +0+VP+NP (2)+WM
| 0 .0 NP € 1)+ VP+NP (2)+0+VP+KP (2) +VP+ WM
, 0 .0 NP {1)+C+NP (1) +VP+0+VP+VN
g 0 .0 NP € 1)+ VP+VM+ O+ VP
- 3 3.0 ‘NP (1) +VP+0+VP+NP (2)+VP
g 6 7.4 .3 EXPECTED FREQ, LESS THAN 5,0
u 0 .0 NP C1)+VP+CON+0+VP
§ 0 .0 NP C1)4+VP+CON+NPC1)
- 2 .A NP € 1)+ VP+CON+NP (1) +VP
: ] .2 NP €1)+VP+CON+HP (1) +VP+VM .
g 0 .0 NP C1)+VP+NP (2)+CON+NP (1)
: 0 .3 NP €4 )+VP+NP (2) +CON+NP (1 )+VP
0 .2 NP C1)+VP+NP (2) +CON+HP (1) +VP+VN
] 0 0. NP C1)4+VP+WH-COR+NP (1)
| 0 .7  NPCL)+VP+VMHCON+NPC1)4VP
0 oA NP € 1)+ VP+VM+-CON+NP (1)+VP+VM
; 0 .0 ~ NPC1)+VP+NP (2)+VM-CON+NP (1)
k» 0 .5 NP € 14 VP+NP (2) +VM-CON+NP (1 )+ VP
| 0 .3 NP €1+ VP+NP (2)+VMH-C ON+NP C1)+VP+VH

[J 3 3.0 RESIDUAL
) - 636  636,0 254,2 TOTAL
o 7 . DEGREES OF FREEDOM
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TABIE 42 (continued) -

PRIMERS COMBINED

0BSERV., EXPECT, CHI%x2 SOURCE

243 240,.6 «0 NPC(1)+VP+WP(2)
11 14,8 1.0 NPC1)+VP+NP(2)+K
112 110,95 «0 NPC(1)+VP+NP(2)+UM
6 6.6 ol C+NP(1)4+VP+NP(2)
0 b4 C+NP(1)+VP+NP (2) 4K
4 3.0 C+NP(1)+VP+NP(2)+WM
31 21,0 4,7 VMENP(1)+VP+NP(2)
0 1.3 VMNP (L) +VP+NP (2) 4K
1 9.7 7.8 VM:NP(1)4+VP+NP(2)+VM
39 1.3 14,6 NP(1)+VP
178 106.5 48,0 NP(1)+VP+VM
1 16.5 14,6 NP(1)+VP+K
1 24,7 22.7 NP(1)+VP+VMEK
8 2.9 R+NP(1)+VP
12 7.7 2.5 EXPECTED FREQ., LESS THAN 5,0
| 4,4 R+NP (1) +VP+VUN
0 | R+NP (1) +VP+X
} 5.1 3.3 EXPECTED FREQ., LESS THAN 5,0
0 1.0 R+ NP (1)+VP+VM+X
12 13.1 ol C+NP(1)4+VP+WM
0 2,0 C+NP(1)+VP4+K
1 3,0 C+NP(1)+VP+VM-K
1 S.i 4,3 EXPECTED FREQ, LESS THAN 5,0
91 46,9 41,5 VMENP(1)+VP
47 70,0 Te€6 VUMENP(I)4+VP+UM
6 10,9 2,2 VNP1 +VP4K
0 16,2 16,2 VM:NP(1)+VP+VM+K
26 31.5 «9 VP+NP(2)
S 1.9 : VP+NP (2) +K
11 14,4 o8 VP+NP(2)4+VNM
0 3.4 VM- VP+NP (2)
5 5.3 «0 EXFECTED FREQ, LESS THAN 5.0
2 2 UM VPP (2)4+K
9 1.6 VM VP+NP (2)+'M
25 T1.7 30,4 VP
96 07,1 " le1 VP+VM
o T3 24,8 53,5 WPHUMK
2,7 UM VP4 UMK
16.6 18.2 VP+K
1.8 Vit VP+K
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ABLE 43 (comtinued) . 1 5
16 6.2 15,83 EXPECTED FREQ. LESS THAN 5.0
| 7.7 5.9 UMW
10 11,5 2 VUMHVP+UM
0 .0 NP ( 1)+ VP+ VMNP (2)
2 2,0 NP C1)+ VM VP4 VN
) 1,0 C+ VMNP (1)4+VP
1 10,3 8,4 VP+C+VP
14 7.5 5,7 VUP+C+VP+NP(2)
10 4,7 VP4+C+ VP+VUM
13 T.7 3,6 EXPECTED FREQ. LESS THAN 5,0
0 o6 VP+C+ VP+X ,
) - 3.4 VP4+C+VP+NP (25+VH
2 o5 VP+C+ VP+NP (2) 4K
12 4,7 . NP (1 )4 VP+C+VP
14 9,2 2.5 EXPECTED FREQ, LESS THAN 5.0 .
3 5.4 NP (1)4+VP+C+ VP+NP (2)
A 6.9 1.3  VP(1)4+VP+C+ VP+VM
| 5,0 3.2 NP (1)+VP+C+VP+NP (2)+ VN
1 8.4 6.5 NPC1I+CHNPC1I+VP
g §.1 .6 NP C1)4C+NP (1)4+VP+NP (2)
s 9,1 1,0 NPCI)4+C+NP(1)4+VP+NP (2)+WM
13 12,5 .0 NPC1)4+C+NP(1)+VP+UM
8 .9 VMt NP €1 )4+C+NP (1) +VP
0 o7 VM- NP (1 )+C+NP C1)+VP+NP(2)
1 1,0 VM NP €1 )4+C+NP (1) +VP+NP (2)+VM
12 5.9 6.3 EXPECTED FREQ, LESS THAN 5.0
3 1.4 VM P (1) 4+C+ NP ( 1)+ VP+UN
2 2.3 VP+NP (2)+C+NP(2)
(4] 3.5 VP+EP(2)4+C+ NP {(2)4+UM
5 7.1 .6 EXPECTED FREQ. LESS THAN 5.0
8 2.4 © NPCH)+VP+NP(2)+C+NP(2)
0 3.6 NP CI)+VP+NP (2)+C+NP (2)+ WM
g 6,0 .7 EXPECTED FREQ. LESS THAN 5.0
0 o2 VM VP+NP (2)+C+NP (2)
t oA VM VP4 HP (2) +C+NP (2)+ VM
2 o3 VM NP (1 )+ VP+NP (2)+C+NP(2)
0 oA . VMNP C1)+VP+NP (2)+C+RP(2)+N
31 32,2 .0 NPC1)+VP+A
5 3.9 NPC1)+VP+VM+A
8 5,2 1.5 EXPECTED FREQ, LESS THAN 5.0
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l! TABLE 42 | (céﬁﬁiﬁued) ﬂﬂ 106
|
2 2,0 NP (1) +VP+A+Y
0 .2 NP ( 1)+ VP+V-A+K
16 14,8 C ol NPC1)4VP+A+WM
) 1.8 NP (1) 4 VP+VM+A+ VM
; 0 .0 VP4V A+K
; 6 5,2 o1 NP(1)+VP+A+0+VP
| 7 7.8 o1 NP C1)+VP+A+0+VP+VN
: 13 7.7 3.7 VP+NP(2)+VP
; 1 11,4 .0 VP+NP(2)+VP+VM
g 8 7.9 20 NP C1)+VP+NP(2)+VP
g g 11.8 1.2 NPC1)+VP4+NP(2)+VP+WM
; 0 .8 UMt VP+NP (2)+VP
g 0 1.2 | VM VP4 NP (2)+ VP+VM
; 3 6.1 1.6 EXPECTED FREQ. LESS THAN 5.0
§ 0 .9 VI NP (1)+VP+NP (2)+VP
3 1.3 VM NP (1) +VP+NP (2)+VP+\M
: A 3.2 UP+NP (2) +VP+NP (2) |
% 7 5.3 .6 EXPECTED FREQ. LESS THAN 5.0
i 5 4,7 VP4 NP (2)+ VP+ NP (2)+VN
5 3.3 NP (1)+VP+NP (2) +VP+NP (2)
| ,
| io 8.0 .5 EXPECTED FREQ. LESS THAN 5.0
i 2 4.9 NP C1)+VP+NP (2)+VP+NP (2)+ UM
| 17 14.6 o4  VPHNP(2)+NP(1)+VP
| 0 2.8 VP+NP (2)+NP (1) +VP+ WY
§ 2 7.7 4,2 EXPECTED FREQ. LESS THAN 5.0
¢ 0 1.2 VP+NP (2)+NP (1 34 VP+0+ VP
; 19 15.1 1.0 NPC1)+VP+NP(2)+NP (1)+VP
! 1 2.9 NP C1)+VP+NP (2)+NP (1 )+ VP+VUM
{ T 1.3 NP (1 )+VP+NP (2)+NP(1)+VP+0+ VP
; 2 5.4 2.2 EXPECTED FREQ. LESS THAN 5.0
0 2.1 _ VP4OP(2)+RP(1)+VP
5 .6 VP+RP (2) +NP (1) +VP+ UM
0 .3 VP+RP (2)+NP (134 VP+0+VP
0 3,2 NP (1)+VP+RP (2)+NP (1)+VP
5 Tol .6 EXPECTED FREQ, LESS THAN 5.0
1 .6 NP (1)4VP+RP (2)+NP (1)+VP+ VM
2 .3 NP (1)+VUP+RP (2)+NP (14 VP+0+VP
9 23, 8.6 NP(1)4+VP+0+VP
33 16,7  17.8 NPC1)+VP+0+VP+NP (2)
13 25,0 5.7 NP C1)+VP+0+VP+NP (2)+WM
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- TABIE 42 (continued) ' -
T 50 34,5 7.0  NP(1)+\UP+0+VP+VN
S 1 2.5 VIH-NP (1 ) +VP+O+VP
2 1.8 VI% NP 1)+ VP+0+VP+NP (2)
] s 5.2 .1 EXPECTED FREQ. LESS THAN 5.0
- 0 2.7 " UMENP (1) 4VP+0+VP4NP (2)4+VUN
! 3.7 VM- NP €1 3+ VP+04VP+ VM
b 1 6.4 4,6 EXPECTED FRER, LESS THAN 5.0
Y .
o 12 6.4 4.9 NP (1)+VP+NP(2)+0+VP ;
.- 10 5.2 4.4 NPC1)+VP+NP(2)+0+VP+NP(2)
_ 0 .0 NP (194+VP+NP (2)40+VP+NP (2)+VP
- 4 5.6 3.3 NP(I)+VP+NP(2)+0+VP+UM
oL 3 7.8 2.9  NP(1)+VP+KP(2)+0+VP+NP (2)+\M
E (1] o0 NP (1)4VP+NP (2)4+0+VP+NP (2)+VP+ WM
o 0 .0 NP (1)+C4+NP (1) +VP+0+VP+VN
-l 0 .0 NP (14 VP+Vt- O+ VP
6 6.0 .0 NPC1)+VP+0+WP+NP (2)+VP
-l 0 .0 NP (1)4+VP4CON+O+VP
{ v 0 .0 NP (134 VP+CON+NP (1)
2 .5 NP (1) +VP+CON+KP (1 )+ WP
L 1 .2 NP (1)+VP+CON4+NP C1)+VP+VM
- U 0 .0 NP (134 VP+NP (2)+CON+NP (1)
: 0 .3 NP (1)+VP+NP (2)+CON+NP (1) +VP
o 0 2 NP (1) +VP+NP (2)+CON+NP (1 )+VP+VM
i 0 .0 _ NPC1)+VP+VMFCONHNP (1)
0 7 NP C1)4+VP+VIH-COMNP (1)+VP
- 0 .3 NP (1)+VP+VM-CON+NP ( 1)+ VP+\M
i 0 .0 NP C1)+VP+NP (2)+VIHC ON+NP (1)
0 .5 NP C1)+VP+NP (2)+VMH-CON+NP (1) +VP
P 0 .3 NP (1)+VP4+NP (2) +Vi+CON+NP (1) +VP+VM
1
|
3 3.0 RESIDUAL
T
ol 1528 1528,0 478.3 TOTAL
. 26  DEGREES OF FREEDOM
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TABIE 42 (continued)

. GINN READER

OBSERV. EXPECT. CHI**2

i85 189,1 ol
G 9.' !.l
128 120.8 o4
19 16,0 o8
0 8
8 10,2 o3
36 34.4 ol
0 1.7
22 22,0 o0
27 7243 28,3
23t 159,.8 31.7
| 93 7.4
3 20,6 15,0
3 o8 :
0 1.8
3 S5el o9
0 .l
0 2
11 12,7 2
55 28,1t 1.7
0 1.8
¢ 3.6
0 5.6 5.8
76 50.5. 12,9
100 111.6 1.2
5 6.5 o3
2 14.4 10,7
15 15,6 o0
2 8
0 10,0 10,0
11 2.2
1 el
1 1.4
31 37.3 1.1
51 82.5 12,0
38 10,6 70.4
0 1.5
15 5.9 14,1
25 4.8
0 .7
25 5e¢5 69.6

104 00108

SOURCE

NP (1)+VP+NP (2)

NP (1) +VP+NP (2)+K

NP (1)+VP+NP (2)4+VM
C+ NP (1)+VP+NP(2)
C+NP (1) +VP+NP (2)+K
C+NP € 1)+VP+NP (2)+VM
Wi NP ¢ 1 )4+ VP+NP (2)
VM- NP (1) +VP+NP (2) +K
UM+ NP (1) +VP+NP (2)+ VM
NP (1)+VP

NP (1)+VP+UM

NP C1)4+VP4K

NP C1)+VP+ VMK

R+NP (1)+VP

R+ NP (1)+VP+VM

EXPECTED FREQ, LESS THAN 5,0

R+ NP (1) +VP+K
R4+5P (1 )+ VP4+VMHK
C+NP (1) +VP

C+NP (1)+VP+VM
C+NP (1) +VP+K
C+NP (1) +VP+VMK

EXPECTED FREQ, LESS THAN 5,0

VMNP (1) +VP
VM- NP (1)) +VP+UM
VM NP (1) +VP4K
VM NP (1) 4VP4+ VMK
VP+NP(2) -
VP+NP (2) 4K
VP+KP(2)+VM
VME VP+NP(2)
UM+ VP+RP (2)4K
VM- VP+NP (2)4+VM
VP

VP4+WM

VP4 VX

VM- VP+ VMK

EXPECTED FREQ., LESS THAN 5.0

VP+K
UM+ VP4+K

EXPECTED FREQ. LESS THAN 5,0
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TABLE 42 (continued)
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[
NON W VAN

o o
L- AV

1.0
5.3

5.2
o5

s (N
~Nw9 O

4.8

o4

14,0

s (10109

Vi VP

VM- VP4Vl ,
NP (1)4-VP+ VNP (2)
NP 1)+ VM VP+UN

EXPECTED FREQ, LESS THAN 5,0
C+ VNP (1) +VP |
VP4+C+ VP

VP4+C4- VP4 NP (2)

VP+C+ VP+ VUM

VP4C+ VP<K o
EXPECTED FREQ, LESS THAN 5,0

VP+C4+ VPP (2)4+ WM
VP+C+ UP+HIP (2) 4K

WP {1 5-+VP+C+ VP

EXPECTED FREQ, LESS THAN 5.0

NP (i3 +VP+C+VP+NP (2)
VP (1)-+VP+C+VP+VM
NP (1)4+VP4+C+VP+NP (23 +VM

EXPECTED FREQ, LESS THAN 5.0

NP (1) +C+HP(1)+VP

NP C1)+C+NP (1)+VP+NP(2)

NP C13+C+NP (15> +VP+NP (2)+VM
NPC1)+CHAP (L) 4+VP+UM

VMNP (1)4+C+NP (1) +VP

VMNP (1) +C+NP (1) +VP+NP (2) -
VMENP (1)4C4+RP (1) +VP+NP (2) 4+ VUM

EXPECTED FREQ, LESS THAN 5,0
Vi NP (1)+C+NP (1) +VP+VM

VP4 NP (2)4+C+NP (2)

VPP (2)+C+ NP (2) 4V

EXPECTED FREQ. LESS THAN 5.0

- NP (1 )+VP+NP (2)4C+RP(2)

NP (1) +VP+NP (2)4C+ NP (2)+WM
Vit VP4-IIP (2) +C+ NP (2) :

Vi YP4-NP (2)+C+ NP (2)4+UM

V- QP (13 +VP+HP (2)+C+ NP (2)

VM NP (134+VP+8P (2)+C+NP (2)+UM

EXPECTED FREQ. LESS THAN 5,0
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PABIE 42 (continued)

oObwuv O
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4,2
1.0
9

o5

2

o€
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NP(1)+VP+V-A
NP(1)+VP+A+K

- NP (1) +VP+VMEA+K

NP (1)4VP+A+VM
NP (1) +VP+Vit A+ UM

EXPECTED FREQ, LESS THAN 5.0

VP+ VM A+K
NP C1)+VP+A+04+VP

EXPECTED FREQ. LESS THAN 5.0
NP €1 )4 VP+A+0+VP+VN
VP+NP(2)+VP

EXPECTED FREQ., LESS THAN 5.0
VP+NP (2)+VP+UN

NP C1)+VP+NP(2)+VP

NP € 1)+ VP+NF (2)+VP+ VM

VM- VP4+NP (2) +VP

UM VP+NP (2) +VP+VUM

EXPECTED FREQ. LESS THAN 5.0
Vi NP C§ )+ VP+NP (2) +VP

VM- NP (1) +VP+NP (2) +VP+VUM
VP+NP (2) +VP+NP (2)
VP+NP (2) +VP+NP (2) +V

EXPECTED FREQ. LESS THAN 5.0

‘NP (1)+VP+NP(2)+VP+NP (2)

NP (1)+VP+NP (2)+VP+NP (2)+ VM
VP+NP(2)+NP(1)+VP

VP+NP (2)+NP (1) +VP+VUM
VP+R8P(2)+HP (1)+VP+0+VP
NP(1)4+VP+NP(2)+NP(1)+VP

EXPECTED FREQ., LESS THAN 5.0

NP C1)+VP+NP (2)+NP (1)+VP+ WM

NP (1)+YP+NP (2)+NP (1)+VP+0+VP
VP+RP (2)+NP (1)+VP
VP+RP (2)+NP (1)4-VP+ VM

EXPECTED FREQ, LESS THAN 5.0

VP+RP (2)+N8P (1)+VP+0+VP

NP 1)+ VP+RP(2)+NP (1) +VP

NP (1)+ VP+RP (2) +NP (1) +VP+VM
NP (1)+VP+RP (2)+NP (1)+VP+0+ VP
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" 6el NPC1)+VP40+VP

20 6.7  26.6 NP(i)+VP+0+VP+NP (2)

10 14,8 1.5 NP (1)4+VP+0+VP+NP (2)+VN

23 21.5% o1 NP(1)4+VP+0+VP+\
1 1.4 VM NP (1 ) +VP+04+ VP
1 9 VM NP (1 )4 UP+0+VP+NP (2)
4 5,1 «2 EXPECTED FREQ. LESS THAN 5.0
0 2.0 UM+ BP €1 ) +UP+0+VP+NP (2) 4Vt
3 3.0 VM NP (1) +YP+0+VP+ UM
3 5,0 .8 EXPECTED FREQ. LESS THAN 5.0
5 2.8 NP C1)4UP+NP (2)+0+VP
1 .6 NP €14 VP+HP (2) +0+VP+NP (2)
0 .0 NP €1 )4 UP+ P (2) +0+VP+NP (2)+ VP
4 6.2 «8 NP (1)4+UP+P (2)+0+VP+VM
) 1.4 NP 1)+ UP+NP (25 +0+VP+NP (2)+ VM
0 .0 NP € 1)+ VUP+NP (2)+0+VP+NP (2)+VP+ M
0 .0 NP € 2 )4+C+8P (1 )+ UP+0+ VP+VN
5 5.0 <0 HPC1)+VP+VIH-O0+VP
3 3.0 NP ¢1)4UP+04-VP+HP (2) $UP

10 7.8 «6 EXPECTED FREQ. LESS THAN 5.0

5 5.0 <0 NP (1)+VP+CON+0+VP
0 1.5 NP (1)+VP+CON+NP (1)
1 1.3 " NP (1)4+VP+CON+NP (1)4VP
1 o2 NP C1)4+VP+COR+NP (1)+VP+\M
0 1,0 NP (1)+VP+NP (2)+CON+NP (1)
0 9 NP €194 VP4+KP (2) +CON+NP (1)+VP
0 .1 - NP (1)4VP4+NP (2)+CON+NP (1 )+ VP+ UM
3 3.3 NP C1)4+VP+\WH-CORNP (1)
5 8.2 1.3 EXPECTED FREQ. LESS THAN 5.0
6 2.9 NP (1 5+ VP+VM+CON+ NP C1 )4+ VP
0 o4 NP (194 VP+VM-CON+NP (1 )4+ VP+VUM
5 2.2 BP C1)4+UP+NP (2) +VM-CON+NP (1)

1 5,5 5.5 EXPECTED FREQ. LESS THAN 5.0
0 2,0 NP €14 UP+HP (2) +UM+CON+NP (1 )+ VP
0 .3 NP (1)+YP+NP (2)+ViH-CON+NP 1 ) +VP+VM
0 2.2 RESIDUAL

1387 1387.0 406.3 TOTAL

25 DEGREES CF FREEDOM

P o e et e a8 G5
PP
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TABIE 42 (continued)

SCOTT~-FORESMAN READER

OBSERV. EXPECT. CHI%*2 SOURCE

81 89.6 «8 NPC1)+VP+NP(2)
: 10 . 11,6 o2 NP(1)+VP+NP(2)+K
f 79 68,9 1.5 NPC1)+VP+NP(2)+VM
! 16 13,2 o6 C+NPC1)+VP+NP(2)
; 1 1.7 C+ NP C1)+VP+NP (2) 4K
: g 10,1 o4 C+NPC(1)+VP+NP(2)+VM
§ 21 19.5 o1 VMENPC1)+VP+NP(2)
g 1 2.5 VMNP (1) +VP+NP(2)+K
§ i5 15,0 o0  VMENP(1)+VP+NP(2)+VM
g 8 40,4 26,0 NP(!)+VP
; 117 75.1 23,3 NPC1)+VP+VUM
5_ 0 3.6 NP (1)+VP+K
: 2 7.9 4,4 EXPECTED FREQ. LESS THAN 5,0
; 1 6.8 4,9 NPC1)+VP+UMX
; 9 2,9 R+NPC1)+VP
: .0 5.4 5.4 R+NP(i)>+VP+VM
0 o3 R+ NP C1)+ VP+K
0 oS R+ NP C1)+VP+ UMK
1 3.5 C+NP(C1)+VP
10 7.2 1.1 EXPECTED FREQ. LESS THAN 5.0
? 9 6.6 ¢S C+NP(1)+VP+VUM
0 o3 C+NP (1)4+VP+K
1 o6 C+ NP C1)+ VP+ VUMK
39 36.2 2 VUMENP(1)+VP
73 67.4 o5 VMENP(I)+VYP+UM
1 3.3 UM NP (1)4+VP+K
0 6.1 Gel VMENPC1)+VP+VMEK
: 5 8.1 1,2 VP+NP(2)
; 4 1.1 VP+NP (2)4+K
i | 6.3 4,4  VP+NP(2)+VM
3 7. 2.4 VM VP+NP(2)
£ 0 .3 UM+ VP+NP(2) 4K
& 3 1.8 VM VP+NP (2)+ UM
i 15 16.6 2 VP
= 24 30.9 1.5 VP+VUM
B 16 2.8 VP+ UMK
% 26 7.3 A7,4 EXPECTED FREQ., LESS THAN 5.0
\‘1
« 0 .8 UM VP+ UMK
ERIC 7 1.5 VP+K
FEE 1 o4 UM VP4+K
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TABIE 42 (continued)

Vit UP
.7 EXPECTED FREQ, LESS THAN 5,0

55 VMHVP+VM
o0 NPC(1)+VP+UM-NP(2)
NP { 1)+ VM VP4V
C+VM-NP (1)+VP

VP+C+VP
VP+C+VP+NP (2)

! EXPECTED FREQ. LESS THAN 5.0

VP+C+VP+ VM

VP+C+ VP+K
VP+C+VP+NP (2)4+VM
VP+C+ VP+NP (254K
NP (i )+VP4+C+ VP

—NYN O M
—MNW0O N b
o o o [ ] [ ]

-~ ©

-~ »O
e o o & o [ ] e o
UM N NGOV N MO 00O~

.3 EXPECTED FREQ. LESS THAN 5.0

NP (1 34+VP+C+ VP+NP (2)
VP (1)+VP+C+VP+UM

1.6 EXPECTED FREQ, LESS THAN 5.0
NP €14 VP+C+ WP+KP (2) 4+ VN

2.2 NP(D)+C+NPC(1)+VP
NP C(1)+C+NP (1)+VP+NP (2)

. .
U

EXPECTED FREQ, LESS THAN 3,0

1.8 NP(1X+C+NP (1)+VP+NP (2)+VM

25 NP(1)4+C+NP (1)+VP+WM

ViM-NP (1)+C+NP(1)+ VP

VM- NP (1)+C+ NP (1)4+VP+NP (2)
VMNP (1)4+C+HP (1)4+VP+NP (2)+VN
VMNP (1) +C+NP (1) 4+VP+ VM

- Nrd rn st . A P QoW N LV B N
.
N N by
.
N

VOMWJH N U N0 W O0WW » N—O0 O~

7.5. EXPECTED FREQ, LESS THAN 5.0

VP+NP (2)+C+NP (2)

VP+NP (2)+C+NP (2)+UM
NP(1)+VP+NP (2)+C+ NP (2)

NP (1)+VP+NP(2)+C+NP(2)+VM

«2  EXPECTED FREQ, LESS THAN 5.0

)

0O O=00 O Moo »

.
O DN v OQUVOnM

-3 08 s o

o2 . VMH-VP+NP(2)+C+NP(2) -

o4 VMt VP+NP (2)4-C+NP (2)+VM

oD VMENP (1) +VP+NP (2)+C+NP (2)

o9 VMNP (1)+VP+NP (2)+C+ NP (2)+VM

9.0 ol NP(1}+VP+A




| SRR 110 60114

TABTE 42 (comtinued)

3 2.1 NP (1)+VP+ViH-A -
2 1.2 NP €1 )+ UP+A+K |
6 5.3 .1 EXPECTED FREQ. LESS THAN 5,0
0 . NP (] )+ VP+VM+A+K
1 5 6.9 o5 NP C(i)>VP+A+VN
,! 1 1.6 NP C1)+VP+Vi-A+ VM
f ! 1.0 VP+ V- A+K
g 1 7 NP C1)4VP+A+04+VP
; 1 1.3 NP (1 )+ VP+A+04+VP+UM
}.
: 3 2.1 VP+NP(2)+VP
§ 10 6.9 1.3 EXPECTED FREQ. LESS THAN 5.0
f
§ 3 3.8 VP4+NP (2)+VP+YM
% 2 5.0 NP (134 VP+NP (2) +VP
5 8.8 1.6 EXPECTED FREQ, LESS THAN 5.0.
12 9.2 .8  NPC1)4+VP+NP(2)+VP+VUN
0 .6 VM VP4 NP (2) +VP
0 1.1 VM VP4 NP (2) + VP+\M
0 1.5 VMNP (1) +VP+NP (2) +UP
i 3 2.7 VMNP C1 )+ VP4 NP £2) + UP+VUM
| 3 5.9 1.4 EXPECTED FREQG. LESS THAN 5.0
! a 2.1 VP4 NP (2)+VP+HIP (2)
| a 4,0 VP+NP (2)+VP+NP (2) +VM
8 6.1 .6 EXPECTED FREQ. LESS THAN 5.0
6 5,2 o1  NPC1)+VP+NP(2)+VP+NP(2) .
7 9.7 o7 NP (1)4+VP+NP(2)+VP+NP(2)+VN
0 .8 VP+NP (2)+NP (1 ) +VP
0 .5 VP+NP (2)+NP (1) +VP+ VM
0 o2 VP+NP (2)+NP (1 )+ VP+0+VP
2 2,0 NPC1)+VP+NP(2)+NPC)+VP
2 1.2 NP C1)+VP+NP (2) +NP (1) +VP+ VM
) 4 NP C1)+UP+NP (2)+NP (1)+VP4+-0+VP
5 5.0 .0 EXPECTED FREQ., LESS THAN 5.0
{ o6 VP+RP(2)+NP (1)+VP
1 o4 VP+RP (2)+NP (1 )+VP+VM
0 .l UP4+RP (2)+NP (1 ) +UP+0+VP
2 1.6 NP C1)+VP+RP (2)+NP (1 )+ VP
0 9 NP C1)+VP4+RP (2)+NP (1)+VP4-VM
0 .3 NP C1)+VP+RP (2)+NP (1)+VP+0+VP
6 11.5 2.6 NP C1)4+VP--0+VP
21 Tel  26.9 NPCH)+VP+0+VP+NP(2)
7 13,3 3,0 NP C1)+VP+0+VP+NP (2)+WM

|
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TABLE 42 (continued) ' o
18 21.4 «5 NP(1)+VP+0+VP+VN
3 3.4 VMNP (1) +VP+0+VP
10 7.4 9 EXPECTED FREQ, LESS THAN 5.0
4 2.1 VM NP (1) 4-UP4+04+ VP+NP (2)
0 3.9 VM- NP (1) +VP4+0+VP+NP (2)+VM
4 6.0 .7 EXPECTED FREQ. LESS THAN 5.0
7 6.3 o1 VMENP(1)+VP+0+VP+VUM
6 4,2 NP €1 )+VP+NP (2) +0+VP
5 2,1 NP (1)+VP4NP (2) +0+VP+NP (2)
1 6.3 3.5 EXPECTED FREQ., LESS THAN 5.0
0 .0 NP € 1)+VP4+NP (2) +0+VP+NP (2) +VP
6 7.8 o4 NP C1)+VP+NP (2)+0+VP+\M
) 3.9 NP (1)4+VP+NP (2) +0+VP+NP(2) +VN
0 .0 NP C1)+VP+NP (2) +0+VP+NP (2) +VP+ UM -
5 5.0 «0 NP C1)4C+NP (1)+VP+0+VP+\N
0 .0 NP C1)+VP+ UM+ 04 VP
0 .0 NP C1)4VP40+VP+NP (2)+VP
0 .0 NP C1)+VP+CON+0+VP
0 1.1 NP C1)+VP+CON+NP (1)
2 9 NP C1)+VP+CON+NP (1) +VP
3 5.8 1,4 EXPECTED FREQ. LESS THAN 5.0
4 1.1 HP C1)+VP+CON+ 8P (1) +VPeuN
0 o7 NP (1)+VP+NP (2) +CON+NP (1)
0 o5 NP (1)+VP+NP (2)+CON+NP Ci )+ VP
0 .7 NP C 1)+ VP+NP (2)+CON+NP (1)-+ VP4+UM
5 2.0 NP C1)4+VP+VM-CON+NP (1)
2 1,6 NP (1 )+VUP+VM+-CON+NP 1)+ VP
1 6.6 3.0 EXPECTED FREQ. LESS THAN 5.0
1 2,0 NP € 1)4VP+VM+-CON+NP (] )+VP+ VN
0 1.2 NP (1)+VP+NP (2)+VM+-CON+NP (1)
0 1.0 NP C1)4+VP+NP (2) +VM+CON+NP (1 )4+ VP
0 1.2 NP (1) +VP+NP (2)+WH-C ON-NP €1 )+ VP4 VM
1 5,5 3,7 EXPECTED FREQ., LESS THAN 5.0
0 -.0 RESIDUAL
835 835.0 206.0 TOTAL

15

DEGREES OF FREEDOM



w2 00116

TABIE 42 (continued)

READERS COMBINED

OBSERV. EXPECT. CHI%*2 SOURCE
266 278.2 o5 NPC1)+VP+NP(2)
16 21.0 1.2 NPC1)+VP+HP (2)+K
207  1€9.9 1.5 NPC1)4+VP+KP(2)+UN
35 29.6 1.0 C+NP(1)+VP+NP (2)
1 2.2 C+NP (1 )4+ VP+NP (2)+K
1§ 20.2 .9  C+NPC1)+VP+NP (24N
57 54.0 .2 MNP (1)+VP+NP (2)
i 4.1 VM NP €1 )+ VP+NP (2)+K
2 6.3 2.9 EXPECTED FREQ. LESS THAN 5.0
37 36.9 .0 VMENP (1)4+VP+NP (2)+VM
f 35  113.4  54.2 NPC1)+VP
: 348 234.4  55.1 NPC1)+VP+WM
i 13,1 11.2 NPC1)+VP+K
4 27.1  19.7 NPC1)+VP+VMHK
12 3.5 R+NP (1)%VP
0 7.2 7.2 R+NP(1)+VP+VM
0 A R+NP (1)+VP+X
; 0 .8 R+NP (1) +VP+VUMHK
| 12 16.7 1.3 C+NP(1)+VP
1 44 34.4 2.7 C+NPCi)+VP+WM
| 0 1.9 C+NP C1)+VP+K
| 12 6.7 4.2 EXPECTED FREQ, LESS THAN 5.0
§ 1 4.0 CHNP €1 )+VP+VUMEK
; 115 86.5 9.4 UMHNP(1)+VP
; 193 178.8 o2 UMENP (1)+VP+UM
: 6 10.0 1.6 VMNP C1)+VP+K
; 2 20.7  16.9 VMNP C1)+VP+UMK
i 20 23.7 o6 VPH+NP(2)
: 6 1.8 VP+NP(2)+K
; 7 5.8 .3 EXPECTED FREQ. LESS THAN 5.0
‘ 1 16,2 14,3 VP+NP(2)+VM
18 4.7 VM VP4+NP (2)
! .4 VIt VP+NP (2)+K
1) 5.1  38.4 EXPECTED FREQ. LESS THAN 5.0
4 3.2 Vi UP4+NP (2)+ VN
P 3.9 1.2 WP
; 7%  1i1.4  11.9 VP+WM
o 53 12.: 31.1  VP+UMK
ERIC . VME VP+ VMK
— 5.8 EXPECTED FREQ. LESS THAN 5.0
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PABIE 42 (continued)

106.4 VP+K
UM+ VP+K
7.1 VMVP
S8  VUhH-VP4+-UM

.0 NP(1)+VP+VM+KP (2)
0 NP{1)+VMVP+UM
o0 C+VHNP(I)+VP

5.7 VP+C+VP
5.8 VP+C+VP+NP(2)
¢4 VP+C+VP+\M
VP+C+ VP+K
YP+C+ VP+NP(2)+VM

EXPECTED FREQ, LESS THAN 5.C

UP+C+ VP+IP (2) 4K
NPC1)4+VP+C+VP

NP C 1)+ VP+C+VP+NP (2)
VPC1)+VPHCHVP+UN

NP ¢ 1 )+ VP+C+VP+NP (2)+ VM

NP C1)+C+NP (1) 4+VP

NP € 1+C+NP (134 VP+NP (2)

NP C1)+C+NP (1)+VP+ NP (2)+VM
NP (1) +C+NP (1) +VP+VM

UMt NP (1 )+C+NP (1) +VP

e o o
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47,3 EXFECTED FREQ. LESS THAN 5.0

UM+ NP (1)4C+NP (1) +VP+NP (2)
UM NP (1)4+C+NP (1) +VP+NP (2)+ VN
Vit NP (1 )4+C+NP (1) 4+ VP+VM

Lol -
T )

.
Lo 4]

«6 EXPECTED FREQ, LESS THAN 5.0

VP+HP (2)+C+NP (2) .
VP+NP (2)+C+NP (2)+VNM

7.4 EXPECTED FREQ, LESS THAN 5,0
NP(1)+4 VP+NP (2)4+C+NP(2)
1.7 NPC1)+VP4NP(2)4C+NP(2)+VM
VM- VP+NP (2)+C4+NP(2)
24,8 EXPECTED FREQ, LESS THAN 5.0
VMt VP+NP (20 4C+NP (2)+VNM

VM NP (1)4+VFP+NP (2)+C+NP (2)
Vi NP (1)4+VP+NP (2)4+C+NP (2)+ UM

.
RN—n O0O0O0 » WDNO Hr Ob o bUD

—

PN OO w O~ O OO0
N
[ ]

On ~ VD 0 HND—
®

«0 NP(1)+VP+A
1.8 NP(1)+VP+VM+A
NP (1)+VP+A+K

=
N

N
—0th N ==
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PABLE 42 (continued)

7 5,7 .3 EXPECTED FREQ. LESS THAN 5.0
0 o7 NP (1)4VP+UMEA+K
: 15 15.9 o1 NPC1)+VUP+A+UM
1 6.2 3.7 NP C1)+VP+UMEA+UM
5 5.0 0  VP+UMKA+K
1 2.3 NP ( 1)+ VP+A+0+VP
6 io7 NP (134 VP+A+0+VP+VUM
7 7.7 .1 EXPECTED FREQ., LESS THAN 5.0
12 4.7 VP+NP (2)+VP
1 9.6 .2 VP+NP(2)+VP+\UN
6 9.5 1.3 NP(1)+VP+NP (2)+VP
19 19.6 <0 NP C1)+VP+NP (2)+VP+ M
0 o9 VM VPENP(2)4+VP
12 5.6 7.4 EXPECTED FREQ. LESS THAN 5.0
0 1.9 UM+ VP4+NP (2) +VP+ UM
0 1.9 UM NP (1) 4 VP+NP (2)+VP
4 3.9 VM BP (1) 4VP+NP (2)+VP+ VM
A 747 1.8 EXPECTED FREQ. LESS THAN 5.0
6 4.0 VP+NP (2)+VP+KP (2)
10 8.2 o4  VP+NP(2)4+VP+NP(2)+UM
9 8, ) o1 NP C1)+VP+NP (2)+VP+NP (2)
12 16.7 1.3 NPCI)+VP+NP(2)+VP+NP (2)+ WM
0 2,2 VP+ NP (2)+NP (1)+VP
6 6.2 .0 EXPECTED FREQ. LESS THAN 5.0
0 o7 VP4+NP (2)+NP (1) +VP+ VUM
a 0 A VP+NP (2)4NP (1 )+VP+0+VP
6 4,5 NP (1 )4+ VP+NP (2)+NP (1) +VP
s 5,6 .0 EXPECTED FREQ. LESS THAN 5.0
f 3 1.5 NP (£ 34UP+NP (2)+NP (1 )+VP+VN
1 07 NP €1+ VP+NP (2)+NP (1 )+ VP+0+VP
5 3.7 VP+RP (2)+NP (1)+VP
9 6.0 1.5 EXPECTED FREQ. LESS THAN 5.0
3 1.2 VP+RP (2)+NP (1)+VP+ VM
0 .6 VP+RP (2)4KP (1 )+VP4+0+VP
, 7 7.6 o0 NP C1)4VP+RP (2)+NP (1)+VP
0 2.5 - NPC1)+VP+RP (2)+NP (1)4+VP+VM
_, 2 1.3 NP (1 )+VP+RP (2)+NP (1)+VP+0+VP
Q
ERIC 5 5,7 .1 EXPECTED FREQ, LESS THAN 5.0
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TABLE 42 (continued)

NP (1)+VP+0+VP

NP (1)+VP+0+VP+NP (2)

NP (1)+VP+0+VP+NP (2)4+VM
NP(1)4+VP+0+VP+VM
VMNP (1) +VP+0+VP
VMNP (1)+VP+0+VP+NP (2)

-
HN=-N
O WOQ N .
[ ]
[ I
NN

NRNION

12 .

3.7 EXPECTED FREQ. LESS THAN 5.0

S¢7 VMENP(1)+VP+O0+VUP+NP(2)4+UM
o2 VMENP(1)4+VP+0+VP+VM
2.5 NP(1)+VP+NP(2)+0+VP
-~ NPC1)+VP+NP (2)+0+VP+NP (2)
NP C1)+VP4+NP (2)4+04+VP+NP (2)+VP

o2 NP(1)+VP+HP(2)+0+VP+UM

1  NPC(1)+VP+NP (2)4+0+VP+NP (2)+VUM .
NP C1)+YP+NF (2)+0+VP+NP (2)+VP+VUM
«0 NP (1)4C+NP(1)+VP+0+VP+UM

0 NPC(1)+VP+VM:0+VP. .
NP (1 )+ VP+0+VP+NP (2)+VP

2,1 EXPECTED FREQ, LESS THAN 5.0

v VLo NMOoOOoA—~OC
W LW Ub NARW

O D0000aNOOMNMNAN~N O R

0 NP (1)+VP+CON+O0+VP
NP (1)+VP+CON+NP (1)
NP (1) +VP+CON+NP (1)+VP
NP (1)4+VP+CON+NP (1)+VP+VUM

«7 EXPECTED FREQ, LESS THAN 5.0

NP(1)+VP+NP (2)+CON+NP (1)

NP (1)+VP+NP(2)+CON+NP (1)+VP

NP (1)4+VP+NP(2)+CCN+NP (1)+VP+VM
1.4 NPC(1)+VP+VM+CON+NP (1)

NP(1)+VP+VM-CON--NP(1)+VP

— » eV A
e o 0 0 0 . °
YV DYNO

N NNOOO M WVWOW

.0 EXPECTED FREQ, LESS THAN 5.0

NP ( 1)+ VP+VM-CON+NP (1) +VP+ Vi
NPC1)4VP+NP (2)+VM-CON+NP (1)

.0 EXPECTED FREQ, LESS THAN 5.0

NP (1)+VP+NP(2)+VMCON+NP (1)+VP
NP (1)+VP+NP (2)+VMCON+NP (1) +VP+UM

-0 W DD 0 bW
[ ] [ ]
[ X~ (¥4 (V¥ -3 - VIO~

i
oo [ \h =

] 0 4,5 RESIDUAL
o _ 0222 2222,0 729.2 TOTAL

44 DEGREES OF FREEDOM
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ALI, COMBINED

116

OBSERV. EXPECT. CHI%**2 SOURCE

653
31
563
a7
1
23
88
|
38
108
601
3

1
20
|

0

© . 28
ERIC 72
e 1

668,1
54,6
324,3
45,3
3.7
22,0

81.0

6.6
39.3

VMNWM 000U LLONWNOI—

w N
ay N =
°

v

- Cd [\

WMl O~V NOL N~

[y K4 RV

)
10,2
4,6
ol

o0

o8
4.8
N
59.9
172.4
48,9
3.1
27.7
8.4

C
.
»n

4]

N N
S DO —\ e
N DBWO—=NDN NDNOW VU~V h
. MEEEEEEEEXER
AP NI VWOUVOONHNUW OHV—=VUVNOONH—O

e o o
000

11.4
30.0
«0

NP(1)+VP+NP (2)

NP (1)+VP+NP (2)4+K
NP(1)+VP+NP (2)4+VM
C+NPC1)+VP+NP(2)
C+NP(1)+VP+NP(2)+K
C+NP(1)+VP+NP(2)+VM"
Vit NP (1)+VP+NP (2)

VM NP (1 2+ VP+NP (2) 4K
V- NP (1 )4+ VP+NP(2)+VM

NP (1)+VP
NP (1)+VP+VM
NP (1)+VP+X

NP (1)+VP4+ VMK

R+NP(1)+VP

R+NP(1)+VP+VM

R+NP (1) +VP+K

10120

EXPECTED FREQ. LESS THAN 5.0

R+ NP (1) +VP+ VMK

C+NP(1)+VP

C+NP (1)+VP+VM

C+NP (1)+VP+K

C+ NP (1) +VP+VM+K

VMNP (1) +VP

VM NP (1) +VP+VUM
VMNP (1) +VP+K
UM+ NP (1) +VP+ MK

VP+NP(2)
VP+NP (2) +K
VP+NP(2)+VM
Vi VP+NP(2)

UM VP+NP (2)+K
UM+ VP+NP (2)+UM

VP
VP+ VM

- VP+ UMK

VM- VP4 VIH-K
VP+K

VM VPHK
VM- VP

VMt VP4 VUM

NP (1)+VP+ VMNP (2)
NP ( 1)+ VM- VP+ UM
C+ VMNP (1) +VP

VP+C+ VP

VP+C+VP+NP(2)

VP+C+ VP+VM
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TABLE 42 (continued)

8 4.3 VP4C+ VP+K

i1 7.9 1.3 EXPECTED FREQ. LESS THAN 5.0
3 18.5 13,0 VP+C+VP+HP(2)+VM

6 3.1 VP4+C+ UP+NP (2)+K
23 11.2  12.4 NPC1)+VUP4+C+VP

t3 8.2 2.9 NPC1)4+VP+C+VP+NP(2)

13 17.7 1.3  UPC1)+VP+C+VP+VUN

" 12.9  11.0 NPC1)4+VP+C+VP+NP (2)+VM

{0 23.6 7.8  NPCI)+GHNPC1)+VP

19 17.2 .2 NPC1)+C+NPC1)+VP+NP(2)

12 27.2 8.5  NP(1)4+C+NPC1)+VP+NP(2)+VM
39 37.3 U NPCI)+C+NP (' )+VP+VUM
21 2.4 < VMNP (1)4C+NP (1) +VP
27 5.5 83.7 EXPECTED FREQ. LESS THAN 5.0
4 1.7 VM NP €1 )+C+ NP 1)+ VP+NP (2)

2 2.8 UM NP (1 )4C+ NP (1) +VP+NP (2)+UM
9 3.8 Ut NP C1)+C+ NP (1) +VP+ WM

15 8.3 5.4 EXPECTED FREQ. LESS THAN 5.0
15 10.0 2.5 VP+NP (2)4C+NP(2)

0 15.8 15,8 VP+NP (2)+C+NP(2)+W

33 11,5  A0.4 NP(1)+VP+NP (2)+C+NP(2)

6 12,2 8.1  NPCI)+VP+NP (2)+C+NP (2)+VM

0 1.0 WM+ VP4 NP (2) +C+NP (2)

1 1.6 VM VP4 NP (2)4C+ NP (2)+ VM

6 1.2 VM NP (1) +VP+NP (2) +C+NP (2)

0 1.8 UM+ NP €1 )+VP+NP (2)+C+NP(2)+UM
7 5.6 «3 EXPECTED FREQ. LESS THAN 5.0
62 63,2 .0 NPCL)+VP+A

10 14,0 1.2 NPCI)+VP+VMHA

6 5,2 o1 NPCI)4+VPH+A+K

0 1.1 NP (1) +VP+VM-A+K

3t 30.7 <0 NP(1)+VP+A+VM

12 6.8 3.9  NPCIY+VP+VM+A+UM

5 5.0 o0 VP+VUMEA+K

7 7.7 o1 NPC1)+VP+A+0+VP

13 12.3 v0 NP C1)+VP+A+0+VP+ VM

42 20,4 22.8 VP+NP(2)+VP

32 32.3 70 VP+NP (2)+VP+ VN

T 23,5 3.1 NPC1)+VP+NP(2)+VP
29 37.2 1.8 NPC1)+VP+NP (2)+VP+ Vi

0 2.1 I UM VP+KP (2)+VP

0 3.3 L VM VPP (2) +VP+VM

0 6.5 6.5 EXPECTED FREQ. LESS THAN 5.0
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TABIE 42 (continued)
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VMNP (1) +VP+NP (2)+VP
VMNP (1) 4+ VP+NP (2) +VP+VM

EXPECTED FREQ, LESS THAN 5.0

VP+ NP (2)+VP+NP (2)

VP+NP (2) 4+ VP+NP (2)+VN

NP (154 VP+NP (2)+VP+NP (2)

NP (1)4+VP+NP (2)+VP+NP (2)+ VM
VP+NP (2)+NP (1)+VP
VP+NP(2)+NP (1)4VP+VM

VP+NP (2)+NP (1)+VP+0+VP

NP C1)4+VP+NP(2)+NP(1)+VP
NP (1)4+VP+NP (2)4+NP (1)+VP+VUM
NP (1)4+VP+NP (2)4+NP(1)+VP+0+VP
VP+RP (2)+NP (1)+VP

VP+RP (2)4NP (1) +VP+VM

EXPECTED FREQ, LESS THAN 5,0

VP+RP (2)4+NP (1) +VP+0+VP -
NP(1)+VP+RP(2)+NP (1)+VP

NP (1)4+VP4+RP (2)+NP (1)+VP+VM
NP (1)4+VP+RP (2)+-NP (1)+VP+0+VP

NP (1)4+VP+0+VF

NP (1)+VP+0+VP+NP (2)

NP (1)4+VYP+0+VP+NP (2)+VM
NP (1 )4 VP+0+VP+ VUM

VM- NP (1) 4+ VP+0+VP

VMNP (1) 4 VP+0+VP+NP (2).

EXPECTED FREQ., LESS THAN 5.0

UM+ NP (1) 4+ VP+04+VP+NP (2) +VH
VM NP (1) +VP+0+VP+ VN

NP (1)4+VP+NP (2)+0+VP

NP (1)4+VP+NP (2) +0+VP+NP (2)

NP (1)4+VP+NP (2)+0+VP+NP (2)+VP
NP (1) 4+VP+NP (2) +0+VP+VM

NP (1)+VP+NP (2) +0+YP+NP (2)+ VM
NP C1)4+VP+NP (2)4+0+VP+NP (2)4-VP+ V1
NP (1)4C+NP (1) 4+ VP+0+VP+VM

NP (1)+VP+VMH-0+VP

NP (1)4VP+0+VP+NP ({g".)-!-VP

NP C1)4 VP+CON+0+VP :
NP C1)+VP+CON+NP (17
NP C14+-VP+CON+NP (1)+VP

EXPECTED FREQ. LESE THAN 5.0
NP C1)4+VP+CON+NP (1) VP+WM

NP (1)+VP+NP (2)+CON+NP (1)
NP (1)+ViP'+NP (2)+COL+NP (1) +VP
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EXPECTED FREQ. LESS THAN 5.0

NP (1)4+VP+NP (2)+CON+NP (1) +VP+VN
NP (1)+VP+VM+CON+NP (1)

EXPECTED FREQ. LESS THAN 5.0

NP (1)+VP+VM-CON+NP (1)+VP
NP (1) +VP+VUMECON+NP (1 )+ VP+VM

EXPECTED FREQ, LESS THAN 5,0

NP (1)+VP+NP(2)+VM-CON+NP (1)
NP (1)+VP+NP (2)+VM+CON+NP(1)+VP

EXPECTED FREQ., LESS THAN 5.0
NP (1)+VP+NP (2)+VM-CON+NP (1)+VP+WM

RESIDUAL
TOTAL
DEGREES OF FREEDOM
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Within the pre-primers combined, seven of the ten highest ranking
types of the Ginn serles are among the ten highest ranking types of the
Scott-Foresman series, and within the primers and readers elght of the ten

highest ranking types are common to both. In the primers the first three

high frequency types hold corresponding ranks in the Ginn and Scott-Foresman

books, and in the readers the first six high frequency types hold corresponding

ranks. The type (NPi,j,l+VPi,j+N
pre-primers and the primers and is the second most frequent pattern in the
readers; in the readers the type (NPi,j,l+VPi,j+VM) is most frequent. For
all sections the majority of high frequency types can be generated from
the rules for statements with simple subjects and predicates and without
embedéing.

The maximum-likelihood estimates for the rule choice parameters,
Al-A24’ indicate some changes in structural patterns from the pre-primers
to the readers. Table 44 shows the rank order of the corresponding
estimated values across sections; "1" indicates the largest value and "3"

indicates the smallest.

Insert Table 44 about here

- Within the statements without embedding there is a sharp decrease in
the estimates for A3’ Ah’ A8, and All from the pre-primers to the readers.
These are probabilities of statements which are (or in the case of All‘
may be) imperatives, and inciude one and two word utterances such as
"Run." and "Help Dick." The proportion of statements which include
subjects or objects or both increases from the pre-primers to the readers,
and with the exception of A15 the estimates for the probabilities of
statements with embedding are smallest for the pre-primers. Again A15
is the parameter for a rule which mey be an imperative. Estimates for
B8l and 382, the parameters for including or deleting the subjective noun
phrases, indicate that for the pre-primers the subject is deleted twice
as often as not; thus when rule 13 with probability'All or rule 14 with
probability A15

is usually deleted and the result is an imperative statement. Contrary

is chosen for the pre~primers, the subjective noun phrase

to the Strickland finding and more in line with common~-sense expectations,

some evidence for a development of sentence structure was found in the

P, ) is the most frequent pattern in the
k,£,2

i e b b
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TABLE 44

Rank Order of the Maximum-..ikelihood Estimates,
Al-Aeh_, across Sections of the Corpus

: Pre-Primers Primers Readers
Parameter Combined Combined Combined
§ A 3 2 1
; A, 3 2 1
: A, 1 2 3
? A 1 2 3
i A 2.5 2.5 1
A 3 2 1
Moo 3 J
: Ag 1 2 3
i Aq 3 1 2
% A, 3 2 1
% A 1 3 2
§ A, 3 1 2
; A, 2.5 2.5 1
!
g Ay, 3 1 2
E A 1.5 1.5 3
§ g 5 2 .
; A 2 1 3
; Ag 3 1 2
. A 3 1 2
Ay, 2,5 2.5 1
Ay 2.5 2.5 1
Ay, 3 1 2
Ay 2.5 2.5 1
A 3 2 1

2l
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corpus; short statements without embedding were more probable in the
pre-primers while longer statements and statements with embedding were .
more probable in the readers.

Table 42 indicates that a large percent of each of the total chi-
squaeres is due to a few types which contribute very large chi-square
values, rather than to many types with rather large chi-square contributions.
For the corpus as a whole, for example, subtraction of the ten largest
chi-square contributions jyields a total chi-square of 573.7, a reduction
of 1070.3 or 65.1%. Thus, in general, the grammar provided a good fit;
again, however, the numb~r of degrees of freedom is relatively small, and
some sort of fit would be expected. Only one type, (NPi,j,l+VPi,j+VM)’
was a consistently large contributer; predictions for this type were always
too low. This type can be derived from the secon¢ rewrite rule; removing

this possibility from the rule and forming instead a new rule in hopes of

.- changing the parameters and providing a better fit for this type would

involve changing the whole structure of the rule and including several

more rules. This in turn might change some of the good predicted frequencies

of other types derivable from tae rule and in this way again increase the

total chi-square value. Thus it seemed best to meke no change in the: gremmar.
Figure 6 shows the fit of the gremmar tc the observed frequencies

and their rank order. This indicates a fit which is poorer than the

previous grammars for high frequency types but is in general quite good.

Insert Figure 6 about here

Table 45 summarizes the total chi-squares and the respective degrees
of freedom for each of the six grammars for every section of the corpus
.n which the statistic was applicable. Table 46 shows the "average
chi-squares" found by dividing the degrees of freedom into the total chi-
square; these values form the numerators and denominators of the F-tests

and make pairwise comparisons somewhat easier.

Insert Tables 45 and 46 about here

The fiks given by the statements-with-verbs grammar for the primers
individually and combined and fcr the Ginn reader were not significantly
different than those given by the noun-phrase grammar for corresponding sections.

The fit for the pre-primers combined was signfi.antly worse and the fits foi
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the Scott~Foresman reader, the readers combined, and the corpus as a whole
were significantly better than those of the noun-phrase grammer; the latter
were equivalent to those given by the verb-phrase grammar.

All of the phras-.-stracture grammars presented in this chapter have
been written to fit the corpus as nearly as possible. Only a few syntactic
patterns which dc not appear in the corpus but are generally considered
grammatical can be generated by the grammars, and no provision has been
made for unbounded embedding. In later uses, for example un making
comparisons with oral speech, more general grammars might be preferable;
in that case the same grammar would be used for both corpuses but different

- parameters would be estimated. Although more general constructions and
unbounded embedding are possible in phrase-structure grammars, they are
somewhat easier to conceptualize in categorial grammars. With this in
mind, categorial grammars were written for the noun phrases and verb phrases;

these are presented in the next chapter.
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CHAPTER IV

CATEGORTAL GRAMMARS

For purposes of comparison, two categorial grammars, one for the
noun phrases and one for the verb phrases. were constructed. It has been
shown (Bar-Hillel, Gaifman & Shamir, 1960) that phrace-structure grammars
and categorial grammars are equivzlent in the range of languages they are
capable of characterizing. Categorial grammars, while less easy to interpret
than phrase-structure grammars, are more eacily adapted to fit other
corpuses (for example oral language) because they contain at most two
rewrite rules. To adapt a categorial grammar to a new corpus the
parameters must be reestimated and sometimes a few new categories must
be added, but no new rewrite rules are needed.

The two rewrite rules for standard categorial grammars are:

1) a-a/B, B
2) a -8, B\

where @ and B are categories. In writing a categorial grammar
a finite number of primitive categories is selected; the primitive categories
are usually taken to be "s" for sentence and "n” for noun. All primitive
categories are categories, when when & and B are categories, (o/B] and
[a\B] are categories--these are called derived categories. All words in
the terminal vocabulary are classified into one or more of these categories.

A premise ("s” in standard categorial grammars) is chosen, and all
grammatical types of utterances must be derivable from the premise, the
rewrite rules, and the categories. Any utterance derivable in this way
is considered grammatical, so the categories must be established so that

all grammatical utterances, and only those; can be derived. The following

128
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example illustrates the method of derivation in a categorial grammar.
Let "n" be the category for nouns and [n\s]/n l: the category for
transitive verbs. Then ths categorial symbolism for the syntactical
type (N+TV+N) ie (n, [m\s]/n, n), and this can bs generated as follows:
s —»n, M\s Rule 2, s for &, n for B
n, n\s -» n, [mMsl/n, n Rule 1, [mM\s] for @, n for B

Corresponding to the phrase structure grammars, parameters can be
assigned to each choice point of the derivations, and the same statistical
procedures for evaluating the grammars may be followed. In general fcur
types of parameters are necessary for categorial grammars: a stopping
parameter, a parameter for the choice of rule used,; parameters denoting
substitutions for B, and parameters denoting substitutions for «.

The first three parameter types represent unconditional probabilities
and present no problem. The parameters for the choice of <&, however, are
conditional probabilities; they are conditional on the choices available
from the previous application of the rul:. In the example above, wher rule
2 is applied, the only choice for « is "s" so the probability of that
choice is one, when rule 1 is applied in the next step; there are two

choices available for @, "n" and "m\s", and the probability of choosing

"s" at this point is zero. In this example three parameters for O are
needed: P[s for & given s], P[n for a given n, n\sj, and P[n\s for o
given n, n\s]; clearly the first probability is one and the sum of the

last two probabilities is one. Under this system, a new set of O parameters
is required each time a new set of choices is available. Some
simplification can be achieved by considering the number of the choice
instead of the choice itself. In the example above the required parameters
would be: P[first choice given one choice], P[first choice given two
choices], and P[second choice given two choices]; again the first
probability is equal to one and the sum of the last two is one. When the
number of the choice is the basis for parameter assignment, the number of
necessary sets of & parameters is equal to the maximum

number of times the rule is applied in any derivation of the grammar. If
+the grammar provides for an infinite number of rule applications, a

decision could be made to stop when the probability of syntactical patterns
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reached a certain level close to zero; the maximum number of rule
applications would then be finite. 1In {he noun-phrase and verb-phrase
grammars of this chapter, no choice of & is available, so the problem of

conditional parameters does not arise.

Categorial Grammar for Noun Phrases

The categorial =rammar for noun phrases is summarized in Table 47,

and the derivations and theoretical prcbabil fties are given in Table 48.

Insert Tables 47 and 48 about here

As can be seen from “he derivations, only one rewrits rule is
required for the noun-phrase grammar, <o no parameter is rnecessary for
the choice of the rewrite rule. The only choice made for & and B is

"n", so no parameters are required for these choices either.

Three premises have been selected, "n", "p", and "g", but derivations
are permitted from only the first of these. This is a deviation from
standard categorial grammars in which only one premise is chosen ard all
derivations are made from the one premise. But such a deviation was
necessary to correspond to the phrase-structure grammar in not allowing
adjectives and articles to precede pronouns and proper nouns. Three

parameters were required for the three premises; A, is the probability of

choosing "n" for the premise, A2 is the probabilit;’of choosing "p", and
A5 is the probability of choosing “g”.

The optional transformation requires one (free) parameter; Tl is
the probability of choosing an article and T2 = J__Tl is the probability of
not choosing an article. This method of generating types such as (T+A+N)
as well as (A+N) was the simplest which could be found. Other means, such
as classifying articles as adjectives, generated phrases with the
article between the adjective(s) and noun (for example, "red and yellow
the ball"” instead of "the red and yellow ball"”) as well as the desired
syntactical types. As Table 47 shows, the same obligatory transformations
used for the phrase-structure grammars are used here.

The variable "Sl"Nwas chosen for the stopping parameter; this is a
binomial parameter, x)Slx(lwsl)N-x, where x is the number of times the

rewrite rule was applied and "N" is chosen to be some number greater than
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TABLE 47

The Categorial Grammar for Noun Phrases

Rewrite rule: «a —»@/B, B
Premises from which derivations are possible: n
Premises from which no derivations are possible: p, g

Primitive categories: n

Catcgories: n (noun)
g (proper noun)
P (pronoun)

t (article)
n/n (adjective)

Obligatory tranuformations:

a) It "n" is "something”, n/n,n - n,n/n
b) If "n/n" is "what” or "all", t,n/n,n - n/n,t,n

c) If "n/nl" is "what" or "all", t,n/n,n/ne,n —>n/nl,t,n/n2,n
n_n

Optional transformation: Any statement derivable from "n" may begir with
an article, "t".

Parameters: Al-AB’ premise choice parameters
Sl_s2’ stopping parameter

Tl_TD’ optional transfcrmation parameter
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Derivations from the Categorial Grammer for Noun Phrases

A+N

A+A+N

TN

T+A+N

T+A+A+N

A+ATA+L

Derivation
g
g
n
n-n/n,n

n -n/n,n -n/n,n/n,n

n + transformation

n -1u/n,n + transformation
n-an/n,n-an/n,n/n,n + transformation

n -n/n,n-n/n,n/n,n-n/n,n/n,n/n,n

Theoretical

Probability
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the maximum number of times the ruie nust be applied to generate all
observed syntactical tymes. This a priori choice of "N" is not entirely
satisfactory, but as will be seen in a later discussion of chi-square
contributions and total chi-squares, within a certain range the choice
does not have a significant effect on the parameter estimation. If "S1"
is estimated separately for typec formed acccording to the number of times
the rule was applied, "Sl" is a maximum-likelihood estimute as shown in
the following derivation for N = 6, the value us<d in the avplication of

the maximum-likelihood procedures as explained in Chapter III.

Lype Frequency Probability

1 K, = fy#fo o (l-Sl)6

. Ko = TannTipepen 6(1-5,)°(s,)

7 Ky = Tpepn Trpearasn 15(1-sl)”(sl)2
i K, = Tponrnen 20(1-31)5(31)5
5 K, = 0 15(1-31)2(31)h
6 K= 0 6(1-sl)(sl)5

7 Ky = 0 sl6

K
= [(2-5)) ]1-[6(1 5,)%s,1 2[15(1-8 ) 5,2 5tzo(l 5,)%s 5]

log L = Kllog[(l-Sl) ]+K210g[6(l—Sl)SSl]+K5log[lS(l—Sl) 512]+ Kulog[20(l—sl)jsl5]

~1og L Ty K Ky Ky MKs Ky 3Ky
- L Sl l—Sl Sl l-Sl Sl l—Sl Sl l-Sl

Setting the derivative equal to zero and solving:
K +2K +3Kh
51 6K'+6K +6K +6_*

Using the observed frequencies for the corpus as a whole {Table 50),
Sl = ,1054. And this is the estimate obtained when the maximum-likelihood
estimation procedures explained in Chapter III are applied. (Table 49)

Insert Tables 49 and 50 about here
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TABLE 50

Observed and Expected Frequencies, Chi-Square Contributions,
and Total Chi-Squares for each Section of the Corpus for the
Categorial Grammar for Noun Phrases

GINN PRE-PRIMER

OBSERYV, EXPECT, CHI%*2 SOURCE
230 230,0 .0 P
254 254,0 0 G
76 70.6 «4 N
23 31,1 2.1 A+N
g 5.7 «9 A+A+N
121 17,7 ol T4N
42 51.8 1.8 T+A:N
17 9,5 5.9 T+A+A+N
1 o6 A+A+A+N
1 1.6 RESIDUAL
772 772.0 11,3 TOTAL
3 DEGREES OF FREEDOM

OBSERV, EXPECT., CHIx*x2 SOURCE

A24 424,0 0 P

132 132,0 0 G

33 36,9 4 N

24 19.4 l.1 A+N
4 4,2 A+A+N

36 33,2 2 T+N

14 17.5 o7 T+A+N
5 3.8 T+A+A+N
9 8.1 ol EXPECTED FREQ. LESS THAN 5.0
0 9 A+A+A+N
0 1.0 RESIDUAL

€72 872.0 TOTAL

SCOTT-FORESMAN PR. -PRIMER

DEGREES OF FREEDOM



TABLE 50 (continued)

OBSERV, EXPECT. CHI*x2 SOURCE
654 654.0 .0 P
386 386,0 .0 G
109 108,1 « N
47 50,2 2 A+N
12 9,7 «5 A+A+N
56 69.7 2.7 T+A+N
22 13.5 5.4 T+A+A+N
1 1.0 A+A+A+N
| 2.5 RESIDUAL
1444 1444,0 9.1 TOTAL
3 DEGREES OF FREEDOM
GINN PRIMER
OBSERV, EXPECT. CHMI%**2 SOURCE
727 727.0 0 P
286 286,0 0 G
86 130,4 15,1 N
123 107.3 2.3 A+N
56 36.8 10,0 A+A+N
227 170,7 18,6 T4+N
99 140,4 12.2 T4+A+N
43 48,1 «> THA+A+N
17 6.7 15,7 A+A+A+N
0 10,5 10.5 RESIDUAL
1664 16G4,0 85.0 TOTAL
5 DEGREES OF FREEDOM

136

PRE-PRIMERS COMBINED

00140
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TABLE 50 (cortinued)

SCOTT-FORESMAN PRIMER

O03SERV, EXPECT, CHIx*2 SOURCE

784 784,0 0 P
220 220,0 N G
63 103,0 15,5 N
110 8248 8.9 A+N
43 27.7 8.4 A+AHN
153 121 .8 8,0 T+N
78 97.9 4,1 T+A+N
28 32,8 o7 T+A+A+N
3 5.0 A+A+A+N
3 12,0 6.7 RESIDuUAL

1482 1482,0 52.3 TOTAL
4 DEGREES OF FREEDOM

PRIMERS COMBINED

OBSERV, EXPECT, CHI**2 SOURCE

1511 1511,0 0 P
506 506,0 0 G
149 233.3 30.5 N
233 150,1 9.7 A+N
99 64,6 18,4 A+A+N
380 292,5 26.2 T+N
177 238,3 15,8 T+A+N
" 80,9 1.2 T+A+A+N
20 11,7 5.9 A+A+A+N
0 17.5 17.5 RESIDUAL

3146 3146,0 125,1 TOTAL
5 DEGREES OF FREEDOM
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TABIE 50 (continued)

OBSERV,

1143
473
215
238
103
556
243

86
24

0
2081

GINN READER

EXPECT,

1143,0
473,0
296,3
210,6

62,4
452,1
321,.3

95.2

S.9

17.4
3081.0

CHI*x

2 SOURCE

G

N

A+ N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TOTAL
DEGREES OF FREEDOM

SCOTT-FORESMAN READER

03SERV,

997
323
239
370
97
430
148
31
16

0
2651

EXPECT,

997,0
323,0
376,3
259,0
74,3
317.4
218,5
62,7
11,4

11,4
2651,0

CHI%x%2

.0
«0
50,!
47,5
6.9
40.0
22,7
16,0
1.9

11,4
196.6
5

SOURCE

P
G

N

A+N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TOTAL
DEGREES OF FREEDOM

Lo T M il
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TABLE 50 (continued)

READERS COMBINED

OBSERV, EXPECT, CHIx*2 SOURCE

5

3 2140 2140.0 .0 P
! 796 796,0 .0 G
, 454 671.5 70,4 N
3 608 470,1 40,4 A+N
i 200 137.1 28,8 A+A+N
986 770.5 60,3 T+N
; 391 539.4 40,8 T+A+K
! 117 157,.4 10.4 T+A+A+N
: 40 21,3 16,3 A+A+A+N
§ 0 28,6 28,6 RESIDUAL
5732 5732.0 296.1 TOTAL
i 5 DEGREES OF FREEDOM
ﬁ ALL COME INED
§ 0BSERV. EXPECT., CHI**2 SOURCE
4305  4305.0 0 P
} 1688 1688,0 .0 G
! 712 1011,0 gg8.4 N
R8R 714,5 42,1 A+N
i 311 210,4 AB.1  A+A+N
i 1523  1208.4 81,9 T+N
‘ 624 §54.0 61.9 T+A+N
) 210 251,5 6.8 TH+A+A+N
} 61 33.0 23,7 A+A+A+N
- 0 46,2 46,2 RESIDUAL
3. 10322 10322 399.3 TOTAL

DEGREES OF FREEDOM
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TABLE 50 (continued)

ALL COMBINED (N=5)

OBSERV, EXPECT, CHI%%2 SOURCE
4305 4305,0 0 P
1688 1688,0 0 G
712 1003.1 84,5 N
g3 726,0 35.1 A+N
311 210,2 48,4 A+A+N
1523 1198,9 87.6 T+N
624 867,7 68,5 T+A+N
210 251,2 8.8 T+A+A+N
sl 30.:4 30,7 A+A+A+N
0 41,4 4} ,4 RESIDUAL
10322 10322 403.9 ToTAL
5 DEGREES OF FREEDOM
ALLL COMBINED (N=T)
OBSERV. EXPECT, CHIxx2 SOURCE
4305 4305,.0 .0 P
1 68% 1688.0 0 G
712 1016,5 91,2 N
g 706.5 46,6 A+N
3il 210,5 48,0 A+A+N
1523 1215,0 78,1 T+N
624 R44,4 57.5 T+A+N
210 251,5 6.9 T+A+A+N
61 34,8 19,7 A+A+A+N
0 49,6 49,68 RESIDUAL
10322 10322 397,7 TOTAL

5

DEGREES OF FREEDOM
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TABLE 50 (continued)

OBSERV.

4305
1688
112
gea
311
1523
624
210
61

0
10322

ALL COMBINED (N=8)

EXPECT,

4305,0
1688,0
1020,6
700,.6
210.4
1219,.9
837.4
251.5
36.1

52,2
10322

CHI*%x2 SOURLE

.C
.0
93,3
50,1
48,1
75.3
54,4
6.9
17,1

52.2
397,5
5

P
G

v

A+N
A+A+N
T+N
T+A+N
T+A+A+N
A+A+A+N

RESIDUAL
TOTAL

10145

DEGREES OF FREEDOM
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If Sl had been chosen to be a geometric distribution, no a priori
choices would have been necessary. This distrivution was effective in
the work orf Suppes (1970), but it would provide a poor fit in this case.
If the geometric distribution had been used here, the parameter Sl would
have appeared in every theoretical probebility involving "N", and
whenever one or more adjectives were included, a corresponding number
of 82 = l—Sl terms would have appeared in the probability. The probability
of type (N), for example, would have been: (Ai)(sl)(lel) and the proba-
bility of typc {A+N) would have been: (Al)(l_Sl)(Sl)(lel), ‘Thus the
grammar would always predict a greater number of (N} typ<s than (&%)
types, a greater numter of (A+N) types tnan (A+A+N) types, ete. But
the observed data did not show this trend. The Poiseon distribution
would have fit the stopping date in =2 manner similsr to the binomial
distribution and would not have involved an a priori choice; but the
remaining statistical calculations would bave been much more complicated,
and for a first approximation this was not deemed necezsary.

The categoricl grammar for noun phrases generates the same types
as the phrase-structure grammar, so the percents of the corpus accounted
for by the categorial grammar are the same a= those shown in Table 13,
However, the stoppiﬁg parameter allows thes categorial grzmmar to generate
seven types which are not found in the corpus. The s*opping parameter
allows the rule to be applied six times; thus 81l types from (N) to
(A+A+A+A+A+A+N) and from (T+N) to (T4a+a+A+4+A+A+N) are possible, although
the probabilities of the longer types are small. The grammar generates
nine observed types and the seven unobserved types which are placed in
one cell; four parameters are used s0 without further collavsing due to
low predicted freguencies, the model allows tive degrees of freedom.

Tables 49 and 50 show the maximum-likelihood estimates and the
chi-square analysis for this grammar; in the miximum-likelihood calcula~
tions 6 was used for N unless otherwise stated. On Table 50 the column
labeled "residual"” includes the expected freguencies for types generated
but not observed as well as any remaining uncollapsed types and round-off
errors. The contributions from uniisted types is substantial but never

as large as the largest contribution from the observea types.




.

Fprove

i
1

S s 40147

Table 50 shows that for different sections of the corpus the source
of large chi-square contributions varies. The contribution from type (N)
is usually, but not always, the largest, and no other pattern is evident.
For the phrase-structure grammar, on the other hand, the coatributions from
types (M) and (T+N) were consistently the gr.atest.

The last four pages of Table 50 show the chi-squares for the corpus
as a whole for different choices of "N", the number chosen in conmection
with the stopping parameter. It is apparent that the choice has little
effect on the total chi-square or on the individual contributions; for N
equal to 5, 6, 7, and 8, the total chi-square values are 403.9, 399.3,
397.7, and 397.5 respectively. Very large values of K would of course
affect the chi-squares because these values of N would give very small
probabilities to phrases of one to four words and large probabilities twc
the longer, unobserved types.

Table 51 presente a comparison of total chi~squares for each section

of the corpus for the phrase-structure and categorial grammars.

Insert Table 51 about here

Because of the differing degrees of freedom, F-tests were used to
compare the chi-squares; in this situation the independence assumption
is viclated, so the results must be considered only as approximations.
However, 110 significant differences were apparent. While the grammars
differ in their ability to predint particular phrase types (with the
rhrase-structure being more regular), the overall fit provided by each
grammar is approximately the same. The gimilarity of the fit is further
demonstrated by Figure 7 which shows the observed frequencies plotted
against their rank order and the frequencies predicted by the phrase-
structure and categorial grammars plotted at the rank of the corresponding

observed frequencies.

Insert Figure 7 about here

Table 51 shows that the rark order of the total comparative chi-squares
("comparative chi-square” indicates that differences in degrees of freedom
have been considered)from the Ginn primer to the entire corpus is the same

for the phrase-structure and categorial grammars. In both the trend of
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increasing chi~sqguares from the pre-primers to the primers and from the
primers to the readers is apparent. For both the total comparative chi-
square for the primers and readers combined is greater than the total
comparative chi-sguare for either of the individual volumes, and the
comparative chi-square for the entire corpus is the largest of all. It is
interesting that for both grammars the pre-primers showed an exception

to the rule of chi-squares for combinations being greater than chi-square
for individual volumes. For the phrase-structure grammar the comparative
chi-square for the Scott-Foresman pre-primer is larger than that for the
pre-primers combined, and for the categorial grammar the Ginn pre-yrimer

has a larger comparative chi-square than the pre-primers combined.

The Categorial Grammar for Verb Phrases

The categorial grammar fori verb phrases is summarized in Table 52,
The obligatory transformations are the same as those of the phrase-structure

grammar,

Insert Table 52 about here

Again only one rewrite rule (this time the second rewrite rule) is
~equired for the grammar, so no rule choice parameter is nececsary.

Parameters Al, A2, and A, have been used to designate the premise choices.

3

For the verb phrase grammar a geometric stopping parameter, Sl’ is
acceptable because the frequency of the observed phrases decreases as the

length increases; S. represents the probability of stopping and S, = 1-S

represents the probibility of continuing. A geometric stopping pirametei
implies an infinite number of theoretical verb phrase types, but the
probability of the longer types approaches zero rapidly. The choice for
B is always "m"”, and the choice for & when the rule is applied more than
once is always "m" and always the first term so no parameters are required
for these choices. Thus, three free parameters, Al’ A2, and Sl’ are
required for this model; nine observed types and an infinite number of
unobserved types which are combined into one cell are generated, so when
no further collapsing is.necessaryg six degrees of freedom are available.
The derivations and theoretical probabilities for the verb-phrase

grammar are shown in Table 53,

Insert Table 53 about here
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TABLE 52
The Categorial Gremmar for Verb Phrases
Rewrite Tule: O - PB,A\Q

Premises: s, s/n, s/[n/n]
Primitive category: m

Categories: s (intransitive verb)
s/n (transitive verb)
s/[n/n]} (copulative verb)
m\ s (infinitive form of intransitive verb)
m\[s/n] (infinitive form of transitive verb)
m\[s/[n/n]] (infinitive form of copulative verb)
m (modal)
m\m (negation)

Obligatory transformations: o\ s ‘m\ s+ ing

1. If "m" is a form of "to be", {m\[s/n] 1-+ m\s{s/n]+ing g
m\ [s/[n/n]] ow\[s/[n/n]]+ing

2a., If "m\s" is a form of "to be" or "to do" and "m" is a form of "to be"
or "to do", m,mM\m,m\s - s,m\m.

2b. If Ws" is "will", "can", "may", "must", "shall, or "could", m,m\m,
m\s - s,m\m.

3. If "m\[s/n]" is a form of "to be" and "m" is a form of "to be" or
"to do", m,m\m,m\[s/n] - s/n,m\m.

4. If "m\[s/[n/n]]" is a form of "to be" and "m" is a form of "to be" or
"to do", m,m\m,m\[s/[n/n]] - s/[n/n],mM\m.

Parameters: Al—A5, premise choice parameters

81-32 ; stopping parameter
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TABLE 53

Derivations from the Categorial Grammar for Verb Phrases

Theoretical
Type Derivation Probability
v s Al . Sl
M+IV s-» m,m\s Al . 82 + 8
Mt+-+TV s— m,m\ s m,m\m,m\ s Al . 822 5,

/ l L]

v s/n A2 Sl
M+TV s/m m,m\[s/n] A2 . 32 S
M+-+TV s/n- m,m\[ s/nl- m,Mm,m\[s/n] A, 322 5
cv s/[n/n] A5 "8
M+CV s/[n/nl- m,m\[s/[n/n]] A, 8,°8

X
W W
wn

M+-+CV s/[n/nl- m,m\[s/[n/n]] »m,Mm,m [s/[n/n]]
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The percent of verb phrases in each section of the corpus accounped
for by this model are the same as those for the phrase-structure grammar
and are given in Table 18. The maximum~likelihood estimates and the chi-

square analysis are given in Tables 54 and 55.

Insert Tables 54 and 55 about here

As was stated earlier, the categorial grammar generates an infinite
number cf unobserved verb phrase types all of which have very small
probabilities; the total probabilities of unobserved types in the pre-
primers combined, primers combined, readers combined, and all combined
are .004%, .0l1, .010, and .009 respectively. The chi~square contributions
from these types as well as contributions from any remaining uncollapsed
types and round-off errors are shown in the row labeled "Residual” in
Table 55. As in the noun-phrase grammar, these are substantial but far
smaller than the largest contribution from an observed type.

Table 55 shows that except for the Ginn pre-primer (where the fit
is consistently good) the largest contibutors to the total chi-squares
are the (M+IV) and (M+-+TV) types. This reflects the problem faced by
the phrase-structure grammar. The observed proportions of the use of
modals and of modals plus negatives differ for transitive and intransitive
verbs, but the parameter assignments do not reflec:c this difference.

A comparison of the phrase-structure and categorial grammars for

verb phrases is presented in Table 56.

Insert Table 56 sbout here

Again F-tests were used to compare corresponding total chi-square
values although the results are only approximations, and again no
significant differences were apparent. The two kinds of grammars seem
to provide equivalent fits to the observed data in each section of the
corpus and in the corpus as a whole. Figure 8, which corresponds to

Figure 7 for noun phrases, shows the similarity of the two fits.

Insert Figure 8 about here
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TABLE 55

401985

Observed and Expected Frequencies, Chi-Square Contributions,
and Total Chl-Squares for each Section of the Corpus for the
Categorial Grammar for Verb Phrases

OBSERV.,

462
34
11

336
38

4

M
0
2
6

/94

EXPECT,

453,3
48,0
S.1
337.9
35.8
3.8
8.0
9

.l

5.8
894,0

GINN PRE-PRIMER

11.4

CHI*xx2 SOURCE

Iv
M-IV
M-=+IV
TV
MTV
M -+TV
cv
mCcv
M=+CV

RESIDUAL
TOTAL
DEGREES OF FREEDOM

SCOTT-FORESMAN PRE=-PRIMER

OBSERV, EXPECT. CHI**x2 SOURCE

325
30
17

187
68
26

289,6
64,2
l4.2

218,7
48,5
10,7

3.1

7
o2

1.1
657.0

4,3
18,2
o5
4.6
7.9
21,7

4,5
61.8

1V
M-IV
M-=+1V
TV
M-IV
M-=+TV
cv
M+CV

M =2-CV

RESIDUAL
TOTAL
DEGREES OF FREEDOM
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TABLE 55 (continued)

PRE-PRIMERS COMBINED

OBSERV., EXPECT, CHI*%2 SOURCE
187 739,3 3.1 1V
64 117.5 24,3 M+1V
523 554,3 1.8 TV
106 88,1 3.6 M:TV
30 14,0 18,3 MH=+TV
8 10,9 «8 CV
3 1.7 M-CV
2 ) M =4+CV
5 8.2 1.3 RESiBUAL
1551 1551,0 57.9 TOTAL
4 DEGREES' OF FREEDOM
. GINN PRIMER
OBSERV, EXPECT. CHI**2 SOURCE
579  543,7 2.3 IV
75 115,9 14,4 M+IV
37 24,7 6.l Me=+1V
455 493,3 3.0 TV
131 105.2 6.3 MTV
41 22,4 15,4 Me=+TV
A4 57.4 «8 CV
3 12,2 7.0 Mm-CV
G 2.6 M'F-+CV
6 16.1 6.3 RESIDUAL
1391 1391,0 §1.6 TOTAL
5 DEGREES OF FREEDOM
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TABLE 55 (continued)

SCOTT-FORESMAN PRIMER

OBSERV, EXPECT, CHI**2 SOURCE

459 408,4 6.3 1v
53 99.0 21,85 M1V
27 24,0 4 Mr=tlV
428 456,9 1.8 TV
97 110,7 17 ™TV
78 26,8 97.6 M=+TV
30 30,3 .0 CV
2 T.3 3.9 MeCV
2 1.8 M--+CV
8 18,6 6.0 RESIDUAL
1182 1182,0 139.1 TOTAL

5 DEGREES OF FREEDOM

PRIMERS COMBINED

0BSERV. EXPECT. CHI*x2 SOURCE

1038 951.0 8.0 IV
128 215,17 35.7 M+IV
64 48,9 4,6 M-+IV
883 931,0 4,% TV
228 215.,7 T MTV
119 48,9 100,3 M~+TV
94 87.4 5 CV
5 19.8 111 MCV
14 4,5 M -+CV
14 34,5 12,2 RESIDUAL

25713 2573.0 177.9 TOTAL
5 DEGREES OF FREEDOM



CHIx*x2 SOURCE

v
M1V
MH-=+IV
TV
TV
M=+TV
cv
M:CV
M+=4+CV

RESIDUAL
TOTAL

DEGREES OF FREEDOM

CHI**2 SOURCE

2.3

DWW NO— W

Iv
M-IV
Me+lV
TV
MTV
M=+TY
cv
MCcVv
M-=+CV

2.9 RESIDUAL

92.5

TOTAL

154
TABLE 55 (continued)
GINN READER
OBSERV, EXPECT.
901 831.4 5.8
121 193.2 27,0
6! 44,9 5.8
585 662.,5 9.1
199 153.9 13.2
79 35.8 52,3
60 50,7 1.7
3 11.8 6.5
3 2.7
3 28,0 22,3
2012 2012,0 143,.6
5
SCOTT-FORESMAN READER
OBSERV. EXPECT,
755 714,5
85 136.,3 19
43 26,0 1
716 17,7
109 137.0 5
62 26,1 49
42 50,2 1
12 9.6
8 1.8
a 14,5
1832 1832.0
5

DEGREES OF FREEDOM
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TABLE 55 (continued)

08SERV.

1606
206
104
1301
jog
141
102
15
11

1!
3844

08SERV,

348i
398
196
2707
642
290
204
23
217

0
7968

i
ST

00159

READERS COMBINED

EXPECT,

1547,0
329,7
70.3
1377.1
293,5
62,5
100,7
21.5
4,6

41,8
3844,0

.
VOWVM~NNNVL~

-
B OO
L]

-4
- 0
e o o o o

22,17
198.,3
5

CHI*x2 SOURCE

IV
M1V
M-+1IV
TV
MTV
M-+TV
cv
WCcV
M+ -+CV

RESIDUAL
TOTAL
DEGREES OF FREEDOM

ALL COMBINED

EXPECT,

3228,6
6€70.6
139.3

2883, 1
598,.9
124,4
201.2

41.8
8.7

T1.4
7968,0

CHI*xx2 SOURCE

19,7
110,8
23,1
10.8
3.1
220,5
0
8.5
38,6
T1.4

506.5

6

IV
M1V
M=+1V
TV
M-TV
M-+TV
cv
MCV
M+ =+CV

RES1DUAL
TOTAL
DECREES OF FREEDOM
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Fig. 8. Comparison of observed and predicted frequencies
for phrase-structure and categorial grammars for
verb phrases (entire corpus).
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The two categorial grammars which have been presented in this
chapter provide approximately the same degree of fit to the data as the
corresponding phrase-structure grammars given in Chapter III. If categorial
grammars can, &s indicated by this work, be as representative of the
corpus as phrase-structure grammars, future work might profit from the
construction of mainly categorial grammars. The advantages of eatier

adaptability may outweigh the disadvantages of unfamiliar terminology.

|  N— | N— | S— | N—— | N—— g

{ N

 EUNR, NS,

| S— b W N



¢ - i * . ‘

!

T K@

100163

CHAPTER V

SUMMARY AND CONCLUSIONS

This study has provided a syntactical analysis of two widely used
first grade readers--the Scott-Foresman series and the Ginn series. The
analysis was presented in terms of six phrase-structure grammars, each of
which provides a probabilistic description of the phrases it represents.

The six grammars--a noun-phrase grammar, a verb-phrase grammar, a
verbal-modifier grammar, a grammar for statements without verbs, an
interrogative grammar, and a grammar for statements with verbs--were
necessary because of the extremely large number of utterance types contained
in the corpus. A single grammar containing a&ll syntactic details would
have had to account for many type frequencies which were too small for
statistical analysis. For purposes of comparison categorial grammars were
written for the noun phrases and the verv phrases.

The study has demonstrated a quantitative method for evaluating
linguistic grammars. The method provides a theoretical framework to account

for the utterances of the corpus and their frequencies of occurrence, and

provides a quantitative measure for judging the fit of a grammar to a

corpus and for comparing the fit of two different grammars to the same
corpus. Parameters attached to the choice points of a grammar can be

used to form the theoretical probability of f syntactical type derivable

from the grammar. The parameters are estim:” by methods of maximum-
likelihood, and the estimated probabilities provide theoretical frequencies
for each syntactical type. Chi-square tests are then used to determine the

goodness-of-fit of the grammar to the corpus.

159



00164

160

Both the Scott-Foresman and the Ginn first-grade reading series
are divided into a pre-primer, a primer, and a first reader. All of the
grammars accounted for a high percent of their respective phrases or
utterances in each section of the corpus. The grammar for noun phrases,
for example, accounted for 98.6 percent of the pre-primers, 98.2 percent
of the primers, 98.0 percent of the readers, and 98.2 percent of the
entire corpus; the resractive percents of the grammar for statements with
verbs were 91.2, 87.5, 81.8, and 85.5. Very few types not found in the
corpus were generated by the phrase=-structure grammars, and these had low
probabilities; unouserved types were generated by the categorial grammars,
and these too had very low probabilities.

Whenever the observed frequencies were sufficiently large, the
anelysis was performed on each section of each series and on the
corresponding combined sections, as well as on the corpus as a whole., In
each case the same grammar was used, but the parameters were reestimated,
new theoretical type frequencies were obtalned, and corresponding chi-square
values were computed. For the noun-phrase grammars (both phrase-structure
and categorial) the chi-square values increased from the pre-primers to the
primers and from the primers to the readers indicating that these grammars
provide the best fits at the lower reading leveles. A second trend for
the noun-phrase grammars was larger chi-square values for the combined
sections (e.g., for the Scott-Foresman and Ginn primers combined)
than for either individual section. This reflects a difference in
proportional noun-phrase frequencies in the two series. !Neither of these
trends was present in the verb-phrase grammars or in the grammsr for
statements with verbs; in these grammars there were no significant
differences among sections of the corpus with the e: eption of an extremely
poor fit of the statement grammar to the pre-primers combined. Individuel
section analyses were not possible for the otheréghree grammars.

In general the grammars provided a good ﬁiﬁgio the corpus. Large

total chi-squares were generally composed of ax?&ﬁ large contributions and
many small contributions implying that overall the probabilistic framework
was quite representative. However, in constructing the grammars a large
number of parameters was used; the number of degrees of freedom was small

relative to the size of the chi-squares, and some sort of fit would be
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expected. It i1s hoped that in further investigations grammars which
require a smaller number of parameters will be written.

The best fit for the phrase-structure grammars was provided by the
verbal-modifier gremmar, and the fit of the grammar for statements without
verbs was almost equivalent. The fit of the interrogative grammar and
that of the ve.b-phrase grammer to their respective parts of the corpus
were roughly equivalent and better than the fit of the noun-phrase gremmar.
The verb-phrase grammar provided a better fit than the noun-phras-
grammar for all sections of the corpus, but the difference was significant
only in the case of the Scott-Foresman reader and the readers combined.
For the grammar for statements with verbs, the fits to the primers
individually and combined and to the Ginn reader were not significantly
different than those of the noun-phrase gremmar for correspondirng
sections. The fit tc the pre~primers combined was significantly worse;
and the fits to the Scott-Foresman reader, the readers combined, and the
corpus as a whole were significantly better than those given by the
noun-phrase grammars; the latter were equivalent to those of the verb-phrase
grammars .

The categorial grammars were approximately equivalent to the phrase-
structure grammars in their ability to represent the corpus. For future
work categorial grammars might be a better basis for analysis than phrase-
structure grammars even though they involve less familiar terminology.

Any work which involves the comparison of one corpus to another--child
speech to child readers, for example--requires a grammar which is easily
adaptable. To adapt a categorial grammar to a new corpus, a few new
categories may be necessary, but no new rewrite rules are needed; while
new parameters for category choices might be needed, the assignment of the
basic rule choice and stopping parameters would be unchanged. In contrast,
to adapt a phrase-structure grammar Lc a new %prus many of the rewrite

¥ .
. would involve a

rules themselves would have to be changed; ﬁﬁi
reassigmment of parameters which, in turn, ﬁbu&d make final comparisons

S
more difficult.
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This dissertation has made a contribution to the problem of finding
an appropriate match of reading materials to the reader. Previous work
Bormuth (1964); Ruddell (1964, 1965); Strickland (1963) has indicated a
definite relationship between the ease of reading and comprehension to
the similarity of written material and the spoken language of the
reader. This study has demonstrated a method for a concise representation
of syntactic patterns and theilr frequencies in a corpus and has suggested
a quantitative analysis to indicate exactly how accurate the representation
is. It has provided such a representation for two widely used first-grade
readers, the Scott-Foresman series and the Ginn series. It is hoped that
further investigation with special emphasis on reducing the number of
parameters and including the most infrequent patterns will improve the
analysis; this work should involve experimentation with other kinds of
generative grammars as well as revisions of the grammars which have been
used here. A later step 1s to similarly analyze the speech of first
graders using these texts-=-some who are having reading difficulty and
some who are not--to see what comparisons and what differences exist.

The findings may indicate some changes in the reading material, particularly
for those who are having trouble, which would increase the similarity

of the sentence structure of the material to that of the children's speech.
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