ED 042 363

AUTHOR
TITLE

INSTITUTION
SPONS AGENCY

BUREAU NO
PUB DATE
GRANT
NOTE

EDRS PRICE
DESCRIPTORS

ABSTRACT

DOCUMENT RESUME
24 E¥ 008 418

Stankard, Martin F., Jre.

Optimal Use of a Computer Based Instruction System
in an Existing Urban School District. Final Report.
(Optimal Student Schedulimng for Computer Assisted
Instruction).

Pennsylvania Univ., Philadelphia.

Office of Education (DHEW), Washington, D.C. Burean
of Research.

BR-8-B-087

Apr 69

OEG-08-080087-3731(010)

247p.

EDPRS Price MF-$1.00 HC-$12.45

*Algorithms, *Computer Assisted Instruction, Models,
Predictive Measurementi, Programing, *Scheduling,
Time Factors (Lcarning)

Criteria were developed for deciding the fraction of

course attendance time that students should spend on a
computer-assisted instruction (CAI) course in order to maximize the
average final achievement of the class, subject to constraints on the
probability of individual student failure and on the available
console capacity. The major elements of this scheduling procedure
are: (1) a model of student learning that relates student time
allocations to expected achievement, (2) an objective function and
optimization procedure, and (3) a procedure for forecasting each
student's learning characteristics. The most statistically reliable
learning model was the familiar learning curve or logistic function.
A objective function for the scheduling procedure was formulated by
systematically reviewing alternative ways of mathematically combining
expected test results. The problem of assigning console time was
shown to be a non-linear programing proklem. Several efforts to find
off-line predictors of on-line student learning were unsuccessful;
but an on~line selection aid was designed and evaluated. R case is
used to illustrate the scheduling algorithm. A bibliography and a
glossary are appended. (Author/JY)




U.5. DEPARTMENT OF HEALTH, EDUCATION & WELFARE
OFFICE OF EDUCATION

THIS DOCUMENY HAS BEEN REPRODUCED EXACTLY AS RECEIVED FROM THE
PERSON OR ORGANITATION ORIGINATING I1. POINTS OF VIEW OR OPINIONS
STATED 0O NGT MECESSARILY REPRESENT OFFICIAL GFFICE OF EDUCATION
POSITION OR POLICY.

EDO 42363

FINAL REPORT
Project No. 8-B 087
Grant No. OEG-08-080087-3731(010)

OPTIMAL USE OF A COMPUTER BASED INSTRUCTION SYSTEM IN
AN EXISTING URBAN SCHCOCL DISTRICT

April 1969

U. 8, DEPARTMENT CF
HEALTH, EDUCATION, AND WELFARE

Office of BEducation
Bureau of Research




This document was processed for the ERIC Document Reproduction Service by
the ERIC Clearinghouse at Stanford. We are aware that some pages probably
will not be readable in microfiche or in a hardcopy enlargement, However,
this is the best available copy, and we feel that the document should not
be withheld from interested readers on che basis nf these unreadable pages alone. "}

]

L

EDO 42353

Final Report

Project No. 8-B-087
Grant No. OEG-08-080087-3731(010)

OPTIMAL USE OF A COMPUTER BASED INSTRUCTION SYSTEM IN

AN EXISTING URBAN SCHOOL DISTRICT

(OPTIMA L STUDENT SCHEDULING

FOR COMPUTER ASSISTED INSTRUCTION) \&

Martin F. Stankard, Jr.
University of Pennsylvania
Philadelphia, Pennsylvania.

April 16, 1969

3

The research reported herein was perforined pursuent to a Grant
No. OEG-08-080087-3731(010) with the Office of Education U.S.
Department of Health, Education, and Welfare.  Contractors
undertaking such projects under Government sponsorship are
encouraged to express freely their professional judgment in the
conductof the project. Points of view or opinions stated donot,
therefore, necessarily represent official Office of FEducation

position or policy.

U.8. DEPARTMENT OF
HEALTH, EDUCATION, AND WELFARE

Office of Education
Bureau of Research



TABLE OF CONTENTS

Page
LIS OF FIGURE S ettt eeueasvesanennesenesasssesoeennnas vi
LIS T OF AR LE S t ittt eetnetonteesoaetnerensasssannaeeas viti
PRE A CE ittt et tireeeeseaeaesasseasensntosenessnssennans ix
ACKNOWLE DG EMEN TS i vttt ttereeerersaerenaneseasaseras xi
SUMM AR Y vttt ittt tireeeeseasnessseranesanssasesosascasannss xiv
Chapter
One A SURVEYOF THIS RESEARCH v ivtterereeneenennns 1

Introduction

The General Problem of Urban Education

The Introduction of Computers into the
Education Process

Major Problem Areas in CAI Management

Purpose of the Study
Limitations on the Scope of the Thesis

Methodology

The Use of Models
Cbjectives
Hypothesis Testing

summary of the Scheduling Procedure
Implications of this Research

The Conduct of Further Resesrch: Implications
Implications of this Research for Project GROW

Management
Implications for Management of Existing School

Districts

ii




TABLE OF CONTENTS--Continued

Chapter Page

Two A HISTORY OF COMPUTERIZED INSTRUCTION . . 24

Farly Research

Research by Learning Theorists
Research on the Management of CAI
Summary

References

Three COMPUTERIZED INSTRUCTION: SYSTEM
DESCRIPTION AND DEFINITIONS . . . . . . . .. 36

Introduction
Flements of the CAI System

Curriculum Writing
Students and the Learning Process
Teachers

Organization of the Computer System

Structure
Communication
Control

Assumptions
Summary
Appendix 3.1 - System Data Sources
: Data Elements Used
References

Four A MODEL OF STUDENT-CURRICULUM INTERACTION 63

Introduction
Basic Elements of the Learning Model

Index of Mastery
Factors Affecting Mastery of Subject Matter

Student Model I

iii




TABLE OF CONTENTS-~Continued

Chapter Page

Growth of Amount of Material Learned
A TUnit of Instruction
The Learning Model

Student Model II
Estimating Parameters for Learning Model II

Statistical Analysis~~Model II
Discussion of Results
Conclusion

Summary
Avppendix 4. 1 - Data Definitions
References

Five THE SCHEDULING PROBLEM FORMULATION. . . . 91

Object Function
Allocation Procecure: Development

The Allocation Problem
Illustration of Optimal Solution

Properties of the Solution to the Allocation Problem
Appendix 5. 1 - Kuhn~Tucker Condition for the

Scheduling Problem
References
Six ESTIMATION OF STUDENT LEARNING PAKAMETERS 121
Introduction

An Idealized Data Gathering Procedure

Types of Variables
Identifying Variables

An Experimental Data Gathering Procedure
Off~Line Prediction of Learning Model Parameters:

First Attempt

iv




TABLE OF CONTENTS-~-Continued

Chapter Page

Off~Line Prediction of Model II Parameters:
Second Attempt
Model II Parameter Estlma’aon Procedure

Other Properties of Parameter Estimates

k) and k, : Bias
Test of Parameter Estimation Procedure
Summary
References

Seven THE SCHEDULING SYSTEM . . « ¢ v v v v v v v v o o 157

Introduction

Overview of the Scheduling Procedure

Separable Programming: Implementing the
Scheduling Algorithm

Description of Separable Programming
Data Preparation Program
MPS/360 Data Matrix

Infeasible Solution
Final Class Assignment Procedure
Appendix 7. 1 - Data Preparation Program
7.2 - Mathematical Programming
System Control Program
7.3 - Solution of a Scheduling Problem

A Case
References ’
BIBLIOGRAPHY 216
GLOSSARY 227




LIST OF FIGURES

TEXT

Overall Schematic of ComputerizedInstruction System
Schematic of Scheduling Procedure . . . . . . . ...
Overall Schematic of CAISystem .. ... .. ...
Progress on Subject Matter vs. Time on Course
Pattern of mstruection . . . . . . ... .. e e e e
General Form of LearningCurve . . . . . . . . ...
Scatter Diagram of Coefficients for Model II
Distribution of Actual Score Around Mean . . . .. .

The Effect of Chance of Failure Constraints on
Feasible ScheduleS v v v v v o v 4t 4 ¢ o o o « o s

The Effect of Additional Console Capacity on Feasible
Schedule. . . & ¢ v th v v i s e e e e e e e

Schematic of the On-line Selection Aid . . . . . ...
Schematic of Student Scheduling Procedure . . ...

Piecewise Linear Approximation to a Non~-Linear
CUrve . . v v v it e e e e e e e e e e e e e

Coefficients for Sample Program Illustration of

Linear Approximization Routine for Two
Hypothetical Users . . .« v v v v v v v v v o v

vi

Page
5
16
38
46
66
76
82
103

109

111
142
158

162

165



LIST OF FIGURES--Continued

Figure Page

7.4 Matrix of Coefficients for Sample Problem Mathema-
tical Programming System /360 Separable

Programming Data Matrix. . . .. . . . ... .. 167

7.5 Sample Class Schedule . . . ... .. ... ... ... 174

7.6 Assignment Tableau for One Week . . . . . . . .. .. 175

7.7 Example Tablea 2 . v ¢ v v v v v v e v v v o o 0 0 ou 176

7.8 Example Tableaud . . . . . .« v v v v v v v i oL 178
B. APPENDIX

7.3.1 Reduction in Average Grade with Decreasing Console
Capacity . « ¢ v v v i e e e e e e e 208

vii




LIST OF TABLES

Table Page
4.1 Point Estimates of k;' and k, with Significance Tests 80
4,2 Point Estimates of k' and k, with Standard Errors 81
5. 1‘ Optimal Schedule: Sample . . . . . . ... ..... 92
6.1 Sample Correlation Matrix . . .. ... .. .. .. 129
6.2 Estimated Correlation Matrix . . . . .. .. ... . 137

viii




PREFACE

The first chapter of this thesis is a guide to the rest of it.
Chapter One, written in non-technical terms, surveys the problem
and the research effort. Chapters Two and Three discuss the
development of computer assisted instruction and define the system
that has been studied in this effort, respectively. Readers who are
interested mainly in technical aspects of this work may omit Chapter

Two and much of Chapter Three.

Beginning with Chapter Four, on modeling of stu.dent curriculum
interaction, the problem of student scheduling for computer assisted
instruction is formulated. In Chapter Five the objective and con-
straints of the problem are. defined and a mathematical structure is
developed. The problem of estimating parameters required by the
mathematical formulation of the problem is discussed in Chapter Six.
Finally, Chapter Seven presents a method for solving the mathema-

tically formulated student scheduling problem.

Chapter One--the survey-~contains a statement of implications
that have been drawn from this effort. In order to make the thesis

easier to read, a glossary of most fechnical terms is included.



References are numbered according to the list at the end of
each chapter. Within a chapter, all equations are numbered in order.
When equations of another chapter are referred to, the chapter number
prefixes the equation number. Thus equation 8. 1 is equation number 1

of Chapter Six.
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SUMMARY

Student selection and scheduling for computer assisted instrue-
tion is a hitherto neglected problem in managing the operations of a
CAI system. This thesis develops a basis for deciding the fraction
of course attendance time that students should spend on a CAI course
in order to maximize the average final achievement of the class subject
to constraints on the probability of individual student failure and on the
available consgole capacity. The major elements of this scheduling
procedure are: (1) a model of student learning that relates student
time allocations to expected achievement, (2) an objective function and
optimization procedure, and (3) a procedure for forecasting each

student's learning characteristics.

- Two learning models are presented, one uses finite difference
equations to relate successive periods of instruction and testing, the
second is the familiar learning curve or logistic function. Both were

tested with learning data gathered by the Philadelphia School District

Project GROW computer system. These data were from high school
students on a computerized biology curriculum. The finite difference

equation model was rejected and the logistic model was found to be «

xiv




statistically good description of the growth of learned material as a
function of cumulative console instruction time.

An objective function for the scheduling procedure was formu-
lated by systematically reviewing alternative ways of mathematically
combining expected test results. The final objective was to maximize
the average forecasted class achievement on a final test, subject to
constraints on the probability that any student might fail. Other
formulations included: unconstrained maximization of class average
achievement and unconstrained maximization of the probability that all
students should score above a passing grade.

The problem of specifying console time assignment for each
student in the group under consideration is shown to be a non linear
programming problem. Separable programming by means of the
Mathematical Programming System/3 60 package is used to find the
console time schedule that satisfies all constraints and that optimizes
the expected class average. The-problem of infeasible schedules is
discussed in terms of the information provided by the mathematical
programming algorithm.

Several approaches to the forecasting of student learning

characteristics are reported. Two regression studies are presented.




An experiment which used a sample of programmed instruction to
forecast subsequent student learning at consoles is also discussed. All
of these efforts to find off-line predictors of on-line students were
unsuccessful. An on-line selection aid for gathering the required
information on student learning characteristics is designed, and some
of its statistical properties are examined.

A case is used to illustrate the scheduling algorithm.

.
.




CHAPTER ONE

A SURVEY OF THIS RESEARCH

INTRODUCTION

The General Problem of Urban Education

All is not well with urban primary and secondary public
education. The schools are supposed to impart basic skills and social
values to young entrants to society; yet many symptoms of failure or
disorder are apparent. Dropout rates in most urban areas are high,
urban school systems are generally in a state of financial crisis, and
most objective measures of students' performance are far below
desired levels.

The general problem is an economic one. With the present
techniques of teaching, there is a widening gap between demands made
on urban educational systems and the economic resources available to
city school systems. Society seems to demand that all children be able
to read and write up to some standard. Yet the present system may
not be able to meet even this basic demand with the resources it can
acquire. Or in trying to meet the demands for "equality of educational
opportunity" society may decide that just as a college edﬁcation is not
now the right of all, so too, real literacy for all may be an unattainable

goal.
-1-




A second aspect of the problem of urban education is, broadly
stated, the question of quantity versus quality. The most casual
observer is aware of the dramatic increases in quantity or quality of
production in most goods and services demanded by our society.
Similar dramatic increases in per employee productivity (either
quantitative or qualitative) have been lacking in educational systems.
Education has been in the past, and still is, one of the most labor
intensive activities of our economy.

There is some hope for solving the general problem, however.
Economic history shows that as demand for a labor intensive service
increases, innovators are stimulated to seek out a more capital
intensive way of satisfying the demand. The effect of this has
usually been a substitution of capital for labor, but this is not

sufficient for closing the gap. Together with increased capital inputs

to the education process there must be a parallel increase in the

efficiency with which both labor (teachers) and capital (machines) are

employed. This means that the right combination of labor and capital

equipment together with procedures for combining them into a more

productive whole must be found.

Where the innovation process has been at work the results are
truly astonishing. For example, one man with a tractor can plow as

much ground in a day as a large number of men can plow by hand in




the same time. In like manner innovators are investigating the use of
specially programmed digital computers to carry out some functions

of education. The development of effective management procedures,

however. is not widely emphasized by these innovators. And far more

attention must be paid to the management of capital facilities in schools

whether the equipment happens to be film or slide projectors, tape
recorders, elaborate video tape and television equipment or now,
computers. One motive for this thesis is the belief that without
careful attention to problems of management and control, virtually any
innovation can be rendered valueless or worse. This thesis con-
centrates on one such nianagement or control problem that is important
in adapting computers to instructional uses. We are concerned with
how to combine student timé and the services of a computer assisted
instruction system (CAI system) to achieve the desired output most

effectively.

The Introduction of Computers into the Fducation Process

Exactly what functions of education can be or should be com-
puterized is a moot question, and it is only discussed briefly here.
Some commentators hold that to substitute a machine for a human
teacher is to cheat the student. Others appear to hold to a re~
lationship of the type "computer = calculator = numbers = cannot

teach ... history or art or humanities. " That is they tend to

O




erroneously equate related but hardly synonymous elements. The
future extent of computerization of the teaching process cannot be
predicted now with much reliability.

The Philadelphia School District is operating an experimental
computer assisted instruction (CAI) system referred to as Project
GROW. | The name GROW stands for the four schools that are
participating, Germantown, Roosevelt, Overbrook and Wanamaker.
Like most CAI systems Project GROW uses digital computers to guide
student performance on a specially prepared curriculum. Basedon
student responses, the computer has been programmed to display
different elements of curriculum to the student.

Although exact operating cost figures are not yet available, the
system is several times aé expensive (per student per hour) to operate

as it is to teach a student by traditional means. The expense of using

the system highlights the need to manage it effectively, so that it may

be evaluated both for its educational productivity and for its economic

consedquences.

Major Problem Areas in CAI Management

Figure 1.1 shows the three main elements in a CAI system;
(1) students, (2) the computer system equipped and programmed to

instruct students and (3) teachers. Management of an operating CAI




system must make decisions that affect each of the three. The

student scheduling and teacher training problem areas have been

given the least attention by researchers.

Select And
Schedule
Students ﬁ\

Computer System
Prepare
Curriculum | Compile And Administer
For Display Curriculum Instruction
Computer

Select And
Train
Teachers

Overall Schematic of Computefized Instruction System

Figure 1. 1




This study is centered on the topmost block of the overall
schematic, the selection and scheduling of students for computerized
instruction. Briefly, the problem is to determine how iong each of
a group of students should be assigned to computerized instruction.
The scheduling problem includes the selection of students for com-
puterized instruction. Any student scheduled for a negligibly small
amount of computer time has in fact been selected for non-

computerized instruction.

PURPOSES OF THE STUDY

The purposes of this study are twofold. The first is to for-
mulate and analyze a specific problem in the management of an
extrer.2ly complex educational system--because the problem itself is
a critical one. Second, the thesis aims to illustrate, by example,
the usefulness of a scientific operations research approach to complex
manadgement problems in education.

The results of this thesis s.hould provide a framework which
managers of CAI facilities can use to consider student scheduling
decisions. The framework provides guidelines for m~'-ing these
decisions; not necessarily commandments. The number of factors
which are variable in each specific case as wellas the lack of a tested

quantitative theory of the studentlearning process means that detailed
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and widely applicable results are not to be expected at this
time.

Demonstrating the usefulness of the operations research ap-
proach to educators may ultimately be the more important purpose.
By seeing examples, managers in educational systems may call on
operations researchers more often to help formulate and solve
crucial problems in urban education. I firmly believe this to be
good both for operations research as a growing profession and for
educational managers faced with increasingly comnlex organizational

problems.

ILIMITATIONS ON THE SCOPE OF THE THESIS

The scope or generality of this thesis is dictated by its pur-
poses, which we have just discussed, and by limitations on data and
other resources. The operating problem studied is narrow in scope.
But, the methods used in studying this specific operating question
are very general, and with sufficient resources these methods apply
to other critical preblems of educational management.

Our concern is the management oi students during the com-
puterized portion of a course. Although the course may have non-
computerized elements, the criterion that will be used is performance
on the computerized (on-line)instruction. Weassume thatthe part of
a course which is not computerized can be taught by the teachersin the

/




student time remaining after console time is scheduled. This
restriction in scope is made for several reasons. First, in
scheduling students for CAI we may always put an upper limit on the
time that anyone spends on a console and thus insure a minimum of
time with a regular class. Second, preliminary research findings
indicate that available CAI instruction in many subjects is superior
(in terms of student achievement) to the off~line alternative. Third,
a properly trained teacher is sufficiently flexible to tailor the non-
computerized segments of the course to the needs of the students.
Finally, data which will be discussed in Chapter Six indicate that for
students who recejve computerized instruction, but have different
teachers, there is no significant difference in performance on an
achievement test administered off-line (i.e., not by the computer).
Although the methods and some of the models of this thesis are
developed from general assumptions, the Project GROW system has
served as the dafa base for detailed research. This narrows the
scope of the empirical portions of the study. Within Project GROW
two courses, reading and biology, were being presented while this
research progressed, and data gathering has been restricted to these
two subjects. Of the four schools, the analyses of data have been
limited to observations made at Wanamaker Junior High School and

Germantown Senior High School. Most detailed analyses have been




made on data from the Germantown Biology course for spring and fall
1968.

The scope of the analytic portions of this thesis is restricted
by the assumptions on which they are based. From these assump-
tions the optimality of a schedule of student instruction can be de-
duced logically. If these assumptions were changed, however, the
results presented here would probably not be applicable. Forexample,
the measure of an individual student's performance is to be his score
on a test covering the computerized portion of the course. 1Itis
natural to suggest that the performance measure should include the
resulis of the non-computerized portion of the course. This exten-
sion, however,r would add a new dimension of tremendous complexity

to the proolem. The problem isalready formidablein its restricted form.

METHODOLCGY

The Use of Models

An essential characteristic of operations research and of
science in general is the use of models of the problem situation of
interest. In this study mathematical models are used as proxies for
parts of the real system being studied. When alternative models may
be used to represent a phenomenon, the principle or parsimony helps
in selecting one. There is a distinction between the nuilding of a

model and the testing of hypotheses. Building a model may involve



10.

deriving and testing hypotheses, while tes"t;ing hypotheses does not
imply building a model.

The modeling approach oréjanizes our assumptions, hypotheses
and facts in an orderly way so that their dependencies can be seen
clearly. Once these bits and pieces are assembled we can often
derive testable hypotheses from the models. Wherever possible it is
best to use tested hypotheses (or facts) in building models to be used
in solving a problem. Where this is not possible, the hypotheses
suggested by the models should be tested against fhe actual system
which the model represents.

There are a few specific requirements which a model of a
problem situation must satisfy. Such a model should relate the
value of the output of a system (the objective or measure of perfor-
mance) to some policy variakle (controllable variable) and other
relevant factors (uncontrollables). The formulation of a model
should also include significant constraints on allowable policies--for
example in scheduling students, limiis on the amount of computer
time available must be expressed as a constraint.

The models used in this thesis rest upon several assumptions.
As faras practicable in the research the most important assumptions
have been tested. This poses a practical problem. Occasionally,

an assumption that appears reasonable may not turn out (upon testing)
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to be in complete agreement with some of the available evidence.
When this happens the options are to test the assumptions further or
to scrap them and develop a new model on different assumptions. The
practical problem is that research time and data arelimited, and the
value of further developing and testing a particular hypothesis must

be weighedagainstalternative uses of the available time and effort.

Objectives

One of the more controversial probléms in operations research
is the choice of the objective. This problem is complicated since in
the educational area there may be several conflicting sub-objectives
considered in evaluating the instructional output of a system. The
selection of a final objective or measure of verformance must be done
heuristically. A preferred measure of system performance is defined
by scrutinizing several alternatives. In arriving at a performance
measure foruse in thisresearch, fivealternativeshave been examined
in detail. | The objective, developed specifically for this problem,
converts some of the sub-objectives into constraints on allowable
decisions.

The search for an acceptable objective.used three criteria of
acceptability in order to judge alternative performance measures.
These were: (1) The performance index should not obviously cause

any group of students to be excluded from computerized instruction,
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(2) the performance measure should be easily interpretable by the

educators responsible for the instructional system, and (3) the

performance measure shall be operationally definable and trans-

latable into an equivalent mathematical function so that mathematical

optimization theory may be used to improve performance.

Without going into much detail here the five are:

(1)

(2)

(3)

(4)

()

Maximize the average achievement score of a
class of students.

Maximize the average achievement score of the
class minus some function of the variance of the
class scores.

Maximize the & percentile of the class grade
distribution, where a < 0.50 (Fractile Criterion).
Maximize the probability that all n students
score above some passing grade, i.e., thatall
students pass.

Maximize the average class achievement score
subject to a constraint on the probability that
each student might fail (fall below a critical

score).

These objective functions are discussed in detail in Chapter Five.
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The fifth alternative, above, is the mathematical formulation of the
objectives of the educator. It can be converted to a mathematically

solvable model of the scheduling problem.

Hypothesis Testing

From the modeling phase of the research process many ex-
plicit hypotheses are developed. Some of these hypotheses deal
with sub~models of portions of the overall problem; others are more
traditional tests on the value of some parameter in a model. From
a theoretical and an empirical point of view the most important
sub-hypotheses are concerned with the relationships between a
student's past performance (indicated by tests and attendance
records) and the pace and effectiveness of his use of computer in-
structional time. The techniques used to test these sub-hypotheses
va.ry depending upon the form of each hypothesis.

In testing models of student learning we propose a particular
theoretica;l functional form and test its goodness of fit todata. If the
function is in agreement with the data, we mayhave reserved con-
fidence in the underlying theory. Now consider the second set of
sub-hypotheses. No tried theory exists for predicting the charac-

- teristics of a student's CAI learning behavior on the basis of his
historical data. Sc hypotheses about relationships between past

performance and future CAI interactions are stated in terms of
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statistical dependencies among variables or as linear statistical
models in some cases. Thetests of thesehypotheses or models do
not necessarily provideany theory which explains the dependencies
which exist. Thus the long run solution to this type of student
performance forecastingproblem is the development of an explanatory
theory of human learning. This theory is the goal of all learning
theorists, and so far success is no where in sight.

In summary, the methodology applied in this thesis has beén
similar to that used to solve managerial problems in the industrial and
military sectors. Theuse of an operations research methodology to
formulate and analyze a complex problem in educational management
is a relatively new application. The methodology uses models in
place of the real system. - The objectives of the decision-maker are
defined, the constraints on his actions are identified and these are
organized into a structure which makes it possible to consider alter-

native management policies withoutgreatly disruptingthe real system.

SUMMARY OF THE SCHEDULING PROCEDURE

One result of this research is asched.ulingprocedure that is
illustrated schematically in Figure 1.2. It is difficult todiscuss the
scheduling problem and its solution procedure in isolation since there

is much behind the development of the final formulation.
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The details will not be discussed in this summary; we will instead
briefly present the final problem formulation and the scheduling
procedure in order to suggest the direction of the research.

The problem forrnulation phase of this research has led to the

problem below:

QObjective

Maximize (with respect to individual student time schedules)
the average final test score for all students being
cousidered.

Constraints

Subject to the constraints:
Each student shali have a chance no greater than
a (0 <a <1) of seoring below a designated passing
grade o.i the final test.

and

There shall be enough console time to implement
the final schedule.

There is an activity labeled, "run scheduling algorithm, "
in Figure 1.2. When the data has been properly prepared the
scheduling algorithm either solves the above problem or.it reports
that there is no solution that satisfies constraints.

The steps leading up to the use of the scheduling algorithm are
mainly dafa processing. The most important start with the INPUT
block labeled “identify students and gather data." For each
student being considered for computerized instruction the schaduling

algorithm requires an estimate of that student's learning characteristics.
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In concrete terms, we must estimate ki and ks in a learning model of
the form
“kft ~ky -1

expected test score after time (t) = [1+e T+ (D
Generally each student will have a different pair of ki, ks.

Several inethods for estimating the parameters have been tried with
varyiny success; for example, the use of regression techniqueé to
predict ky and k; from each student's school records. Typical pre-
diction variables would be student reading or verbal ability,
arithmetic and grammar achievement and attendance data.

Once values for ki and kg are estimated for each student
from data on that student, the relationship between total course time
on console (t) and expected final test score is defined. Since these
relationships are non linear (équation 1) they areapproximated by a
series of linear functions. In this'way the original non linear
scheduling problem can be solved by the procedure known as separable
programming. The simplex algorithm (with certain modificatioris)
1s used to solve the linearized problem of maximizing the class -
average subject to capacity and failure probability constraints.

After using the scheduling algorithm to find an optimal
feasible solution to the mathematical problem, console assignments
can be made by another simple algorithm. If a feasible solution does

not exist the problem mustbe reformulatedin one of several possible ways.
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IMPLICATIONS OF THIS RESEARCH

The Conduct of Further Research: Implications

One earmark of good scientific research is that it should help
provide for the improvement of future research on related problems.

It is impossible to express in detail all of the lessons learned in
carrying out this study. The most evident lessons, of course, are
those where some type of error was made or where some plan or
design failed.

In carrying out research in the urban school district environ-
ment a management scientist is utterly dependent upon dozens of
people (and where students are involved, even hundreds). When
these people do not perform as expected, the conduct of the research
may be affected. The experience in this study has been that the people
who must be relied upon almost never really perform exactly as they
are asked to or even as they agreed. In the sensitive data. gathering
phase of thé research every effort should be made to spot check data
collection and to provide redundancy in identifying data elements.

In gathering the data from the computer system seemingly trivial
oversights by technicians can cause major losses of data.

Many problems encountered in this research arose simply from

the newness of the system being studied and the fact that there had been
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no previous research work performed on it. Other problems,
however, are apparently a fact of life in the school district environ-
ment. An example is the problem of students who transfer in and
out of courses before any significant data can be gathered on their
learning behavior. There is a tremendous decrease in sample sizes
because of these class changes and other similar factors. The.
general rule is to take as largea sampleas can possibly be managed,
then analyze the data immediately so that any errors are found while
there may still be a chance to go back and do a follow-up study on
what went wrong.

The usefulness of the computer in gathering data on student |
learning is hard to over-estimate. Our ability to use the computer
to gather the right data on the right students is not nearly as well

developed.

Implications of this Research for Project GROW Management

TWo ‘classes of problems. confront Project GROWmanagement
(a) startup problemsarising from the newness of the computer based
teaching system and (b) operating problems that may be solved
routinely by specially developed procedures. A primeimplication
of this research is that both of these classes of problems (but

particularly the operating questions) will require very substantial
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resources for solution. Thorough and purposeful management of CAI
will put much greater burdens on administrative manpower than do the
inherently flexible traditional teaching systems.

For example, a teacher cannot know the effect on each student
of each minute of classroom instruction. For a teacher this
information would be more of a burden than a help. Yet with CAI
not only is this type of data gathered for each instructional item and
for every student that interacted with that item but it is in a form
ideally suited for inexpensive processing by electronic computer. This
information is a vast resource. If it is utilized it can help curriculum
desigﬁers identify portions of a course that are least effective. But,
if ten percent of the items in a curriculum of 10, 000 items are
defective it is a big job to modify them. Although the teacher cannot
possibly evaluate every detail of her classroom behavior, with CAI
this is possible.

In the research area of student scheduling the same type of
logic applies. At present, students are randomly selected from those
who are eligible for a particular CAI course. 1f this is the standard
procedure for selection, the rationale underlying it might be that:

CAI is good for students, and since the existing system cannot
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accommodate all eligible students, each should be given an equal
chance of having computerized instruction. After reflecting on that
proposition we might conclude that it is virtually certain that CAI is
not an equally good way to teach all students. We surely would expect
some students to have a comparative advantage over others, even on

a well designed CAI curriculum. While random selection is a
possible solution to the student selection problem, its rationality may
be challenged when it is compared with alternatives.

- There is a further implication of this research for Project
GROW management. The various aspects of an operating CAI
system are all so tightly coupled that improvements in one area, such
as selection of students, may interact with other areas. For example,
if parts of a curriculum are not suited for some identifiable group of
students we may either modify the curriculum or we may use this
information in the selection process. Changes in each part of the
system mﬁst-be considered for their effects on other parts.

Once a computer curriculum is prepared, its flexibility, or
ability to cope with various student behaviors, is fixed. The program
can be adaptive to the needs of the student users if that is the way it
was originally designed, but the student selection procedure can control

the mismatch between students and curriculum and keep it within
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desirable limits. When decisions on selection and scheduling are
made, they should be made with the knowledge of how each student is
likely to benefit and in the light of overall system objectives and

constraints.

Implications for Management of Existing School Districts

Experience with the rather narrow problem of student sched-
uling on CAI does provide an opportunity to draw broader implica-
tions for management. The main implication is about the a.ttitude
that educational management has toward experimentation with com-
puterized instruction. Computer assisted instruction brings
together learning theory, psychology, computer-time sharing
technology into an extremely complex assembly of men and com-
puters. The attiti - 2 of management toward this new complex
should be to define the proper role of these systems. This will
require a more sophisticated research activity than has been used
in the pas;n; in order to allow researchers to influence experimenta-
tion with these systems and to enable researchers to develop
effective procedures for managing the new systems.

The development of computer hardware and software for
teaching may be easier than the development of effective ways to

manage the systems. The fact that CAI systems permit students
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to progress at their own (widely varying) rates will put pressure on
management to recognize the varying demands that students make un
a teaching system. The data that CAT sysiems can provide on sach
student's learning behavior (or lack of it) can be used to refine
routine educational decision-making and truly bring learning under
the educators' control. |

A final implication or educated guess, perha.psf, is that the
time horizon that management should take in these matters should
be a relatively long one-~~-ten to twenty years. They are forced to
" do this when it comes to building schools. A teacher's salary in
the first new years of his career hardly can repay him for the cost -
of his education. This is also the case with CAI. We might have
to be willing to regard these systems as the occasion for educating
in the management of the teaching process as well as the means to

teach students.




CHAPTER TWO
A HISTORY OF COMPUTERIZED INSTRUCTICN

During the 1950's research into the use of Skinner's operant
conditioning theory for teaching human subjects mushroomed. Skinner
defines an operant as behavior which is emitted by an orgenism; the
operant is often defined as the behavior which leads to a reward. The
elemental producers of learning are called the contingencies of re-
inforcement by Skinner and they are: (1) the occasion on which a
behavior occurs, (2) the behavior itself, and (3) the consequences of
the behavior [8]. Skinner maintains (and experiments support) that
when the three contingencies of reinforcement are properly arranged
the behavior of a subject can be modified. For the first time,

Skinner had deduced an instructional scheme from his experimental
analysis of behavior in animals.

Many programmed text books were developed on Skinnerian
principles and several types of teaching machines, based upon pro-
grammed instruction and earlier test giving machines, were developed.
 The armed services' needs for training greatly stimulated this re-
search and development effort. None of these instructional systems,

developed before 1958, used a digital computer for monitoring the

-24-
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student and for controlling the instructional presentation. Historically ,
however, this early research on programmed instruction and mechanical
tutoring devices led directly to research on the use of digital computers
in the instructional process.

In a few cases analog computers had been used to simulate a
particular environment to facilitate training. In the LINK Trainér , 8
complex system to train aircraft pilots, an analog computer simulates
the aircraft. The trainer receives student responses and presents him
with stimuli such as would be obtained from flying a real plane. The
computer makes no attempt to analyze the correctness of student
responses nor to present educational material.

Research on computerized instructioﬁ evolved in two phases,
and it now appears that res.earch is entering a third phase. At first
the research was aimed at demonstrating the technical feasibility of
using an electronic computer to control the process of teaching a
specific behavior to a human subject. The second phase has been the |
use of computer based instruction systems by mathematical psycho-
logists and learning theorists to probe the learning behavior of human
subjects. The third phase, just beginning, consists of examining the
operational and economic feasibility of using these systems to satisfy

the actual needs of "real world" educational systems. 1In this phase
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the problems of managing a large scale computer assisted instruction

system must be studied.

EARLY RESEARCH

Computer assisted instruction (CAI) had its origin in 1958 when
a group at the IBM Research Iaboratory built a simulator of a Skinner
teaching machine. The Electric Typewriter Division of IBM had a
contract with the learning psychologist, Skinner, for the development
of a teaching machine based on his patents. A simulator of this
machine was constructed by Gustave Rath, Nancy Anderson and
R. C. Brainerd from the Psychology Department of the IBM Research
Laboratory. It taught binary arithmetic [6].

In 1960 an IBM 650 computer was outfitted for courses in steno-
typing, German and statistics. These courses were developed at the
IBM Research ILaboratory by W. Uttal, W. Koppitz, and R. Grubb.

In addition to this effort, the University of Illinois, and the Decision
Sciences ILaboratory at Hanscomb Air Force Base, (with Bolt-Beranck
and Newman, Inc. ) undertook separate studies of the technical feasibility
of computerized teaching systems. By 1961 all of these efforts had
demonstrated the feasibility of the general type of computer based

instruction system Project GROW now uses [6].




217.

RESEARCH BY LEARNING THEORISTS

The investigation of the theoretical relationships between human
learning and computer based instruction then began developing in the
19 60's. The main use of computer based instruction in most of this
research was to gather detailed data on student learning. This data is-
used in testing models of learning. Ultimately the validated models
could be used in designing optimal teaching systems.

The lafgest effort in this area has been worked at Stanford
University where Richard Atkinson and Patrick Suppes have keen
studying the teaching of mathematics and reading since 1964. While the .
study is in part motivated by the need to develop curriculum material
for a specific computerized instruction system, it is basically con-
cerned with the development of "optimization models for learning® [2].
This usually means that the problem of presenting insi;ructional
messages to maximize the probability of correct response:s can be
formulated as a multistage decision process and can be solved, for
example, by dynamic programming.

If the point ever comes when each piece of ir}fo'rma.tion presénted
to a student has been selected through the solution of a dynamic pro-
gramming problem of even a few stages we will truly need the capabi-

lities of the electronic computer. At this time, however, it is virtually
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certain that the vast computing resources which would surely be ex-
pended with such an approach are not going to produce commensurate
improvements in the student's learning.

In addition to the work at Stanford, considerable research is
being done at the University of Illinois and at System Development
Corporation (SDC). Karush and Dear at SDC have published findings on
optimal strategies for presenting frames to students. So far their
results have not been conclusive [1]. That is, basing the presentation
sequence of a set of frames on a strategy derived from a detailed model
bf student learning has not been conclusively shown to be superior to
random sequences in the case studied.

The preceding illustrates the relevant types of research being
carried out by educational é.nd mathematical psychologists. A more
exhaustive survey would almost be a book in its own right and would go
beyond the purpose of this thesis. The experience accumulated by
researchers, experimenters, and computer manufacturers has now led
to application of CAI in the real world of military training and public
education. The latest phase of research in CAI has been stimulated by

these applications.

RESEARCH ON THE MANAGEMENT OF CAI

At the same time as the work of the learning researchers goes
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on there is a developing body of research on management decision-
making problems posed by the CAI systems. Essentially, the decisions
which are made in the context of computerized instruction may be
classified ag either tactical decisions or strategic decisions.

One of the earliest efforts at the tactical level was a doctoral

thesis done in 1962 by Richard Smallwood [¢] A Decision Structure for

Teaching Machines. He considered the mathematical structure of a
mechanical tutoring device which, theoretically, can adjust the in-
struction to take advantage of learning characteristics of each student,
and which can use results of previous instruction to improve its
choice of presentation to Individual students.

The fact that the decisions which Smallwood was analyzing were
to be made during the courée of instruction indicates the tactical nature
of the work. The approach which is used in this thesis is related to
Smallwood's, however, the problem is strategic. This thesis is
concerned with the pre-selection and scheduling of students for CAI,
based upon information that can be gathered on them before they are
exposed to the computer system. The effort here does use the learning
characteristics of individual students in making the decisions. This is
the main similarity with Smallwood"é'"aﬁf;roach.

There are broad classes of strategic nroblems which must be

solved as the number and extent of CAI applications grow.  Although
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some attention has been given to thé problems of the computer system,
too little has been aimed at the selection of students and the selection
and training of teachers to use CAI. The fact that CAI individualizes
the student's learning to reflect his own characteristics also places a
Qreai.ter burden on the administration of an educational system.
Students can be in many more states of education than before, aﬁd they
must be described in more terms than when the teaching process is
uniform for all of the students.

Operating CAI systems in Philadelphia (Philco~Ford) and in
New York (Radio Corporation of America) as well as others are high-
lighting management problems which can only. be solved by types of
analysis that are not usually found in publi‘c elementary and secondary
education. |

This thesis goes beyond existing work for at least two reasons.
First the learning characteristics of each individual student are con-
sidered when the detailed decisions are made about scheduling of
students onto the system. Secondly, the performance criterion which
is used in selecting and scheduling students considers the distribution
of achievement of all of the students. As the following review of
economic and operational studies will show, these two factors have not

been studied before.
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Kopstein and Seidel [3] at the Human Resources Research Office
of George Washington University have been actively studying the
economicsof computerized instruction relative to traditional instruction.
The main conclusions of the study are that without regard to relative
effectiveness the estimated cost of CAI at the elementary and secondary
level is $3. 73 per studentconsole hourvs. a cost of $0. 36 per student

/

hour of traditional classroom instruction, and that the growth in cost
of traditional instruction (due to ’geacher pay increases, etc.) together
with the tremendous drop in per sfudent curriculum development costs
(as the number of students that use the curriculum rises) will rapidly
bring the two dollar figures for CAI and traditional instruection to
parity.

One factor neglecfed by Kopstein and Seidel is the fact that one
hour of console time is purely instructional and that an hour with a
teacher (especially in a present day urban high school) may only be
partly devoted to instruction. The teacher attends to many adfninis-
tration and disciplinary matters which do not arise when the students
are at consoles. The console can attend to administrative data
gathering without reducing thf student's instructional exposure.

At TU.C.L.A. in the early 1960's Arnold Roe and Harry W. Case

carried out studies of the economic consequences of alternative

teaching systems at the university level. They were not primarily
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concerned with com;"iterized instruction. They did regard CAI as an
alternative but only if its data gathering and processing capabilities
were used together with systems for making the teaching proc’gss
"adaptive” [7].

' The operating CAI system In New York has stimulated Worjk
there by Randal]l and Blaschke. They describe an economic analysis
procedure which includes relationships among:

- per student cost of capital equipment (including CAI
equipment) :

- cost per unit of student achievement increase

- utilization of capital facilities.
So far Randall a.ndlBlaschke do not explicitly include student achieve-
ment in their formulations {5]. © Their stated economic analysis pro-

cedure appears to be a description of an ideal, rather than the actual.

L

SUMMARY : ' L

The history of research on CAI has developed from the origing |
of research on programmed instruction and automated tutoring devices.
Research has prog'ressed_fro‘m first feasibility studies, - through the
development of Wdrking computer assisted instruction systems-. The
learning psychologists, largely from. univérsities, have made CAI a

research tool for exploring learning in human subjects. The attempts
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by school districts, and other education and training organizations, to
use CAI as a practical way of providing instruction, are pointing up the
mana.Jjement problems.

The relationship between this thesis and other research in CAI
has been discussed. The management problems of concern here are
those which arise before a group of students has been chosen for CAI.
This research does use information on the students learning charac~
teristics to make decisions about their needs for time on a computer

assisted instruction system.
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CHAPTER THREE

CL)MPUTERIZED INSTRUCTION:
SYSTEM DESCRIPTION AND DEFINITIONS
INTRODUCTION

Computer assisted instruction (CAI) is a new type of teaching
system. Although the means of teaching in CAI are radically
different, the aim of the process is much the same as in the traditional
teaching system. The aim is to give the student an understanding of
some subject matter. After a period of computerized instruction,
the student is given a test. A student who can correctly solve the
problems and answer the questions on the test is said to have learned
the subject matter.

Sitting at a console equipped with a' cathode ray tube, a light
pen, and a typewriter-like key board, the student interacts with the
computerized curriculum without outside intervention or 'control.

His responses are p-ocessed immediately. All flows of information
about curriculum and é.bout student responses are handled internally
by the computer system.

Focusing on Philadelphia's Project GROW, our problem here

is to determine which students should be assigned to the CAI consoles,
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and for how long. In Project GROW a computer system is being used
to teach junior and senior high school students biology and remedial
reading. There are more students than we can possibly accommodate,
so we want to find a rational basis for allocating the use of the in~
structional system. The remainder of this chapter describes and
defines the systera and the terms which will be used in selecting and
scheduling students. The final section summarizes the assumptions

which are used later.

ELEMENTS OF THE CAI SYSTEM

There is more to a CAI system than simply a computer system--
other elements are the curriculum and curriculum writing process,
the students and the means for selecting them, and the teachers
trained to work with CAL.  Figure 3. 1 below shows schematically
how these three factors; students, teachers, and curriculum come

together in the instructional process.

1) Curriculum Writing

Curriculum writing proceeds in this way: the core of
the process is the subject matter to be taught. This material is
identified in the objectives of the program or course of instruction.

From the course okjectives, achievement tests are developed for the

. ~
< l./j B
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entire range of subject matter. Students are given a final exam-
inaﬁon which is drawn from the questions appearing on these tests.
The achievement test problems and questions define the course
content which is then to be taught. The function of curriculum writing
is to take the subject matter, whatever it may be, and convert it into
a form which students will assimilate.

The classroom teacher, standing before his students,
muist convert knowledge of subject matter into orally presented in-
-structiongl material and assignments. The writer of programmed
instructional material also converts the subject matter content into
curriculum messages but ofa very specialized type, called "frames. "
From the writing of programmed instruction a method of producing
curriculum material for CAI has evolved. The people who produce
the curriculum are calied "authors. "

The authors organize the subject matter into fairly
brosad "topics, "and these are broken down into " concepts. " The
facts and elements of the concepts are called "eaching points. "

All of these specialized terms describe amounts of information in
the same sense that chapters, sections, paragraphs and sentences
are descriptive of the organization of the material in a book. There

is very litile true science to the arrangement of subject matter

N
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content in preparation for curriculum writing. There is also con-
siderable controversy over exactly how the material should be pre-
sented to the student.

The authors, after outlining the material at the most
detailed (teaching point) level, then must convert this material into
instructional units called "frames." A frame consists of a stimulus,
a response and a feedback por'tion. The stimulus is material con-
taining the teaching point. The stimulus presumably is processed
(read and understood) by the student and elicits a response from him.
This response is processed by the machine. The student is then
given feedback: information about the correctness of the response.

If a student provides the desired response to a stimulus,
his feedback is a "reinforéement" (in psychological terms), that is,
he is rewarded; usually by being told that he responded correctly.

If he does not respond appropriately to the stimulus he is provided
with "remédiation, "an instructional message designed to correct the
student's misunderstanding. Desired responses are rewarded,
undesired responses are corrected immediately. This feedback
system is called contingent reinforcement.

Decisions on subject matter arrangement and pre-

sentation strategies are made by the authors who are usually
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organized into teams. Thelr job is to develop criterion tests and
performance standards on tests, as well as to organize the material
as described above. They are also responsible for coding the
material in a forin that is acceptablé by the computer system. This
involves a considerable amount of editing and debugging of the
curriculum (see Figure 3. 1).

To perform these functions a group of curriculum
writers generally includes persons conversant with: learning theory,
the particular subject matter area, the parameters and constraints of
the computer system they are using, and the particular CAI language
in which their curriculum is written [5]. Some members of the
team also frequently have classroom teaching experience.

The output 'of the curriculum writing group is an error
free computer program. This program presents information to the
student, both text and still and moving diagrams, processes his
responses by classifying them in several ways, decides on what
information to present next (given the student's previous responses)
and gathers detailed information on the student's interaction with the
curriculum. Curriculum programming required for one student
console hour may cost between $600 and $1000 to program, debug
and test.

The actual coding of the curriculum is enormously
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complex. The demands on the authors are largely determined by
how many of the detailed functions of the computer system are left
under their control. This is completely determined by the CAI pro-

gramming larguage that is available.

2) Students and The ILearning Process

The students in a Computer Assisted Instruction system
are viewed as individual information processcrs. There are many
schools of thought on how students process information. In very few
cases it is possible to derive from these models of learning a stheme
for presenting instructional material to the student. While the
subject is a vast one and the available literature is not conclusive we
will summarize and briefly discuss the more important views.

In describing students, it is difficult to distinguish
clearly between teaching practice and learning theory. Even some
noted authorities have made confusing statements by using highly
abstract déscriptions. Stolurow [8, p. 51) offers us an example in
his discussion of aliernate views of the student. Stolurow says that
students may be viewed in two ways. These are: "(a) that the
learner is a receptive mechanism for whom associative connections
become formed so as to mirror experience; (b} that the learner is a

selective self organizing mechanism who selects and extracts
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information from the environment. " This statement is difficult to

use as a guide to teaching or to student learning behavior.

Skinner's view One of the most cogent statements made about

student learning has been made by Skinner {7]. He uses his con-
tingencies of reinforcement as a vantage point from which to view
three classical descriptions of the teaching~learning process. These
three are ( 1;) we learn by experience, (2) we learn by doing, and

(3) we learn by trial and error. In Skinner's view these three
descriptions of learning each emphasize only one of the contingencies
of reinforcement (the occasion of a behavior, the behavior itself and
the consequences of the behavior).

Thus, learning by experience is an emphasis on the
occasions (experi'ences) surrounding a behavior. Learning by doing
is an emphasis on the behavior itself. And finally, iearning by trial
and error _concentrates on the consequences of behavior. | By forceful
arguments, backed up with massive empirical results, Skinner
presses the issue and recommends the study of learning in a way that

recognizes all three contingencies.

Cther views Another difference of opinion about the student is over
the student's reaction to remedial feedback. One school of thought is

that a student should make the correct response as often as possible.
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Being told that he has responded correctly is the activity, in the view
of this school, which will most effectively lead the student to form the
desired associations, that is, to learn most rapidly. Thus proper
responding is made quite easy by leading the student to respond as
desired. This view is almost strictly Skinnerian and is the one on
which programmed instruction was originally based [1, 3, 4, 6].

The alternate view suggests a different approach to
instruction. The student is provided with the opportunity to learn
something, he is tested on it, and if he hasn't mastered it, the
material is presented again. The presentation might be varied in
some way in the hope that it will be more easily understood by the
student. This approach has given rise to numerous variations on the
original programmed instfuciﬁon. The most notable of these is the
Crowder or intrinsic program [2, 4]. In this type of program an in-
correct response by the student is regarded only as information to be
used in seiecting the next piece of instruction.

This second view of how the student should be remedi~
ated is the one which appears to be used by Project GROW.

Although we have said that the student is viewed as an
"individual information processor, " he obviously has other characteris-
~ ties of motivation and attitudes which affect the way in which he learns

(or does not learn). Researchers are constantlylooking for measures



3 4b.

of the effects of these affective characteristics, however, there are no
widely acceptable or repeatable results yet.

The student and the curriculum interact via the computer .
and there are several points that involve both student and curriculum.
One critical distinction is between the amount of time spent in study of
the curriculum and the amount of curriculum exposed to the studeﬁt.

A further distinction which will be important later is the distinction
between exposure to curriculum and the ability to answer questions on
the final achievement examination. h

Two factors cause a difference between the amount of
time that a student spends on the curriculum and the relative amount of
course content (measured by the number of teaching points) which the
student has completed. The first of these is the difficulty or com-
plexity of different subject matter topics. The second is the relative
speed of the student in covering both instructional curriculum material
and remediation which he might get because of wrong answers to various
dquestions in the curriculum.

First, consider the effects of variability of difficulty in
subject matter points. When the curriculum writers anticipate difficult
topic areas (topics which will be difficult for the students to understand),
they break the instructional messages into finer steps. They also

make allowances for review because of the expanded treatment. Thus
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the student has more instructional material to process. Figure 3.2
illustrates this graphically. Proportion of vourse subject matter

covered is defined as the proportion of course teaching points complete.

100% [
Propcrtm\
O Course 7
subject
matte v wverecﬂ
X
"] .
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o \ -l 2 _|l. 3 1. 9 _|
| -t —'——1
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Progress on Subject Matter vs. Time on Course

- Figure 3.2

In intervals 1 and 3 time spent on the course 'does not
produce as rapid progress on subject matter as the times represented
by intervals‘ Z and 4. 'The curriculum writers may have aﬁticipated
particularly complex material or perhaps the need for a large amount
of motivational material in intervals '1 and 3. The expansion of the
subject matter into added curriculum and then into extra time on the
course means that the student's rate of progress through the subject
maitter is not truly uniform with respect to time.

The second factor in the relationship between time on the

course and amount of subject matter content covered is dependent upon




47.

the student's speed of processing the curriculum messages. Here
agaln there is a complicating factor.

When the student is presented with an instructional mes-
sage (a frame consisting of stimulus-response and feedback), he
shouid master the point being taught. Naturally this is often not the
case. If a student has not learned a given item, he will make the
wrong response to an item of curriculum, and the computer will branch
him to an appropriate piece of remedial currigulum as his feedback
(contingent reinforcement).

The amount of remediation which the student experiences
will depend upon several factors; e.q., the number of points in the
curriculum (or course) where a branch to remedial material is possible,
the average number of frames of remedial material once a student
starts remediation, the effectiveness of the original instructional
material, and the student's ability to understand the initial instructional
material. | .

As the percentage of correct responses made by the
student goes down, the more remedial material he sees since re-
mediation is contingenton wrong responses. The increasednumber of
remedial frames decreases the effective number of frames of in-
struction that are relevant to the final examination in the course.

Thatis, the effect of remediationis to increasethe average time spent
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on each piece of subject matter content. (Where a student is par-
ticularly anxious to complete his computerized'instructlon, an
interesting observation is that he often will try all the harder on the
instructional material. If he makes careless or thoughtless
responses he will have to be remediated and this will slow him down.

Some students are quick to find this out!)

(3) Teachers
The third input to the instructional process of Figure 3. 1

is the teacher. 1In the environment of the Philadelphia Project GROW
the teacher is viewed as being the "tactical” manager of the CAI
system. After student selection and scheduling decisions are made,
the teacher monitors the student's interaction with the curriculum.
Depending upon the teacher, the Student's exposure to the computer
may be changed if he goes too far ahead or lags too far behind any
off-line instruction.

| The teacher is also supposed to supplement the com-
puierized curriculum with materials which may not be covered on-line.
While the students are at the computer, the teacher's function is purely
supervisory. If there are mcre students in the class than can be
served by the consoles at one time, the teacher provides standard

supplementary instruction to those who are waiting for consoles.
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ORGANIZATION OF THE COMP UTER SYSTEM: STRUCTURE,
COMMUNICATION, AND CONTROL

(a)  Structure

Figure 3.3 describes the organization of the system.
While the present Project GROW system consists of four schools,
only one is shown and only one student is shown although eight |
consoles (a cluster) are operating at each of the schools. In des-
cribing the structure of the system we start with the hardware.
There are two processors, one at the "central” and one in the school
or "cluster. "

The central unit selects the student’s curriculum, given
his progress to date, and transmits this information to the appropriate
cluster. Italso maintains student record and produces off-line
reports of student progress. Essentially, the central computer
performs coordinaticn and control activities. Once it prepares the
curriculum f_or a group of students its function is to receive and pro-
cess information on the students " interaction with éurriculum.

The cluster computer is the workingend of the system in
terms of processing the programs compiled from the curriculum
writers' coding. It stores the curriculum received from central on a
disc memory and when the schednrled student appears at a console it

executesthe proportion of the curriculum which pertains to that student.




50.

g °g aanbidg
wWe1s4Q IVD 9Ul Ul SMOTA UOTIBULIOTUL

Nouwaangy |
dad| T T -
$QA0NIY — . '
NIQaLs e eoee [FUMS T AN3QUS t AN3g04S
. A .
<
Ll 9 -1
. ese® Tm.smzeu_ 2 310sNG) t 3105w0)
Nolluwaosn YN 1853094 / ]
Salwis viva . gl b
4 NIGS }
IsWo4dSII SNOILYINAWNRSD Q) o
q ANIYNS IwnadeID
S S3IIVBL
NOUVIWITRS 3 1530
HHOWAJUN )
> f W IVoAAS
oningends | WA (21330
waraNINd 31023x3
A DLADWOD .mloﬂdoi::!cf VRLOAGWOD
TV IBANDD : 234N

/

bniqa o>
ﬁ WA AND

ALVVDVWY TWIAN3D - MECH OIS




51.

The cluster computer manages eight students simultaneously. At
points designated by the curriculum writers, the cluster computer
takes information which has been gathered on a student, formats it
and transmits it back to central.

(b) Communication

Each of the numbered arrows shown on Figure 3.3
represents a flow of information or data. Some of the flows are man
to machine such as the student's typing of a response on the keyboard
of the console. Other flows are strictly between machines, for
example, when the cluster computer transmits data on student
performance back to central,

Beginning with the curriculum writers, key-punched
curriculum program decks are converted o magnetic tape which can be
accessed by the computer. This is represented by arrownumber 1.
The parts of the curriculum appropriate for the students scheduled to be
on the system ai'e selected (2a and 2b) by the central corﬁputer which
transmits them to theappropriate cluster (3) at one of the four schools.

The student signs onto a console at the cluster computer
and a most important exchange begins. First, the computer provides
the student with an instructional message and calls upon him to make
a response. This occurs by the transmission of the appropriate
signals to the console (4). The message is displayed to the student(5)

and the keyboard or lightpen of the console is turnedon. (Thelightpen
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enables the student to respond merely by pointing to a sensitized area
of the screen.) The computer now waits for the student to process
the stimulus message displayed and to enter his response (6) by key-
board or light pen depending upon how the authors wrote the original
curriculum. While the computer waits it records the length of time
required for the student to process the stimulus and to make his reply.
After the student decides on his response, he enters it on the console
(6). It is transmitted back to the cluster computer (7) where the
programmed curriculum dictates the feedback (either reinforcement
or remediation) which is to be givento the student (arrows 8 and 9).

Each of these stimulus~response~feedback interchanges
is a frame. It is the basic unit of instructional communication. The
length of time that the student.takes between stimulus and response is
defined as his response latency. Ideally, response latency is a
measure of the student's mental processing speed. Actually, itis
also dependent upon his reading gbility and, where keyboard responses
of more than a few symbols are involved, it may depend on his manual
dexterity and typing ability as well.

After a number of these stimulus-response~fezdback
frames the cluster computer transmits the stored data on latency,
frequency of correct responses, and other statistics back to the

central (10). At the central the student records are processed and
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used to produce a data tape (11). The central computer is used during
off peak time to produce reports from these tapes (12), and the reports
are periodically sent to teachers (13).

We have sketched only the primary flows of information
and data. With the data base established from these onerations other
reports are also generated. Examples of other types of communica-
tion would be the flow of information from dperating data to the
curriculum writing group. This closes the loop on curriculum
production, and with performance data in hand the curriculum writers
are able to improve the existing curricuium.

Appendix 3. 1 describes the data base that is provided

by the system and that is used later in this thesis.

(c) Control

The discussion of control of the system will concentrate
on those who are concerned with managing the system as an educational
facility. ;I‘he responsibility for making effective use of the system in
educating students is not completely centralized. Varyingdegrees of
control are lodged with the individual classroom teachers, their super-
visors, the school principal, and with the overall system management.

The overall system management exercises control at the

strategic level. The most crucial controllable elements which are
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reversable only at high cost are in the areas of system design (hard-
ware and software).

The area of student selection and scheduling as well as
educational performance evaluation is an area in which control is
shared between the overall system management and the principal or
£ chool head. The performance of the whole system is directly con-
necteu with the numbers and types of students who interact with it.
Selection and scheduling of students onto the system had not been
recognized as an important controllable variable by those who can vary
it.

Finally the detailed tactical control over student-
computer interaction lies in the hands of the teachers. Aside from
occasionally prescribing sﬁecié.l work for students the teacher has direct
control over the length of time which each student has at the console.
Obviously, the need for the teacher to "fine tune" the students' schedule
assignments is dependent on how widely their demands for time on the
systein vary. Students who work slowly will require more time while
faster students require less. TUnless the original scheduling system
took this into consideration in building the original class assignments

the differences can be large.
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ASSUMPTIONS

In establishing the background for this research in the pre-
ceding sections many factors have been given very brief treatments.
Essentially we have defined a very complex system. Later, a
mathematical model of the interaction of a student with the curriculum
is to be built. Since it cannot reflect all of the complexity of the
system we state certain assumptions about the students and the curri-

culum.

Assumption 1... While a student is at the console, interacting with
the curriculum, his cognitive (non attitudinal) learning is dependent
only upon the curriculum displayed to him. The effects of off-line

instruction are not included in the mcdels.

Assumption 2... The course requires the student to engage in only
one type of learning. We assurne that the course does not mix learning
of motor skills (e.q. typing or writing) with learning of verbal skills

(e.q. readincj or spelling. )

Assumption 3 ... The course curriculum is assumed to be a homo-
genous stream of instructional items which are all similar in terms of

their difficulty and demands upon student attention.

Assumption 4 ... The probability that a student will make a wrong

response on a frame that covers new course subject matter is constant
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for that student on that curriculum. (A student who has a high pro-

bability of wrong responses will make heavy demands for remediation. )

Assumption 5 ... Once the student has made a wrong response on a
 new instructional frame he is remediated. After remediation he can
make ’f.he correct response o the instructional frame which he original-
ly misunderstood. (That is, it is assumed a student misses a basic

frame only once. )

Assumption 6 ... The latency of a student--the average tirne between
instructional stimulus and the student's response-~is a characteristic

of that student which is constant over time and over the curriculum.

Assumption 7... A finzl examination of N questions is administered
at the end of the course. The percentage correct score on this test is
an estimate of the true proportion of course subject matter learned and

retained up to the examination.

SUMMARY |

The elements of a CAI system: (1) course design and curri-
culum, (2) students, (3) teachers, and (4) computer system, have been
defined. The basic element of course material, the instructional
frame, causes the student to make a response to an instructional

stimulus. The computer uses logic, provided by the course authors,
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to evaluate this response and to provide instant feedback to the student.
The detailed flows of curriculum and response data through the com-
puter system have been described. Assumptions about the course
curriculum, about the student and his learning behavior, and about the

final test on the course have been stated.
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APPENDIX 3.1

CHAPTER THREE

SYSTEM DATA SOURCES--ON LINE DATA

| Inn later sections of this thesis we prescat results of empirical
studies and tests of models, largely based upon data that the computer
system éathered during course operation. This appendix describes the
system datc sources used in the empirical work. The purpose here is
to allow other researchers to repeat or extend analyses reported in this
thesis. Data gathered from sources other than the Philco~Ford com-
puter system will be referred to as off-line data. Off-line data sources
are identified when they are used and will not be discussed in this
¢ ppendix.

The main source of system data used in empirical work was the

TOPIC SUMMARY TAPE described in the Project GROW-File Descrip-
tion memoré.n’dum dated 9/28/67. - The diagram below (reproduced
from that memorandum) describes the format of the records on this
tape. Each record on the tape contains the data gathered during one
topic or curriculum; that is data resulting from a student's wueraction
with curriculum displayed in the time between the execution of a DEFT
command and the next ENDT command of the INFORM curriculum

source program. 'The fields of the records are named.
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e U tc T N
N o S cc SN__._ SF TT
TN '
YRC UT For Expansion . TC 5Q RA_L_C1 C17
g2 ) ci18| c3 [c19 | ca lc2o 1 c5 | c211 ¢c6 lcoe | ¢ | co3
c8 | c24| co9 |ca5 | clolges | c11i c2v! ci2l cesi cizl cog
c14 | c30| c15| Cc31i Cl6 | C32 SW Rl [R5 |R2 RG
R3 R7| R4 | R8 | LRL | ARL [CAC | WAC|AAC |UAC |TAC | XAC

(A} = AScII (B) = BINARY

e = Hex, 70 (A) SQ = Seq. No, of Asso. Response

U = User ID (A) ' Record (B)

¢ = Course ID (A) "~ RA = Relative address of restart Pt. (B)

T = Teacher ID(A) Cl - C32 = Programmable counters (B)

N = User Name (A) R1 - R8 = Return Registers (B)

C = Cluster ID (A) SW = Swiiches (B)

S = Schedule (B) LRL = Topic Last Response Latency (B)

CC = Current Concept (A) . ARL = Topic Average Response Latency (B)
SN = Last Sign On (B) CAC = Topic Correct Answer Counter (B)
SF = Last Sign Off (B) WAC = Topic Wrong Answer Counter (B) -
TT = Time on Topic (B) AAC = Topic Anticipated Answer Couwaler (B)
TN = Topic Name (A) UAC = Topic Unrecognized Answer Counter (B)
RC = Response Counter (5;) TAC = Topic Time Up Answer Counter (B)

UT = User Type XAC = Topic X Inclusive Apswer Counter (B)
TC = Time on Course o

Description of the Record Format on the
TOPIC SUMMARY TAPE
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The tape as received from the School District coding group was
translated from ASCII character representation to EBCDIC representa-
tion by means of a specially written PL/1 program. This step was
necessary o allow analysis on the University of Pennsylvania's
IBM 360/65. Because of the large volumes of data and the processing
involved in translating the tapes, a small sample of records Weré
checked by manually comparing hard copy printouts of the PHILCO~-
FORD records with translated records. All further analyses of

system data were carried out on these translated tapes.

DATA ELEMENTS USED

The data elements which have been used in this thesis are the
system counters LRL, ARL, CAC, WAC, AAC, TUC, UAC, XAC and
TT. The values in these counters together with information on the
user identification and location on the curriculum provide the raw data
for analysis. In some cases~-particularly in the latency counters
ARL and LRL-~-there were obvioﬁsly faulty values. These errors
were due to malfunctions of the hardware clock which is the source of
timing information for the record keeping routines. Whenever cal-~
culations were performed on the latency data, each value was tested for
reasonableness. Negative values and values of greater than 1000

seconds were replaced by that particular student's overall average
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latency. These errors did not occur frequently; less than five percent
of the data was edited in this way. The cause of these discrepancies

in the data. gathering facility is being eliminated.
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CHAPTER FOUR

A MODEL OF STUDENT-~CURRICULUM INTERACTION

INTRODUCTION

- Essential to any procedure for allocating CAI use is a model
relating each student's mastery of subject matter to his time on the
CAI system. This learning model must represent several charac-
teristics of the student and of the computerized curriculum. Both
are enormously complex, so it would be hopeless to try to include in
the learning model every nuance of student and curriculum. In
developing a model, then, the two considerations that will apply are
parsimony and usefulness. The usefulness of a model is judged by
its ability to explain a student's learning behavior in terms of his inter-

action with the computerized curriculum [1, 5].

BASIC ELEMENTS OF THE LEARNING MODEL

Irldéx of Mastery

In speaking of mastery of subject matter, wc are interested
in concrete evidence of learning. The performance gauge will be
an achievement test on all subject matter covered in the course.
The test consists of a representative sample of N problems and

questions selected from the original tests which the authors used in

-63-
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designing the course. When it is necessary to test a student before
the end of the course, one ofthe original topic tests will be used. The
score on this test is made comparable with a score on the final N-item
test in this way: let the number of questions on the topic test be I,
let the number of questions on the final test be N, and let the score on;
the topic test be s; then the adjusted topic test score is x=s(I/N).

Consider a typical student who has finished a total of T time
units of instruction. From time to time we interrupt his instruction
and give him an interim achievement test over the topics covered so
far. When these scores are converted to a comparable basis, the
student's progress through the course can be seen by looking at the
time series {x(t)} of test scores,

x(t;), x(ty), x(ty), ~~-x(T).

In other words, if a student has interacted with the curriculum for
t “ime units, an estimate of the score he would attain on the final
achievement test. is xft).

Factors Affecting Mastery of Subject Matter

Two factors that affect ultimate learning performance are pace
of work and ability to retain information presented by interaction with
the curriculum. Numerous underlying factors come together to
influence and determine work pace and retertion. The student forms

association between cues and desired responses by reading and
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responding to instructional messages of the curriculum. How quickly
and effectively this interaction takes place depends upon the quality of
the instructional and remedial instructional program, student
motivation and interest in the course, "intelligence", attentiveness,
impulsiveness, desire to comj lete the curriculum and to learn the
subject matter, and reading speed and comprehension. The effect of
the variation of these factors from student to student will be different
values of parameters in the learning models. For an individual the
parameter values will be assumed constant and typical of him~~for the

curriculum used.

STUDENT MODEL I

The effort to design a learning model ultimately led to one
which 1s supported by avaiiable data on student-curriculum inter-
action. A description of the first attempt to model this interaction is
presented to trace the history and development which led up to Model II,
the version which will be used in the allocation procedure. The first
model will not be used later since it was not supported by available
data.

Growth of Amount of Material Tearned

The starting point in the process of developing an acceptable
learning model was a system of finite difference equations. Starting

with a total of T units of student attendance time, we assume that this



can be broken into a number (h) of equal periods. In each of the
indiiridual periods, (T/h) time units long, we suppose that the student
is scheduled onto the console for &T/h time units; & is the proportion
of the student's time on the console. A proportion (1-@) of the
student's time is spent with the teacher. The figure below illustrates

the pattern of instruction schematically.

i | 2 h

I class

ttendance

— sttt |t
fml el | el |

KEY: wwwe time on Console

e time (YV1) (-.k {eackey

Pattern 5f Instruction

Figure 4.1

We assume that the student is given a test at the end of each of
the periods 1,2,--- h. These scores
X(T/h), x(2T/h), %(3T/h),~--,X(T)

will be written x,, X, ==X, for simplicity. We will also use the
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symbol X for the fraction of course subject matter which the student
knows before he starts the course.

By assumption 7, X, is the proportion of questions that the
student can correctly answer on 2 'final' exam just before his course
attendance time starts. By the time one period of length T/h has
passed and in the absence of any instruction, the student will havé
forgotten some information \ﬁhich he had known earlier. Assume that
the proportion of course subject matter learned will drop by a fixed
amcunt. If there is no instruction during the first period {0, T/h]
we write:

x =0x; Osa ' (1

Here, o is the proportion of learned material which the student retains
from one period to the ne;%t. If thefe is no instruction we have

O<sa<l. (It is conceivable that a student who studies course material
outside of school could appear to have a¢>1.) The main way in which
we increase the student's knowledge of course subject matter, however,
is to teach him.

During the period [0, T/h] the student is exposed to the‘_com-
puterized curriculum for a period of ®T/h. The remainder of the
period, (1-8)T/h, is spent with the teacher. The effect of com-
puterized instruction 1s to increase the student's test score in some

way. We represent the effects of instruction during the first perliod
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by the symbol AX,(®) and change equation (1) to include the effects of
instruction. The nature of the quantity, or unit of instruction, Ax, is
discussed in the next section. Now we rewrite equation (1) to reflect
the contribution of the first period of instruction. Thus

X; = @Xq + B Ax, Osas<l

(2)
B constant

B isa paraméter which would be estimated for a particular
student and a particular period of instruction. A theoretical inter-
pretation of the 8 would require it to represent two effects. First B8
reflects the weight of that period's instructional material relative to
the whole course's subject matter. Second, B serves the purpose of
a scale factor. The quantity Ax represents the effect of a relatively
short period of instructioﬁ. The qﬁantities X, and x, represent the
overall proportions of course subject matter which the student has
mastered before and after the first period. The constant B8 can be
interpre’qed as the relative efficiency with which the student converts
the results of recent instruction inte long term subject matfer
knowledge. The fact that human memory has short term and long
term storage capability can be used to propose an interpretatibn of
B (2, 4]. B is an indication of the efficiency with which recent instruc-
tion (presumably retained in short term memory) is transfered into

long term memory associations.
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The final justification for the parameters is not only the Inter-
pretations which are assigned to them, but the validity of the resulting
model when tested empirically.

So far only the first period of instruction has been discussed
'1n equation (2). Other periods of instruction must be represented in
the model and this is accomplished by assuming that @ and 8 are
constant characteristics of the student. The genersl relation, which
includes equation (2) as a speclal case, is then:

X; = 0x, 4+ BAX 1=1,2,==-,h (3)

This system of equation can be used to find the final test score
X, in terms of all previous instruction and Xy

h .
X = “th * 121 d i- Bax ' @)

In the special case where all Ax, are equal, say to some value
Ax we may rewrite equation (4) as:
S h
| xh=ahxo+ll"_'%-ﬁ,Ax | . (6)

A TUnit of Instruection

In programmed instruction and CAI a student learns by
processing & sequence of instructional messages (frames) which
the teaching medlum presents to him. It is nbt clear that the
concept of a frame 1s useful in describing instruction provided by a

human teacher, On the other hand, there ls no conclusive evidence
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to rule out the use of frames as a descriptlon of the classroom
teacher's interaction with individual students. The development
below assumes the frame concept is meaningful in classroom teaching.

The quantity Ax, used in equation (4) will be the effective
number of instructionel irames, covering new course subject inatter,
during Instructional périod i, . This includes both the frames exﬁicitly
presented by computerized instruction and the estimated number of
frames due to the teacher's efforts. The effective number of frames
‘processed by the student during the i~th period of instruction (Axi)
will be related to several factors. The list of symbols below will be
required in developing the relationship which defines AX,.

Student's rate of processing new Instructional frames
on the computer [frames/time].

A" :  Rate of delivery of frames by teacher.

p°: Probability that the student will make the desired
response to a frame presented by the computer;
- called the interaction probvability. It is by
- definition the probability of reinforcement on a
given frame. :

p’ ¢ Probability that the student will have his response
reinforced on & randomly selected frame pres:nted
by the ieacher; called the interaction probability
of the student with the teacher in the classroom.
The effective number of frames during ) period is defined to be
the sum of the numbers of frames presented by both the computer and

the teacher that the student interacts with. The student is assigned to
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be on the console of ®T/h units of time. During this time he will
average J\%'I‘/h frames and he will interact with a fraction pc of
these. While with the teacher the student experiunces A.t(l-'b) T/h
frames, and he interacts with pt of these. Assuming that the teacher
covers material not covered cn the computer, we write the effective
number of frames as:
ax, = Xp%0 T/n + Np'(1-9) T/ (6)

In the second terimn of equation (6), )\tpt(l-é) T/h, pt allows for
the fact that the student may not process all of the messages presented
by the teacher because of his attentiveness or interest; J\t allows for
the fact that the teacher presents curriculum material at a charac~

teristic rate.

The Learning Model

At this point we are resdy to substitute equation (6) into (5).
The resulting function relates the student's final test score to the
proportion of his time on the console, @, and to his individual learning

characteristics, The final relationship is

%, = ashxg + %f -%Z (%% + Mof1-8)] (7)

Thig relationship will be referved to 88 Model I

An attempt was made to validate & version of this model on the
somputerized portion of & eourse in biclegy: Instruetionsl histeries
of five students from the Spring 1088 biclogy elass atCermantown Eich
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School were used to fit the parameters of the model by least-squares
regi'ession. The model did not stand up as a statistically defendable
description of the available data.

The failure of the model may have been just as much due to
insufficient data as to any fault of the model itself. Model I assumes
that a test score is avéila.ble at the end of each period of instruction.
In fact, tests were not given this frequently, andthe resulting missing
data problems severely hindered tests of the model. Several statis-
tical procedures for eliminating the missing data problem did not
produce satisfactory results.

| Because of these difficulties, and after finding that it was not
possible to gather longer h;stories on the students, a model was
developed that is much less sensitive to the placement of tests within

the course of instruction. This model, Model II, is developed below.

STUDENT MODEL II

Model I a.ttémpts to provide a rather detailed description of the
interaction between the student and the instructional process. The
model makes heavy demands on the researeher for data te be used in
estimeting parameters, The seeond model vepresents o step in the
direction of parsimeny. This model denls with aggregate resulis of
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the learning processes of the student; it is based upon the cumulative
effects of the teaching-learning process.

As in the last section x(t) will represent the student's score on
a final achievement test administered at time t. When the student's
total time on the curriculum is small (t is small) we shall assume that
his test score c_l;ﬂggg in proportion to how much he has learned ﬁp to
that point. The dominant factors in initially changing the student's
test score are his ability to read and attend to the curriculum material
as it is displayed, to make associations between old and new material,
and to retain it as a whole. TFor this aggregate model, understgnding
the details of this learning process is not essential,

As the student progresses through the eourse, thet is, &g the
student learns more and x(t) grows, there are several faetors which
a6t to impeds the rate at which his knowledge inereases further. His
interest in the course may lag, he will tend to forget gome of the
material learned earlier, andhe will enaounter some of the moye dif=
foult arens of the subjeet matter, These factors==forgeiting, anda
tendeney toward & @er‘am amount of eonfusion==have an oppesite effeet
from thet of learning, These effects are all represented 1n the way
thet the student's seore on the finel schievement test changes over time,

Now we transiaie these statements into 8 mathemeatiesl model,
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The symbols which we use in this model are:

[
.o

Time.

(033
—
[
S

.

Raw score on the final achievement test if it were
given after the student has spent a total time of t
units on the course.

N : Number of questions on final achievement test on
computerized curriculum.

x(t)

The fraction of final achievement test questions
scored correct after the student has spent a total
of { time units on the course.

A ¢ Average rate at which the student progresses over
instructional and remedial frames. (Frames/unit
time).

P~ : Probability that the student interacts successfully
with an instructional frame.

p : Proportion of time interacting with instructional
frames.

¢ ¢ Progress in units of curriculum.

The test score, s, will be a function of the amount of instruc-
tional curriculum material which the student has completed. As time
goes on the student working at his cwn rate A (frames per unit time)
covers At frames in a périod of t time units. Out of the fra.mes that
the student sees a proportion are applicable to the final test. This
proportion is the fraction of all frames on which (1) the student either
responded correctly the first time, or (2) on which he first responded
incorrectly and then was remediated. Thus the fraction of time
which is applicable to the final achievement tes‘t (denoted by p) is

[p® + (l-pc)] /1o + 2(1-pc)]. In the period of time t the student has
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actually seen M2-p°) L trames that apply to the final test. In
developing the model we will work in terms of the cumulative curri-

culum covered, c,

e = M2-p%)" 1t = Apt (8)
The scale will be changed back to real time after the derivation. |
One of the consequences of equation (8) is that we assume that

it takes just as long to remediate the student (given that he had made
an incorrect response to an item of instruction) as it usually takes to
instruct him on any point, without remediation. That is, the student
is spending a proportion (1-p) of ais tiine in remediation.

| Early in the course, while t is small and c is close to zero we

have that

g—%") ~ kys(c) : k. >0 constant.
The change in the student's knowledge of course subject matter is
proportional to his existing khowledge of the subject ma.ttér. Later
as his knowledge of course subjeét matter approaches an upper bound;

as s(c)”N we have
Q_%ﬁg) =+ 0 assle)* N
c
this asymptotic behavior can be modeled by:

dsle) - (1- .S.LQ))
de N
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We can combine these expressions, and represent our previous state-

ments about student learning in equation (9)

Q_gjf) =k,s(c)[1- ﬂl\%’] ; ky > 0, constant (9)

This equation can be solved directly for s(c). After integration we

obtain the results;

-In (l:- ~1)=kic+ky ; kg constant (10)
If we substitute equation (8) back into (10), we havean expression for

the test score as a function of total tlme on the console, t,

“In (2 - 1) =kypt + kg (11a)
By exponentiating both sides and using the fact that x= S/N we have

also
eki?«pt + ko

14+ eklxpt + kg (11b)

Figure 4.2 below shows the general form of the function {11b).

T _

X (%)
Eqm vaient

ginal test
Scove

x(t) =

® -
totel comulative time on console (o)

General Form of Learning Curve
Figure 4.2
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Equation (11b) indicates that the value of x at the start, designated
x(0), is
Ko

x(0) = Q——-k——— ift=0 (12)
1+e®

The constant k; in this model depends only upon the student's know-
ledge of subject matter before the course starts. This fact is also
obvious from (11a), a logarithmic transformation of the original non-
linear expression for x(t).

The coefficient of t in equation (11a) is k;)p. In the preceding
chapter we assumed that the rate at which the student pfoceeds through
curriculum material and that his requirements for remediation are
both characteristics of the stﬁdent which are constant at least for the
curriculum. These assumptions now come into play. By applying
them both A and p are constants for a particular student over the
duration of the instruction. As constants, for a particular student,
both X and p can be combined with k, to form a new constant, k;,
which is characteristic for that s;cudent over the clourse of instruction.

The expressions for x(t) are rewritten as
“In(d- 1) =kt + K, (13a)

ekl't + kg

14 ekl't + ko

and x(t) =
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AT -
o kil -1

x(t) = [1+e (13b)

In evaluating the varameters k,' and k,, equation (132) is the
easier to use. By using the quantity In( }—1{ ~ 1) rather than the test
scoré proportion correct we have a linear function in terms of total
time on the console. The standard approach of estimation by least
squares can be used to precvide an estimate of the values for k, and k.
These estimates, however, may not result in . least squares fit of the

non-linear function (13b) to the data.

ESTIMA TING PARAMETERS FOR LEARNING MODET

The data that the computer system gathered on the computerized
portion of the biology curriculum enabled testing of the models of
student-curriculum interaction. It is impossible to gather data on the
classroom portion of instruction which is as accurate and as complete
as that gathered by the computer' system. Thus, testing of the models
ha~r3 been restricted to the computer assisted part of the course. The
teacher's effect on the instructional process is analyzed furthe;r in

Chapter Six.

Statistical Analysis--Model II

Model 1I is a logistic curve of the type which has long been fit

to learning data by experimental psychologists [3]. The model can be
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transformed from its direct form (equations 4, 11b) to an expression

which is linear with a non~linear function of the original dependent

variable on the left, (equations 4, 1la). Here x is the percentage

final test score and t is total cumulative time on the console in minutes.
~In (}—i - 1) =kt + kg for one student |

This model was fit to data on 20 students all of whom took biology at

Germeantown High School during Spring 1968. The data preparation is

discussed in detail later in Appendix 4. 1.

Discussion of Results

The results of statistical analyses of the data from 20 students
are summarized in Tables 4. 1 and 4.2 below. In order to better show
the student to student variability in Model II parameter estimates, the
paired values of k, and k, é.re plotted on a ccatter diagram
(Figure 4.3). The approximate extent of one standard error for each of
the two estimates, k, and kg, have been shown for two typical cases
(cases 1 and 5).

In every case (Table 4. 1) the model's fit to the data is so close
that there is only a remote possibility that the agreement could have
resulted by chance. Furthermore, the model fit the data for every
student on whom there was enough data available to test it (20 cases).
And there is virtually no possibility at all that this event could occur
by chance. A point of interest in Figure 4.3 is that the paired
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values of k,' and k, appear to be correlated. The apparent correlation
was tested by regression analysis and it was significant at the 0. 95
level (r?=0.5776). This correlation was a surprise initially, but an
explanation follows from Model II. In deriving the model it is assumed
that during the early stages of instruction the rate of change of ex-
pected final test scores would be proportional to the level of test |
scores achievéd. Thus, we would naturally expect & correlation
between the slope k' (the initial rate of learning) and k, (the knowledge
at the start.)

The data presented in Figure 4,3 show increasing values of the
slope k,' associated with smaller (larger negative) values of k;. The
explanation for this phenomenon lies in the fact that for small values
of x very large changes in ~in ( ;1{ ~ 1) must be made for x to change by
even the small amount expected by the model. As an examygle
suppose that a student scores 0. 05 on his first test (over all course |
subject matter). Then after 100 minutes of instruction he takes a
second examination and he scores 0. 10 (over all course subject matter).
The change in x by an amount 0. 05 (0. 10 - 0. 05) is equivalent in the
linearized model to a change of 0. 64722.

1 14 :
In( 5755~ 1) - In( G35 - 1) = 0. 64722

With this change occurring over 100 minutes the slope k) would be
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0. 64722/100 = 0. 00647. The smaller the initial test score the larger
the slope k,' will be in Model II.

These differences in model parameters from student to student
are very important. Assuming that some way is found to estimate
these parameters we can build the schedules of instruction for each
student that will recognize that student's own unique requirements for
time on the consoles. Chapter Six discusses the use of off-line data to-
estimate parameters in Model II on a student by student basis.

Conclusion

The two models which we have built are different descriptions
of the way in which a student's knowledge of a course subject matter
develop. One (Model I) is a detailed representation of the way in
which a mixture of computerized and classroom instruction produce
a growth of mastery. Model Il is a more parsimonious description of
the learning process. The two models are not isolated instances. The
results of testing Model I prompted a move toward a simpler, more

parsimonious model, Model II

SUMMARY

A model of the relationship between time on an instructional
system and a student's subject matter knowledge has been cited as the
prime requirement for an instructional time allocation procedure. Two

models have been proposed. Each relates an achievement testscore to
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the preceding instruction. Model I was proposed to include the effects

of teacher instruction as well as that of the CAI system. ModelIl isa

simpler model of learning; and it has been tested with data obtained
from the CAI system.

(g



86.

APPENDIX 4.1

CHAPTER FOUR
DA'TA DEFINITIONS

The data for the analyses reported above were taken from the
TOPSUM Tapes supplied by the School District of Philadelphia-~
Instructional Systems Department (please see Appendix 3. 1 for s;mbol
definitions and description). The information supplied was from the
first biology course ever to be taught using computerized instruction
in an existing urban high school, Germantown High School, inthis case.
Some data was available on 31 students but there were only 20 students
for whom there were sufficiently long histories to permit any analysis.

The original group of students taking the course was chosen
by random selection from students who were scheduled for biology
during spring 1968. Due to high student turnover rates and course
switching Some departure from the random sample occurred; in fact
this is one of the reasons why several student histories were too short
for analysis. A further check was made on off~line records for the
31 students. The 11 with short histories had a significantly higher
rate of absences (during the preceding school year) than the 20 for

whom enough data was gathered to estimate the model parameters.
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Data Preparation-~Model II requires a time series of test scores for
each student. The elements in this time series must be on a com-
parable basis; in this case they are all equivalent values of the final
course achievement score. Each test score has an associated time
value. For a particular test score x(t) the associated time value was
computed by summing the con’;ents of the TT fields of all previous
instructional topic summary records. The console time spent taking
tests was not included in calculating cumulative time.

The tests which were given periodically to the students by the
computer did not cover the entire contents of the course. Scores on
tests that covered only part of the course were adjusted to reflect the
proportion of the course material that the test had covered. - The
calculation of the values x(t) was carried out in the following fashion.

Each student file was checked to determine how many tests
he had taken. The students whose files contained four or moré tests
were selected for analysis. Letr be the number of tests in a student
file (r=4). The number of questions on each of the r tests will be
represented by q_l(i=l,-~-,r); the number of those questions which the
student answered correctly will be represented by si(i=1, ---T),

s for score. In standard mncmonics (please see Appendix 3. 1)

i = CACi; q; = CAC:.L + WACi + XACi. By definition SIS qi(i=1, -=-=,T).
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The file was organized with the records containing instructional
data and test data all arranged sequentially in chronological order.
This arrangement made it possible to compute not only the test scores
but also the total cumulative time on course in minutes for eech x
value. |

The adjustmenf of individual test scores (Si/q-i) to a course wide
basis' was carried out in the following way. The total number of test
questions posed to the student during the entire course was computed;
represent this value by n. Then,

r

n= % . Where .= CAC, + WAC, + XAC
i=1 q‘.l. ql i i 1

Each of the values of the dependent variable x,(i=1,-~-,r) is computed

as,

Xi=(

T

. Si) / h.

J
The test score onvthe course wide basis is, for the i~th test, the ratio
of the cumulated number of test qﬁestions answered correctly up
through the i-th test to the tofal number of test questions asked of the
student throughout the course. |
The adjustment of the test scores in thisyway is necessary

because the tests given within the curriculum are not cumulative.

The scores are provided to the teacher and the course grade is based

O
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upon the history of test scores. It becomes the job of the teacher to
cumulate the test data on individual students. In relating time on the
console to performance it is absolutely necessary to have each test
score defined on a comparable scale.

- The purpose in using the test scores, x,, x, --- x,, as they
are defined above is to gauge each student's growth of subject matter
knowledge as he spends time on the console. In an extreme, if a
student learned nothing beyond what he came into the course with, the
test raw scores s; would be zero (or close to it) and the time series

X, , Xz === X, would all be equal valued.
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CHAPTER FIVE

THE SCHEDULING PROBLEM FORMULATION

The relationship between a student's time on the console and
his mastery of subject matter can now be used in finding a best
schedule of instruction for all students in a group. One major task
in producing any best schedule will be finding a definition cf "pest"
which recognizes both the educational objectives of the teacher or
educational decision-maker, and also the limits on the capacity of the
computer assisted instruction system. In the formulation pfesented
here a list of time allocations, one for each student, will be calculated
by considering the effect of different amount of computer assisted
instruction on each student's expected achievement.

Up to this point we have discussed only one student in connection
with the Instructional system. Now we will widen the discussion and
spealf of a group or class of n stqdents. We assume that there are a
number, ¢, cof consoles available for use by the n students. The
terms "schedule" and "time allocation" will be used synonomously and
they will refer to a set of n quantities giving the fraction of each
student's class time which is to be spent on one of the consoles.

As an example of how a schedule would look, imagine that we

-91-
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have 5 students (n=5) and that there are two consoles (c=2). In this
example let the total class time consist of 50 classes, each of 45
minutes. Each student is available for instruction for 50 x 45 = 2250
minutes, at most.

Suppose we have determined on some basis, that the best

schedule for the students is given in Table 5. 1 below:

% of

Minutes co'irse time

Student on console on console

(1) (t s

1 500 2/9
2 . 1500 6/9
3 0 0
4 750 3/9
5 1000 4/9
“ 3750 15/9

Data: Hypothetical

Optimal Schedule: Sample

Table 5. 1
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In this example the schedule is the list of <I°.l values which tells
the fraction of the 2250 minutes of class time to be spent on one of the
two consoles by student i.

Since there are ¢ consoles, there is a limit to the total console
time which we can allocate. This fact is expressed by the capacity
constraint (1) below

n
Z &=c (1)
i=1
In the example (Table 5. 1) the schedule has
5
L &.<2
i=1 *
Since there are two available consoles, that schedule obeys the

capacity constraint.

OBJECTIVE FUNCTION

The choice of an objective function to use in the scheduling
algorithm must be made heuristic.:ally. Once an objective function is
used in building the scheduling algorithm, a solution produced by the
algorithm is the best one that can be found under the constraints and
conditions which underlie the algorithm. The semantics of the word
optimal can cause misunderstandings, however. The schedule is

optimal only within the restricted context of the computerized
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instructional system and the group of students being scheduled. The
objective function covers all students being considered for CAI
although not all may be ultimately scheduled for console time.

There are some general concepts which can be used in selecting
an obje‘ctivé function. The two main considerations are: (1) even
though we use a sumrriary measure for the whole group, the instruction
is given to individuals, (2) the objective function must recognize each
person's needs in achieving the instructional goals. A soclution is
said to be optimal if the mathematical optimality of the schedule is
attained by recognizing each individual's needs to achieve the
operational performance goals.

The main basis available for operationally stating educational
goals is the student's masiery of subject matter which we measure by
giving him a test. If, by the end of the course, a student (r) has
spent a time tj on the console, we estimate his final achievement test
score xr(tj') by the learning model of the preceding section. When
there is a fixed length of class time, T, in which the course must be

completed, we will write Xr(tbj) in place of xr(tj). Then,

t. = &,
J JT

For a given schedule {®,, i=1,-~-,n} we estimate the class's

achievement test scores {xi(tbi), i=1, ---,n}. From this vector of




95.

test scores we decide whether or not the time allocation {®} is a
good one. To do this we must combine the test scores into a per-
formance or objective function. Once we have this objective function,
mathematical optimization techniques can be used to find an allocation
of instructional time {®* ; i=1,---,n} that is best in terms of the
objective function and any constraints on available resources and
allowable allocations.

One way of combining and summarizing achievement scores is
the mean or average value. Teachers and educators are accustomed
to thinking in terms of class averages (they commonly descri’;ae the
performance of a class by citing the average grade). In selecting
students for computerized instruction, however, it is not enough to
deal only with class averacjes. If raising the anticipated class average
were our only cor.cern we might neglect a number of students al-
together in order to devote all of our resources to those students
expected to make the largest improvement in the class average,
given the resources available.

There are many ways to combine the expected student
achievement results into an objective. Several of the more important

are:
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(1) Maximize the sum of the n student's achievement

scores.

(2) Maximize the average achievement score of the

class minus some function of the variance ofthe
class scores.

(3) Maximize the a percentile of the class grade

distribution, where a < 0.50 (Fractile Criterion).

(4) Meaximize the probability that all n students

score above some passing grade, i.e. f:hat all
students pass. |

(5) Maximize the avéra.ge class achievement score

‘subject to a constraint on the probability that .
each studerit. might fail (fall below a critical
scofeL

There ai-e certainly many others which are not listed.

We have already said that maximizing the class average alone
may lead to an educational path of least resistance which would ignore
those students who are not expected to progress véry_ rapidly. Thus;
(1) a performance criterion which predictably ignores any group
completely in generating the schedules is not acceptable. There are
two other factors which will be considered in selecting & performance

function. (2) A performance function must be as close as practicdble
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to expressing the teacher's or educator's objectives. (3) Any
performance criterion which is to be used must be’operationally
definable and translatable into an equivalent mathematical function
so that optimization techniques can be used to find improved schedules.
 The first performance alternative that of maximizing the sum
(or mean) of the classés' achievement scores is unsatisfactory. It
does meet the condition that it should be meaningfui io teachers and
that it should be mathematically tractable. TIts fault is that it would
lead to schedules that ignore students expected to move slowly on the
curriculum.

The second alternative is to maximize some function of the
class mean less some function of a measure of dispersion of the
class scores {x(®)}. By using variance as the measure of dis-
persion of class scores, the problem becomes a quadratic pro-
gramming exercise. This formulation could be used to generate
schedules with little variation of student test scores around the class
average. The advantage of this approach is that the schedules would
kalance off increases 1n class average against increased variance of
expected student test scores. To do so, however, the teacher would
have to ‘pe able to express his preferences for trade-offs between

increased class average and increased variance of test scores. It
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is unlikely that this type of value information could be obtained with
reliability; educators, parents and other interested parties are not
accustomed to thinking in terms of variance. Furthermore, there
is still a chance that students at the extremes will not be treated in a
way the decision-makers would judge saii.factory.

The next alterhative is to maximize a specified fractile of the
class grade distribution. For example we might try to find a
schedule which produces the largest value for the 10th percentile of
the group's test score criterion. We might consider such a criterion
if the lowest scoring ten percent of each class are failed. ‘i‘hen it
would be equivalent to maximizing the lowest passing grade.

The fractile criterion (as this objective is called) has been
studied by Geoffrion [1]. | Geoffrion's work on aspiration level and
fractile criterion programming problems has been motivated by
problems of portfolio management in the investment area. Un-
fortuna’oely, the procedure developed by Geoffrion for solving this
type of problem hold only under assumptions that cannot be made here.
Furthermore, the compﬁiational scheme proposed by Geoffrion for
solving problems of this type is so complex that it cannot be regarded
as a practical procedure in this application.

The concepts which underlie the fractile criterion have
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suggested the he}rt two performance function candidates; so the
desirable features of this criterion can be kept.

‘The fourth performance criterion is mea.ningful‘and it leads
to a nice result. If we maximize the probability that all students
pass (i.e. score above some preset grade on the achievement test)
this is equivalent to:

n .

Max 0 p.(3.)

{(®} i=1 * *
pi( d’i) is the probability that student i will pass the final achievement
test if he is allotted rbi of the maximum time on a console. |

| This objective function will lead to an allocation which places

incréasing emphasis on students as their probability of passing goes
down. For example, ina situation with 10 students where 9 are giveri
a 0.5 probability of passing and one hé.s 0. 00 probability of passing
the objective function has the value (0. 50)9(0) =0, Whatever the
resources available, first claim goes to the student who is certain to
fail. For him, any positive improvemenﬁ in this probability of
'passi:lg will increase the overall objective by an infinite percentage
even though' he may have been the most difficult to teach.

Apparently, this alternative suffers from faults similar to
those arising from the use of the mean grade as the objective. In

this case the group receiving disproportionate attention are those
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who are likely to fail; for the mean the most progressive students
are favored.

Finally we turn to the fifth alternative: to maximize the mean
subject to constraints on the probability that each student might fail.
- This approach uses the measures class average and failure pro-
bability both of which are familiar to educators. It is mathematically
tractable and it takes the development of each student into account.

The teacher must specify the test score k that is the lowest
passing grade on the final achievement test and also state the largest
acceptable probability that a student may fail, o. A teacher may be
reluctant to state a failure probability for a student or a class of
students. If that is so we might ask the teacher to specify the largest
number of students, out of the class of size n , that could ever be
permitted to fail. From this we could infer the probability a. For
example, if an educator will tolerate no more than orie failure in a
class of 20 we would set « = 1/20 = 0, 05. |

The console time allocation procedure which we now develop
will be designed to find {®*} which gives the largest class average
test score with the constraint on failure probabilities. This
formulation has an accepted technical 1e.me: chance constrained
programming. An objective is being optimized subject to constraints

on the chance of certain events (failures).
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ALLOCATION PROCEDURE: DEVELCPMENT

Suppose that the class of n students has completed its course of
instruction according to a schedule {cbi ; i=1,---'n} and suppose that
we have administered the final achievement test. For student i his
| actual score is the fraction of the N achievement test questions which
he answers correctly. Let s'i represent this sicore.

By assumption 7 of Chapter Three the quantity s'i is a random
variable distributed binomially with a mean of Xi(<I>i) and a variance of
xi(l-xi)/N. [Recall that xi(@i) is the expected score on the final
achievement test after completing the proportion <I>i of the course time
on the console. From here on we write X, instead of Xi(@i) where
ever practical]. As long as x; is between 0. 10 and 0. 90 and N> 30
thé binomial distribution of s 1' can be approximated accurately with a

normal density function. We shall use the approximation
- | - 2
\l N N (si Xi)

f(S'i)= y exp —2—;{'1(1—_}{5' O<Si<1
[27x,(1-x.]/2 '
1 1

or in shorthand notation

1 - -
f(s i) : Normal (Xi, .}_{_iil Xi) } 0< s; < 1
N

The objective is to maximize il.e average of the s'i taken across

students subject to the constraint that the probability that any student
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fails is equal to a specified value a.. For generality we will allow a
separate failure probability for each student, although we may actually
have one failure probability for all.

When we are choosing a time allocation (a set of ®'s) we cannot
observe the actual test scores s':.L so we replace them with their ex~
pected values Xi( @i). The problem is now;

1 B
Max 5 PH xi(CPi) (2)
o, i=1
i
subject to the restrictions that the probability of scoring below k is
o.;
i

Prob. {s’i <k}= o, i=1,2,~~- n (3a)

O<sti<1 i=1,2,---n (3b)

By using the normal approximation we can rewrite (3a) as:

1
k N/a -N (Sll - Xl')z
— —— 1 ot
a, = [ — y exp| 3 % (1-%,) ds’y 0<sy<l
° 2mlx(1-x)]"? i=1,2,---.n

The integral is taken from O up to k, the passing grade, rather than ;

/

from -« up to k, because negative values of the test score s'i cannoj
occur. We also drop the 1/n from the objeétive function and rewrit
(2) as

n

I\{/Iax z xi(éi) (2a)
&1 i=1
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The constraints in (3a) can be re~-expressed in a simpler form.
The figure below illustrates the distribution of s'i about its expected

vilue Xi( [o:] i)’

fesh)

oree NZ x

tk x-;(dvi)

Distribution of Actual Score Around Mean
Figure 5.1
The probability that the i~th student's actual achievement test score s'i

is less than the passing grade cutoff k is equal to the probability that

1
N/ 2 (k-xi)
— 5 7
[ (1_ )]1/2 ai
x(1-x,
vhere Z o is defined as the Q. percentile of a standard unit normal
i

variate. For a chosen value of a., Z, isa constant which may be

1

o

founa in a normal table.
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So

Nl/e (Xi-k)

Prob {s'isk } = Prob 27 |=a, (4)

[Xi( 1-xi)]1/e

Provided that x, > k, squaring both sides of the second inequality in (4)

does not change the inequality and we get,

(N+Zea)xi3-(2kN+ZZ)Xi+Nka2 0 (5)
i i

Since this is a quadratic we solve for the larger root

f—

2 2 -
2kN + Zai + Zaid Zai + 4Nk (1-k)

2 1
2(N + Zai)

This inequality is wuseful because the right hand side is justa
constant, My SO the inequality is linear.

To illustrate this suppose that for a particular student we allow
a probability of 0. 05 (ozi = 0. 05) of failure on a test of 50 qﬁestions
(N = 50) where the lowest passing grade is 0. 70 (k = 0. 70). The

stated o, of 0. 05 has a corresponding Zioy of -1. 65 and the expres-
i

sion (6) gives the result

X, = 0. 7962

o, for specified values of a., k and N, all of the probability constraints

,,,,,
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(3) transform into simple deterministic constraints of the form
X, =M, . i=1l,~--.n (7
Each student could have a different m. value, butall 7.'s are con-
stants.
In the earlier development of the learning model we developed
a relationship between each student's time allocation @i and his
expected test score X, The test score X, is given by

k'1,1 ‘1’1 = kz s’

1
1,1 ‘I’i"'kz,i

e

xi(@i) = O=< <I>i <1

i1+e

Thus we can write the constraints (7) as a function of <I)i directly.

1
ekhi P, + Kz,

X, = = T, i=1.2 =-~~.n
i 1+ek'1,, @+k,,, 1 ?7 ’

Rewriting, simplifying and taking logarithms we have

S f:r‘w,) - Koy ] ; ke 2 0 (®)
=1, omym
Once we have evaluated each student's m, and have obtained
estimates of each student's k'l,," and k.,, the constraints in (8) place
lower bounds on the amount of time which each student may be
essigned. If we set small a's (very low probabilities that any student

should fail} or if we set a high passing test score k, it is possible that



the tc .al instructional time required to satisfy (8) might exceed the
total computer time available. In this case there would be no feasible
schedule.

The Allocation Problem

The original problem of allocating computer console time to the
student has now been formulated mathematically. We wish to
maximize the average score on an achievement test given to all n
students in a group. At the same time we want to specify the proba-
bility that a student will pass his final achievem?nt test on the subject
matter, which translates into minimum values <>if d:i. Finally, the
total time allocated to the n students shall be less than or equal to the
available time.

This may be expressed as

n

Find Max T x,(%,) (22)
{®} i=1 * |

subject to the consiraints

1 s ' . .
b el T 1“( 'i?w_,]" Kays i=l,--~,n (&
n ? (©)

(1)

®; 20 i=1, ==~ n J
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The optimal solution will be written

(B i=l,---,n } = (&%, &%, -~- &% }= (&)
This chance constrained optimization problem (9) consists of maxi-
mizing a non-linear objective function subject to 2n + 1 linear
restrictions. Each element in the objective function is stated in terms
of one variable only, tlbi; in mathematical terms the objective function
of this problem is made up of separab.e functions of the various tIJi.

A very general approach to this type of optimization problem
has been developed. The technique of separable programming enables
us to generate a new problem which is a piecewise linearapproximation
to (9) [2]. The approximate problem can then be solved by a modified
linear programming algorithm.

Before any further discussion of the properties of the problem
that permit a solution of (9) by separable programming, we shall look
at the interpretation of the final solution to (9). The method of finding
the solution is discussed and illustrated in Chapter Seven.

A solution to the time allocation problem (if one exists) will
provide a set of values for {@i*; i=1,---,n}. The schedule, if it
is carried out, will maximize the forecasted overall class average
on the finalachievement test at the same time that each studenthas a

fixed probability o, ofachieving belowthe failinggradek on the *est.
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Beside {®*} the solution to (9) will give us valuable infor-
mation on how the objective function (2a) is effected by changes in the
o, vilues or in the number of consoles c¢. By looking at the shadow
prices on each of the constraints (8) and on the capacity constraint (1)
- we can estimate the effect on overall class performance of adding
more console time.

Tllustration of Optimal Solution

To illustrate the consequences of the scheduling algorithm
suppose that we have a group of four students and that the pzrameters
k, and k, are known for each of them. To make the example specific
let us set the passing grade at 0.50 (k = 0. 50), and let the allowable
probability of failure (probability of a grade of k or less) be the same
for each student.

Prob [x,<k] =a,=0.10 i=1 --- 4
We shall also assume that initially 1 5 consoles are zvailable for these
students' use. [This might happen if one of the consoles is tied up for
half of the time by another group]. " As can be seen in Figure 5.2 the
problem has a feasible solution which allows each student to satisfy the
failure probability constraint, but it does not allow for any of the
students to move much above the minimum feasible. If a student
(say #4) were to have more time, one of the remaining three would

have his allocatior: reduced because the amount of console time is
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fixed. Although the average grade of the four might be increased by
giving more time to 4, one of the others would have a chance of
achieving below 0. 50 on the achievement test greater than 0. 10.

In this example the shadow prices associated with the console
capacity would indicate that very substantial improvements in class
average can be obtained by acduiring more console time. The shé.dow
prices would also Indicate that a very large improvement in class
'average would result if we allowed student number 1 to have an
increased probebility of failure. This would make an amount of
console time available for the others, but it would not reduce x, by as
much as the vaiues of X5, Xz, and X, would go up on account of the
added console time allocated to them. Examples of shadow prices
will be given in Chapter Sefren.

Now suppose that with other things being the same we obtain
1, 3 added consoles. Now 2.80 consoles are available for the class of
four. The effect of this change is illustrated in Figure 5. 3.

Student #1 does not have any change in his schedule time, however the
others have marked increases in their expected scores as a result of
having obtained larger time allocations. Now there would be a much
smaller added increase in overall average achievement test score if

we could obtain even more console time.
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The effect of this allocation procedure is to start with a student
time schedule (based on the estimated parameters of each student's
characteristic learning curve) which is expected to satisfy the con-
straints on individual failure probability. After a feasible schedule
- is achieved any remaining console time resources are used to drive
the class average test score up at the highest possible rate.

We know that the class average will be as large as possible
under {&®*]} but we can also draw some useful conclusions about the
approximate number of students who fail (score below k).  Since the
probability that each will fail_is less than or edual o Gy the expected
number of failures under the optimal policy will be less than or equal

ton £ where

f i=1 i

In the special case where we give each student a constant
chance of failure (a) we find an interesting result. 1In that case n, is
binomially distributed with distribution

ni n n-nf

— —— f - - - e -
f(nf) = o1 (nmp)] a (1-a) n,=0,1---,n

In this special case the upper bound on the expected number of failures
is n- a and the variance is given by n; a(l-a). Of course the pro-

bability that all students pass with an achievement test score of k or
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greafer is at least (1-a)". When the a, are different for different
students the distribution of e is multinomial.

This distribution of the number of failure suggests a test which
could be run on the whole procedure. Once a schedule is computed
and implemented the actual number of failures may be compared with
the number of expected failures, (calculated from the a's). A
significance test cduld then be used to test the hypothesis that the

allocation procedure's failure constraints have been satisfied.

PROPERTIES OF THE SOLUTION TO THE ALLOCATION PROBLEM

The separable programming approach to solving the allocation
problem (7) uses an approximation to the original problem. Hadley [2]
indicates that there are several questions to be looked into when
separable programming is applied. They are: (1) the mathematical
properties of the set of feasible solutions and of the objective function
must be checked to find out whether or not the solution found to the
approximate problem is also the giobal optimum solution in the original
non-linear probleirl; (2) the accuracy of the solution in the approxi-
mating problem depends upon how well the original functions are
approximated by the linearized functions.

The second point is easy to deal with in our problem. All of

the functions which require approximation (the xi( @i) functions in the
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objective function) are very smooth. They can be approximated to
very high accuracy with very few line segments. A procedure for
generating these approximations is discussed in Chapter Seven.
Now we look at the mathematical considerations.. Under
- certain conditions the optimal solution to the linearized approximation
may not be the overall best solution to the allocation problem (9).
An optimum in the approximate problem is the best solution to the
exact problem (9) only if the exact problem's objective function is
concave and the set of all feasible solutions is convex [2].
The objective function is a sum of non-linear functions.
The objective will be concave if each of the individual functions is
concave. A necessary and sufficient condition for this is that

daxi(cbi)
dez < 0 3 1=1:23__':n‘

1
We already have from the original derivation of Xi(ti) or

Xi( @i) that since @ is linearly proportional to the original t

% ~ x(1-x)

az ax
s @~ m e q
~ X(1-%)? - x*(1-x)
and Bx . x(1-x) (1-2x)

de=
so d®x/d®® is negative if and only if 1/2 <x <1. This means that
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if each student's expected achievement test score is greater than 1/2,
i.e.

x, > Yo i=l,-~-/n
then the objective function will be concave. Because of the constraints
- on the probability that the student shall pass, if the passing grade is
greater than or equal to 1/2, (k=) the X values will always be
larger than 1/2. So, if a feasible solution {®} exists for the passing
grade value of k = 0. 50 or more, the objective function will be concave.

Because the constraints in (9) are all linear inequalities, and
since an upper and lower bound is specified for each &,(i=1,---,n)
the set of feasible solutions is a bounded convex set.

Since the convexity and concavity conditions on the constraint
set and on the objective are satisfied and since the non-linear functions
can be accurately approximated, the solution to the approximate
problem will be the global optimum for problem (9). If it were
necessary to allow X; to take values lower than 1/2 the global optimality
of the separable programming solution may be in doubt. In such a
case there are features built into the separable programming algorithm
which enable checks to be made on the solution.

The possibilify of an exact method of solution for (9) was

checked by deriving the Kuhn~Tucker necessary conditions ( which
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are alsy sufficient in this case). The solution of these cond:‘ ")né, if
it could be found, would provide the exact solution to (9) without
resorting to approximate methods. (This derivation is included as
Appendix 5. 1).

The Kuhn-Tucker conditions do not say much in this case, and
they appear to be more difficult to work with than the original problem.
This reinforces the use of separable programrning as a practical

method of solution to the allocation problem.
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APPENDIX 5. 1
CHAPTER FIVE

Derivation of the Kuhn-Tucker conditions for the aliocation
~ problem (9).

The problem rewritten here is:

n c.d. + ot
Find Max T [l+e ! b Il
{1 i=1

subject to the constraints,

-®, <-1, (f, constants) ; i=1 --- n r> (9)
n

z @i scC

i=1

® 20 i=1,---,n

/ :

We now derive the Kuhn-Tucker necessary conditions for the optimal
solution {®*}to (9) [2]. These conditions are also sufficient due to
concavity of

n

Z x(®)

i=1

Form the Lagrangian function, F(®, X, u); tI>i and ), are typical

elements of the vectors & and X.
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n ci<1>i+c'i _ n
F(@, 0, u) =2 [1+e ] + B N(®-f)+plc- o)
i=1 i=1 * i

Let @* = {<I>i* ; i=1,2,~~- n} be the point where

n
z x(@*) Max EX(@)
i=1 1 {6} i=1?

Then (following Hadley [2]), we require that for &+

%‘3 F(CP’ A, 1) <0 i=1,“',n
[%?p (e, A, )] ‘I:i =0 i=1,~--,n

We also require that for Ai*

) . .

['S'i F(®, &, u)] Ay =0 i=l ~-='n
i Q¥ A*, u

o

5 F(e, \, u)] u = 0

ay, LR @_*, A*, "

We must also include the non-negativity conditions below
<I>i - fi 20 © =l ~e-n
and : Non-negativity conditions

c-% ®. 20
: i
i=1
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These conditions are necessary for an optimum and by the concavity
of the objective function (over the constraints space) they are also
sufficient.
In summary, the Kuhn-Tucker conditions for an optimal
- solution to problem (9) are:

\

c.d.* 4+ ¢!
- (c.e 171 i
i

c.hb.*+c'!|2
1+e 1t 1

c.d. * + c‘:.L - c,®.* 4 ¢,

« ii 2 i i, _
{&, [1+ei ] (c;e )= \F@F 4 p*dF }=0

A ¥ =0

for i=l, -~~~ n, and:

n
p¥(c- T &%) =0
. 1
i=1
&% -1 20 5 i=1,---.n

n
c- Z <I>i*20

i=1 /

Unfortunately these conditions do not suggest any straightforward

means for finding {#*}. This suggests that the separable program-
ming algorithm muy be the most direct way to find the solution {&*}.

Other approximate methods for finding {®*}might be derived from (10).
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CHAPTER SIX
ESTIMATION OF STUDENT LEARNING PARAMETERS

INTRODUCTION

The validity of any schedule of computerized instruction depends
upon the accuracy of the information upon which the schedule isbased.
The procedure of the last chapter relies upon estimates of the two
learning model parameters (kl' and kz) for each student. These values
summarize the available information that is relevant to the scheduling
decision process.

Some relevant data is better than no data at all in deciding on
console scheduling assignments. Smallwood [23] has studied the
guestion of how much data should be obtained in making ingtructional
decisions, though this work has not yet produced applicable results.
As a strictly practical matter, however, the question of how much
' and k

1 2nd k)
must be answered on the basis of experience, and on the basis of

data to gather (or how much effort to expend on estimating k

resource constraints and administrative conditions in the school
environment.
The value of data gathering activity may be assessed from one

of two points of view. Where data is gathered and manipulated to

~121~
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answer a research question, as in testing the learning model, ahighly
specialized effort is justified. On the other hand, specialized or
complicated data collection and manipulation is out of place for
making routine decisions in the school. We can be sure that the
scheduling procedure will be used improperly or not at all if it

requires data not readily obtainable from existing school sources.

AN IDEALIZED DATA GATHERING PROCEDURE

There is a way to use the computer systen: as the main data
gathering tool, though this method is an ideal, rather than a practical
alternative.

Imagine that every student being considered for CAI is re-
quired tc spend some time (for example three hours) on a special
curriculum prior to being given his ultimate console time schedule.
We would then gather three hours worth of machine readable data on
each student's interaction with the computerized curriculum. This
data could be processed and the rélevant parameter estimates could
be punched onto cards for input to the scheduling routines.

The main costs of this procedure are the student time expended
as well as the computer and consocle hours consumed in gathering the
data. By using the consoles to gather data strictly for decision-

making we lessen the amount of console time that we can ultimately
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allocate to students who need it. The improvement of scheduling
decisions gained by using console time for data gathering must be
weighed against the adverse effects of reducing instructional console
time available for all.

Since at some schools there are several times as many
students as can be accommodated on available consoles the ideal
procedure outlined above is not practical. Interviews with Project
GROW personnel reveal that it is politically unacceptable to put all
students onto consoles and then later to reassign some to other
classes. The emphasis in developing parameter estimation pro-
cedures has ’the‘refore been on developing estimators of scheduling
algorithm para,metérs that are functions of data available outside of

the computerized system.

Types of Variables

To estimate the parameters used in the scheduling algorithm
one would like to use variables which explain the parameter values in
the models. This is the approach strongly recommended by A ckoff [1].
But we are far short of understanding the causes of the learning
process and so it is necessary to look beyond the few obviously
relevant variables. There are many variables which qualified

observers believe to be partial determinants of learning behavior.
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These two classes of variables will be referred to as (a) causal and
(b) indirect variables whenever it is necessary to make a distinction.
In CAI, reading ability would be a causal variable. If a student
cannot read at some minimum standard he cannot interact effectively
" with the computer administered instruction. Past student per-
formance would be an indirect variable since it is presumably the

result of underlying (and unknown) causal variables.

Identifying Variables

The problem is first to identify variables which are either
causally or indirectly relevant and then to study them in order to
learn about their relationship to the learning behavior of interest.
Although much has been written about student performance on com-
puterized instruction there is still very little really known cther than;
(a) that students can be placed before CAI consoles, (b) that they will
learn varying amounts at varying rates. In a thorough review of
the literatufe, Gentile [7] could report very little beyond the obvious.
Stolurow [24] in his early book gave some indications (e.g. , motiva-~
tion and memory span. )

After a thorough survey of the literature* and discussions with

*[2,8, 4,5, 6,7 9 10, 11, 12, 14, 15, 16, 17, 18, 19,

2

20, 21, 22,23, 24, 25 26, 27, 28).




125.

other investigators studying problems related to the estimation pro-
blems of this thesis, the study was narrowed down a few variables.
One of the distinguishing characteristics of CAI is that the
pace of learning is controlled by the student. It is well known that
students vary greatly in the rates at which they complete self paced
activities [29].
Two approaches were taken to estimating ky and k, :
- a special "selection aid" or pretest was designed.
It is a short paper and pencil exercise designed to
be easily administered before assignments to CAI
are made
- data from the students' files normally maintained
by the school were analyzed for their value as
estimators.

These two approaches are discussed in the next two sections.

AN EXPERIMENTAL DATA GATﬂERING PROCEDURE

A "selection aid" consisting of a piece of programmed
instruction and an achievement test was developed in cooperation
with the Summer Reading Program at Wanamaker Junior High School.
This experiment is discussed in detail in this section.

An overwhelming body of experience points to the rate of
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student progress over curriculum as being a crucial student variable.
This variable related directly to kl' in Model II of Chapter Four.

The analysis of kl' in Chapter Four shows that this time coefficient in
the learning model varies widely from student to student. This is a

very important fact since the constant k., estimated for each student,

)
enters directly into the constraints and objective of the mathematical
programming algorithm in Chapter Five (see, for example, equstions
5.8 and 5. 2a).

The first effort to find an off~line estimator of this rate
variable was carried out during the Summer of 1968 at the Wanamaker
Junior High School, Summer Reading Program. A sample of pro-
grammed text from Glassman [8] was given to all 33 student
participants in the reading 'improvement program. (Four classes of
approximately 8 each.) The programmed instruction using a paper
and pencil instrument was a very close analogy to the computerized
interaction. A short quiz on the material covered by the programmed
instruction was also administered in the experiment.

The students wrote out their responses to the frames of pro-
grammed instruction. As they checked their responses in the
feedback portion of the frame, if the response was wrong, the

students crossed out the wrong answer, reread the frame, and

responded again. The instructions were designed so that the second
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reading of the teaching point (after a wrong answer) would approximate
a branch to remediation on the computerized curriculum.

In order to insure that all of the students understood how tc
do the programmed instruction, the teacher talked each class through
a sequence of eight frafnes that illustrate and explain the directions.
The students were then started on the sequence of thirty-five frames
and allowed to work for 15 minutes. Any student finishing in less
than 15 minutes was noted and very careful records of the times
involved were made by observing the class through a one way mirror.
At the end of the fifteen minute period of programmed instruction the
booklets were collected and the quiz was administered.

From the data gathered with the selection 2id (programmed
instruction plus‘ the quiz) values of several variables were calculated
for each student. Values were calculated for: (a) average time per
frame of instruction (seconds/frame), (b) percentage of frame re-
sponses cofrect first time, (c) proportion of quiz questions correct.

As a step toward examining the use of file data, Iowa
mathematics and verbal achievement test scores (in grade equivalents)
were obtained for each student from the School District's Division of
Research. These tests had been given to the students during the
preceding Spring.

The students then received six weeks of CATtraining in reading
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techniques. At the end of the course the data gathered from the
computer instruction was obtained from School District Instructional
Systems personnel. This will be designated as "on-line" data.

Although every student in the reading course (33 in all) had
taken the selection aid, only fourteen students had actually received
enough computer assisted instruction so that significant data was
avallable to them. This situation resulted mainly from Summer
School staffing problems at Wanamaker Junior High School and the
fact that student attendance at summer school (not just in the reading
program) was voluntary. Thus the number of data points for analysis
was reduced. An attempt was made to correlate the pre-CAI data
(off-line) with CAI results.

The sample correlation matrix of the data is presented below
in Table 6. 1. At some increased risk of error the estimated pair-
wise correlation coefficients iiave been tested for significance with
univariate tests. The most important section of the matrix is the
lower left hand quadrant; this section contains the estimated cor-
relations of the off-line variables (both selection aid and Iowa scores)}
with the cn-line data taken from tapes created during the computerized
instruction.

The only significant on-line/off~line correlation is between

on-line response rate (latency) and the Iowa reading achievement test
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ON LINE OFF LINE
From Topic Summary | From Selection Aid Iowa Tests
Tape
(1) (2) (3) (4) (5) (6)
% RESP. RATE OF |% RESP. RATE OF READING ARITH.
COR. RESP. COR. RESP.
(Sec./ (Sec. /
frame) frame)
(1) 1.00
(2) 0.36 1. 00
(3) 0. 16 0. 35 1. 00
(4) -0.35 0.41 -0. 37 1. 00
(5) 0. 08 -0. 54* -0. 31 ~-0.28 1. 00
(6) 0. 15 -0.24 ~0. 52%* ~0. 38 0. 35 1. 00

Note: * indicates Reject H o P= O at 5% level

Sample (n = 14) Correlation Matrix
From Experimental Selection Aid
And Wanamaker Summer Reading

Program

Table 6.1

DATA DEFINITIONS

(1) % responses correct during CAI [CAC/CAC + WAC + XAC] whole
course :

(2) Average response time (whole course) weighted average of ARL
counter '

(3) % of selection aid programmed instruction responses correct

(4) Average response time on programmed instruction [# of seconds/
# of frames]

(5) Iowa Reading achievement score in grade equivalents

(6) Towe. Arithmetic achievement score in grade equivalents.
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score (r5’ 5 =" 0.54). Little confidence can be placed in this estimated
correlation coefficient. The 95% confidence interval estimate of

p5’2 is approximately (-0.06 to -0.82). With the small sample size

(n = 14) a correlation coefficient of -0. 06 is as consiztent with the
results obtained as a correlation coefficient of ~0. 82.

The most surprising result was that there was no significant
correlation (r g, 2) between rate of responding on the short piece of
programmed instruction and rate of responding during on-line
instruction. A strong correlation was expected. There are many
a posteriori rationalizations for this failure of the expected correlation
to appear. It is virtually certain, though, that no conclusions should
be drawn until a larger sample of programmed Instruction can be
given to a much larger sample of students.

The inverse correlation between selection aid pr~portion of
correct responses and arithmetic achievement (r 6,3 ==-0. 52) wag not
expected. it has no immediate relation to the estimation of on-line
learning characteristics with off-line data.

OFF-LINE PREDICTION OF LEARNING MODEL PARAMETERS
FIRST ATTEMPT

In Chapter Four the learning-model was tested on data gathered

from the on-line instruction of twenty Biology students at Germantown
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High School. Matching off-line data was gathered from the school
files on 18 of these students, the other two students had incomplete
records. The data gathered on each student were: (1) School and
College Achievement Test~--1967 data, verbal and mathematics
| percentile scores, (2) attendance as a percentage of the 185 days in
the school year ending June, 1968.

The hypotheses which suggested these data are as follows:
(1) Attendance should be 2 causal factor in determining the slope
parameter kl‘. This hypothesis is based upon the observation that
very poor attendance may be due to poor motivation of the student or
actual avoidance behavior. This type of measure has been discussed

by Webb and others [29] in their book UNOBTRUSIV £ MEASURES.

Other interpretations of absence behavior are suggested by Skinner [21].
Attendance may be causally related to learning rate by the fact that
frequent absences impede instruction.
(2) Achiévement data were included because past performance is
one of the more stable predictors of future performance (in spite of
the fact that it is an indirect variable.) Verbal achievement is
included because it is an index of the types of skills that a student
must use to learn with the present CAI system. |

The sample correlation matrix was estimated for the 18 data

points with five variables each (the estimated parameters kl‘ and k2
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from Chapter Four together with the three off-line variables). No
significant correlations were found between the parameter estimates

] ¢ 213
k1 and k2 and the off-line data.

OFF-LINE PREDICTION OF MODEL II PARAMETERS SECOND
ATTEMPT

The inconclusive results of the above efforts to find off-line
predictors of the learning model parameters kl' and kz made further
empirical work necessary. Previous experiences show thatmissing
data (because of high student mobility and very high in-out migration
as well as some clerical error) are the real obstacles to be over-
come in assembling a satisfactory data base.

Several additional hypotheses resulted from the previous
inconclusive efforts. After discussing the results of the first
Germantown and Wanamaker studies with Dr. Kenneth Wodtke (Penn-
State CAI Laboratory), Dr. Wodtke suggested that the slope parameter
k{ be estimated by differences in past achievement test scbres over
time, rather than by absolute achievement test scores. The
hypothesis is that students who have progressed rapidly in the past
(large year to year achievement gain) would also behave similarly
on the CAI consoles. Other hypotheses were formulated, especially
concerning student impulsiveness and behavior at the consoles {13].
Nothing could be done within the constraints of time and resources

to check these latter hypotheses on reflection~impulsivity.
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The second effort to find predictors of k. and k, started with

2
&ll Germantown biology students receiving CAI during the Fall of 1968.
There were 64 students in all. Most of these students had been
selected randomly from the list of all eligible Germantown students;
only substitutions for drop~-outs or disciplinary cases were not
randomly selected (at most a third of the group). It was not possible
to obtain pairs of achievement test scores on each student thus the
major new hypothesis--that rate of change of past achievement would
correlate with the observed slope parameter kl' -- could not be tested.
The students were almost evenly split between two teachers
(30 were with one teacher and 34 with the other). The following data
on each student were recorded (if they were available):
Differential Aptitude Test--Spring, 1968
Raw scores and percentile scores* on
. verbal
. numerical
. spelling
. grammar
* Two normalizations, one for males and another for females.
School and College Achievement Test
Raw scores and percentile scores on
. verbal

. mathematics
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Attendance for years ending 6/66, 6/67, and 6/68
. excuéed absences
. unexcused absences
After examining student records for all 64 students only 29 complete
sets of data (list above) were found. 'There were varying amounts
of data on 27 others and no data at all on 8 students. The students on
whom no data at all was obtained were transfers from school districts
in Florida, Maryland and South Carolina.
In an effort to use as much of the data as possible,

observations having any four or fewer variables missing (out of twelve)

were treated in the following way. If the datum wasattendance for a
given year, the mean of that student's attendance data for other years
was substituted. For the various test scores a series of scatter
diagrams of available data were plotted and these were used to
estimate a student's missing variables given his available records.

A new varisble was added to the data set in order to control the effects
of replacing the missing observations. For each student this variable
was set equgl to the number of estimated values in that student's
vector of observed varisbies. This new variable was equal to zero
for 29 students and had non-zero values for an additional 19 students.

Thus, the number of observations was brought from 29 back up to 48.
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With this much data it was possible to carry out much more reliable
analyses.

The missing data replacements were carried out in the most
conservative fashion. By testing the significance of the new missing~
 data variable a cross check was made for reliability of results. As
a strict matter of judgement the loss in reliability of results from
using a small number of estimated data points is completely over-
shadowed by the tremendous loss of informatioﬁ 1f these 19 nearly com-
plete cases were omitted from analysis.

During the Fall, 1968 semester the Philadelphia School Dis-
tricts' Division of Research developed and administered a test to all
students in the biology CAI program. The Research test was a paper
and pencil quiz of 40 items selected randomly from seven topic tests
covering the first third of the course. FEach biology CAI student was
given the test when he had finished the first third of the CAI cur~-
riculum. Raw scores on this test.were obtained for 37 out of the
48 students for whom off-line data is available.

The topic summary tape covering the first five weeks of
biology instruction for these students was obtained from School
District personnel. There was insufficient data on this tape to
compute valid estimates of kl' and kz for thse Germantown biology CAI

students. This presented a setback to efforts to develop off-line
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predictors of the parameters k' and k,. The off-line data, together
with the School District Research test, does provide considerable
information on hypotheses stated earlier. Table 6.2 is the sample
{m = 37) correlation matrix for the data. Variable #14 is the School
* District Research test, #15 is the missing data variable (its value
equals the number of data elements in each student's observation vec-
tor).

Several important observations can be made from the correlation
matrix. We notice that there is only one estimated ¢ involving the
missing data variable that is large enough to be considered significant.
The apparent correlation between the Differential Aptitude test spelling
score and the missing data variable suggests that we should be cautious
about inferences involving the spelling variable and its correlates
(numerical aptitude-~DAT).

The row labeled 14-TEST is the most important for our purposes.
The only vafiables that correlate significantly with biology achievement
are sex and verbal ability. (Males and Females were coded 1.0 and
0.0 respectively). Thus the girls did significantly better on the biology
test than the boys. A glance at the fifth row (SEX) shows that the

girls are very significantly better in grammar as measured by the

D.A.T. score. Thus, itis likely that the significant correlation
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between biology achievement test score and sex is due to an under-
lying difference in verbal ability rather than being caused by any
differential effectiveness of the curriculum across the sexes.

The correlation coefficient between #16, the teacher variable,
. and the biology achievement test score is too small to be significant.
In the biology curriculum, at least for Germantown High School,

Fall 1968--the student's achievement test performance was not
dependent upon which of two teachers they had.

The hypothesis concerning attendance as a causal variable in
determining the slope parameter ky' cannot be tested directly with the
data at hand. Still, the lack of correlation between the achievement
test score and attendance suggests that it is not an important factor
for the 37 students on whom we have data. The attendance variable
might still be regarded as important since poor student attendance is
one reason why a student might not have taken the Research test.

A factor analysis was performed on the R matrix m Table 6. 2.
The analysis was limited to the three and four factor models only.

A test of the significance of the three factor model led to its rejection
as an adeqﬁate explanation of the covariance structure underlying the
observation in hand. The first three factors had respectively high
loadings on (1) verbal ability, (2) attendance, and :2) spelling -
arithmetic, numerical ability. Evidently some other processes are

influencing the observations available.
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One final comment on the use of univariate tests in checking
individual elements of a multivariate regression matrix. There is a
greatly increased risk of committing type I errors by sequentially
applying univariate tests on correlated statistics. For this reason
* we have not spoken of the level of significance while discussing
Table 6.2. The asterisks used in that table are only to call attention
to relatively large estimated correlations.

In summarizing the previous efforts to predict student learning
characteristics either from a selection aid or from readily available
off-line data we must say that none have been really successful.

Until further research uncovers reliable predictors of student-
console interaction there is little practical choice but to use a pro-
cedure that is similar tc the idealized data gathering procedure. In
the next section we analyze the properties of an on-line data gathering

procedure.

MODEL II PARAMETER ESTIMATION PROCEDURE

This section develops a procedure for estimating the values
of kl’ and k2‘ This procedure does not use off~line data but it
administers a pretest to each student. The pretest would be

administered to candidates for CAI by consoles at the start of a course,
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before any decisions had been made on scheduling. The pretest will
be referred to ac an "on-line selection aid. "

The on-line selection aid consists of two tests separated in
time by a period of instruction. Each test has N items selected so
that the two scores can be adjusted to equivalent scores on the final
course achieveinent test. The tests are over the material which is
covered during the period of instruction. This sample of com-
puterized instruction is of length T. It should be typical of the type
of instruction used throughout the rest of the CAI course.

Suppose, for example, that we use the first topic of CAI
instruction in this selection aid and that this topic represented P
percent of the material of the course. If the raw scores of the tests

are given by o and Cp then we set the adjusted test scores equal to

c
=-1\TIQ—1:—5(*) and s _ =

‘t p
T N

S0 100

Figure 6. 1 below illustrates the design of this on-line
selection aid. We shall represent the actual test scores as g and

S These scores are adjusted to represent total course mastered.

T’
We now adopt the point of view that Model II of Chapter Four applies.
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Schematic of the On~line Selection Aid

Figure 6.1

In this case the test scores will be regarded as realizations of random
variables such that -
E (SO) = X, E (sT) = X and
Var (SO) = xo(l-xo)/N Var (ST) = xT(l-xT)/N

From Model 1T of Chapter Four we have that

k't -k, =1
xt)=[1+e 1 2]
So we can estimate kl' and k2 by icl' and 1;2 with
-1;2 -1
so=(1+e ) ; i.e. t=0 (1)
and with
-k'lT-kz ~1
ST=(1+e ) ; i.e t=T (2)
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From (1) we have that

bl

" 1
k‘2 = ~In( - 1) (3)
0
From (2) after substituting (3) for 1«:2 we find that

1

&
1+(Sl - 1)e
0

1
1T

Now we would like to solve for kl' .

After a little manipulation we have that

et = Loy e -pld
kl—[ln(so 1) 1n(ST 1)]T

~ S fad S S
T o~ T 1
k! Ih(=—]—7"=)| = . (4)
1 [ sO SOST :’ T

Since So is typically not a very large number (0. 001 to 0. 05) and if T

(the length of instruction) is short; Sm will be only slightly larger than

g Except for very small Sy it is unlikely to be more than two or

three times Sy Under these circumstances, the product S Sm is

very small relative to S O S Thus we may approximate (4) by
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1 S
ki~ 7 [ln“él ] (5)
0

1

The question is now, how does the error of estimate of kl' depend upon

T? We know from probability theory that
Varlz'—-l- Var| Ins..~- Ins (6)
1 T2 T 0
1

-&‘—2 VarlnsT+Var1nsO -2 Cov (1nsT, lnso)}

If the two tests consist of different sets of questions it is unlikely that

there will be any covariance of S and s or However, if there werea

covariance of Sy and S it would most likely be positive. In either
case; zero covariance or positive covariance, we can conservatively

(over-estimate) approximate Var kl‘ with

Var ki ~ LZ [Var lnsT+Var lnso] (7)
T

As an aside, if a random variable x has density f(x) with B(x) = ¢
and Var (X) = ¢ 2 and we wish to calculate Var Inx, the following

approximation by Taylor Series is most useful

]IIX;&].H].L'*'& Inx T (x-w).

Diffsrentiating In x and evaluating at x = p, then taking variances on
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both sides of the Taylor approximation we have
Varlnx ~ Varlnp + Var %L— (x = w)

a O+—1§ Var (x-p)
U

o |
~ FLZ (8)
With this result we now return to the problem of computing the
variance of the estimated klf .
Referring back to equation (7) and making use of the fact that
Sq is distributed with mean X, and variance =qual to XO( 1-xo)/‘N , or
X, (1~ XO)
E(sc) =Xy, var (so) = - N

and for S as well,

, Zn(1-xq)
T2 B

E(ST) = X

we make use of equation (8) to conclude that

" x {(1-x_) x~ {1~ x.)
Var kl, ~e iz [ TZ T + %‘_‘ ‘O J
Xy N

(1~-x_) (1-x,)
Nl_z l:_._g_l+ _':E—'O_] ©)
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Although, x,and x, 2 e unknown parameters, we see that the

T
estirhation error decreases linearly with increased test size and
decreases more rapidly with longer pericds of final instruction, T.
This is a useful result. We obtain a more precise astimate of the
parameter k' if the length of instruction is doubled than if we triple
the number of questions on the pre and post tests. We may rewrite

(9) more clearly as

~

' 1

NT

ek (10)
T %o

Generally, as T increases x.,wouldalso increase and so the reduction

T
in Var 1;1' is even more pronounced when T is increased.

FEaquation {10) enahles us to make some informed choices in
designing a pretesting instrument. Wt do not know the values of
X and X0» but we may vse assumed or representative values (sT and s O)
in their places. With an approximate value for the error .of estimate
of kl' we are in a position to judge the reliability of the parameters
used in generating schedules.

By analogy with k.', we can estimate the variance of the

’

estimate of kz, the intercept. By edquation (3) rewritten here we



147,

have

A 1
-1n('§6 - 1)

=
Il

Ins

O-ln(l- so) (3)

So

2

Var k, =Var [ln so]+Var [In(1- so)] -2 Cov/ln Sg, In(1- SO)].

Now Cov(ln s, In (1-5,) must be found since it is surely negative

and, therefore, contributes to Var ko.

Cov[lnsoln(l - so)] = E[lnsoln (1—so)]-E1nsOEln(l~sO) O (11)

We must do a Taylor Series expansion of the expectation of the cross
product. For accuracy three terms will be used in expanding around
Xy

1 (1-Xo)aln(l-Xo)+X021nXO
2N

E[h’lsoln(l-so)] ~Inxyln(l-x,) - -2

XO( 1~XO)
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Also Eln S, Eln(l-s O) is given approximately by

(1-x0)ln(1-xo)_xolnxo . 1
2Nx 2N(1-xo 4N

Eln s Eln(l-so) wlnxoln(l-xo) - (12)

0 0

Thus from (11)

. 4N -1
Cov 1nsoln(1-sO)J A [41\78 :, (13)

From this we obtain the result

-~ 1 - 2X
. 0 4N-1
Var ko ~ N (Txy) " 2N (14)

Given small values of X0, the first term in expression (14)
increases rapidly. Thus the variance of khz grows rapidly if the
student has a low expected score for the first test, Xy If we wish
to reduce this error variance, the only controllable variable is the
size of the tést, N. 'This result implies that for a given student
(fixed value of xo) the reliability of our estimate isa function of test
size N, only.

Other properties of parameter Estimates kl' and k2: Bias

Before using the estimated learning curve parameters kl' a.ndl«:2
we can check whether or not these statistics are good estimates of the

underlying values (assuming Model 1T holds). It is useful to know




149.

whether or not the estimation procedure will produce results--on the
average-~-that converge to the true values kl' and kz. Here, the test
of goodness of an estimate is whether or not it is biased. As we shall

see the statistics kl' and 1«:2 are biased estimators, that is

E (k) # k,' and E(f:z) # kg

The calculation of even an approximation to the expected value
of 1;1' and of 1;2 is a large undertaking and does not produce a result
that can be analyzed readily. It is possible, however, to demonstrate
that these statistics are biased estimators in the following very direct
manner.

Suppose that E (122) = k2. Then using the notation of the

preceding sections we have that
ky=E (k) = E(f(sy))
But, by definition, ko = £(x,) where Xy = E(SO)

Thus, by hypothesis we have

E [#(s )] =kg = #E[sy])
i.e. E(f(sy)) = #(E(s)).

This last equation holds if and only if the function £(+ ) is a linear

function. But

£(s) = -Jn(-sl- - 1)
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is notoriously non-linear. Thus we are forced to reject the original
prerriise that B (122) = kz.

A similar proof by contradiction shows that 1;1' is a biased
estimator of kl’. In fact, both 1;1’ and I; o are under-estimators of the

 absolute values of kl' and ko,.

It is possible, in principle, to formulate a cost of error function
(or a total estimation cost function) in terms of Var 1;1' and Var 1;2,
the estimation bias, and N and T. With constraints {or prices) on
N and T it might even be possible to carry out a search (by gradient
methods) on the values of N, T and the biases so that the cost function
is minimized. There are many practical reasons why this ideal is
impractical. One good reason is that the exponential function for

X, would make the calculations prohibitively expensive. In practice,

T
the choice of N and T will be made heuristically, on the basis of

experience.

Test of Parameter Estimation Procedure

The estimation procedure just developed was given a limited
test by running it on initial portions of the student histories originally
used to test Model II in Chapter Four.

The first complete topic in each student's history (simulating

the selection aid) was used to estimate the values of kl' anc 1«:2 for the
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respective students. The scores Sy and S were taken as the first
pair of topic test scores. For each individual, T was the actual
length of console time between the tests. (T varied across students. )
In this way values of 121' and 122 were calculated for 19 out of the 20
sets of data originally analyzed in Chapter Four. One student was
dropped from the analysis since he apparently failed to take the second
test, or his results were not recorded. The values of k,' and k,, have
already been estimated for these students. The new estimates,
obtained by working with the first pair of tests, (in nlace of a real
cn~line selection aid) were compared with the previously estimated
values.

As expected from the previous theoretical discussion the
selection aid estimates were consistent underestimators of the "true"
values. ["True" values here refer to the estimates of kl' and k2
from data covering the whole course cf instruction]. The selection
aid underestimated the value of kl" by an average of 8.06%. 'The
estimates of k2 made by the selection aid procedure were low by an
average of 19, 0%.

The selection aid estimates were regressed on the Chapter
Four values of kl' and k2. An interesting result that came from this

analysis is that the selection aid estimate of k,,, the intercept, was
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significantly correlated with the "true" value (r=0. 8960, n=19;
rejeét Hpt 0 = Oat a =0.01). On the other hand the estimates of
the slope parameter k.', from the selection aid, did not agree well
with the true values. When the two sets of estimates were regressed
on one another the hypothesis of zero correlation could not be rejected.
(r=0.3552, n=19).

The conclusion drawn from the lack of correlation between
the true and selection aid values of kl' is that T must be greater than
the length of one Topic~--at least on the Biology curriculum. An
experimental program is needed to learn the best length of trial

instruction.

SUMMARY

In this chapter we have been concerned with obtaining estimates
of student learning characteristics for use in making scheduling
decisions. . After oufliiiing an ideal data gathering procedure and
discussing the variables of interesf an experimental data gathering
tool was discussed. TFollowing these two unsuccessful attempts to
find off-line predictors of Model II parameters were reported.
Finally, to meet the needs of the scheduling problem an on-line
selection aid »as been designed and some statistical properties of its
estimates were examined. A limited test of the on-line selection aid

has been made and further experimentation is called for.
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CHAPTER SEVEN

THE SCHEDULING SYSTEM

INTRODUCTION

This chapter organizes the previously formulated scheduling
problem and estimation procedures into a unified system. Although
parts of this system are automatic, some manual operations are
required to prepare data and to interpret intermediate results. A
case is presented to illustrate the use of the procedure in generating

a schedule.
OVERVIEW OF THE SCHEDULING PROCEDURE

Figure 7. 1 below is a schematic overview of the student
scheduling procedure. We assume that a list of the students who are
eligible for CAI, or who have requested it, andanestimate of available
console capa‘city can be obtained. Most of the activities shbwn on the
diagram are data processing suppoit for the separable programming
algorithm which solves the scheduling problem formulated in Chapter
Five. |

Data must be gathered for eligible students by assigning them to

a trial console period on a sample of curriculum. The names of
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students who have missing or incomplete records are put onto an ex-
ception list for special processing. The number of students specially
scheduled because of lacking data will vary from school to school. It
may be necessary to use random selection and scheduling of these
exceptions. In the long run (as CAI is better supported) the data need-
ed in managing CAI will be routinely gathered and exceptions should be
a minor problem.

Estimates are made of the model parameters kl' and k2 for
each student. These parameters, together with console capacity
information, failure probabilities, ardcourse goals for the achievement
test, are inputto the data preparation routine. The output of this
routine is a deck of punched cards which enable the separable
programming algorithm to solve the scheduling problem described in
(equation 5. 9). . \

Find Max Z X(‘I’) (5. 2a)
{®} i=1

subject to the constraints

;= kz',i[ (1-1r1 z’f:l t=lmmmn (5.8) ?(5.9)
n

2 (5.1)

& = 0 i=1 ---.n )

In solving this problem we will replace 5.8 with 5.6 (i.e. x, = m, ).

Depending upon the imbalance between needs and resources the
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scheduling algorithm may or may not produce a feasible schedule. If
there is a feasible optimum, the final class schedules are produced.
In the event that needs are greater than available resources, an
analysis of the infeasible problem and a reformulation are required.
The scheduling procedure is complete when final class assignments
are generated by a modified Northwest corner procedure.

The remaining sections of this chapter highlight important

details of the scheduling procedure.

SEPARABLE PROGRAMMING: IMPLEMENTING THE SCHEDULING
ATGORITHM

Chapter Five showed that the scheduling problem (equation 5. 9} }
could be solved by separable programming. Once the learning
mcdel parameters are estimated for each pupil, the data must be
prepared to conform to the requirements of the separable program-
ming algorithm. A computer program has been written to organize
the data for processing by the IBM Mathematical Prograrﬁming System
(MPS/360) [3,4].

Description of Separable Programming

The scheduling problem equation 5.9 is solved by applying the
delta~-method of separable programming presented by Hadley [2].
Its derivation will not be repeated here. Non-linear functions (each

involving only one variable) appear in both the constraint set and
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objective of 5. 9.  All can be approximated (as closely as necessary)
in the so called piecewise linear manner. In mathematical terms
these approximations are often called a polygonal approximation. The
piecewise linear functions become the basis for finding the optimal
schedule {®*} of 5.9 by applying a modified simplex algorithm.

The separable programming adds a set of logical restrictions
to the standard simplex algorithm. These restrictions together with
the polygonal approximations of the original non-~linear problem cause
the simplex algorithm to optimize the non-linear functions. The

logical restrictions on the simplex algorithm are limitations on the

order in which variables enter the basic feasible solution. Figure 7.2 -

illustrates these restrictions.

Let O0< x1 =1 when Osxsd1

0= x2 < 1 when dlsx <d +d9

1

0<x3 <1 when 4, +d sxsdl+d2+d3

1 2
aind so on.

In the interval O < X s d. we approximate the function y = f(x) by

1

y = Do+ Dlxl

Over the second interval d1 £ XS d1 + d2 the function is approximated

by

y=DO+D1x1+D2x2Wi’chx1=1; 0=gx2 =1
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On the third interval d1 + d2 £X < d1 + d2 + d3 the approximation is

y = Dg + Dlxl + Dy X2 + D3x3 where x1 =x2 = 1; O=x3<L
The variables used in the piecewise approximation are called restricted
variables. To approximate the function over the N~th interval all
preceding restricted variables (x1, x2,--- xN-1) must equal 1, while
all higher variables xn+1, xN+2, etc. are identically zero. Thus the
simplex algorithm is constrained from changing x3, say, unless x2
and x1 are already at their upper bounds (x1 =x2 = 1). In practize
this is accomplished by not allowing x3 to enter a basic solution unless

x1 and %2 are already at their upper bounds. This is the origin of the

term "restricted basis entry".

Data, Preparation Program

Often the approximations to the non-linear functions 1n a problem
are made by hand. This is far too laborious for the student scheduling
process. A program was developed to automatically calculate the
piecewise appro;dmatioﬁs of the learning models and to coﬁvert them
to the specially coded information required by the MPS/360 algorithm.
The process starts by computing a maximum allowable error of
approximation. If very little error is allowed, there will have to be
many line segments used in appfoximating even a smooth curve. The
size of the ultimate problem is affected dramatiéally by the number of

segments, since every segment requires one restricted variable (and
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therefore a column in the data matrix). In Figure 7.2 the error
criterion is a constant times the dimension R. Different multiples
were tried and a value of 0. 01 R produced approximations of typical
functions with seven or fewer breaks.

The method of approximation is very simple. First the
program approximates the function by a straight line from the function's
v intercept to the point where the function meets the upper limit on x.
Then at fixed intervals of x the absolute differences between the function
and the approximation are computed. If the largest of these differences
exceeds the allowable error the program breaks the function at the
point where the largest error appears. In this way successive
polygonal approximations converge very rapidly to the curves of the
function. Obviously, the radius of curvature of the function and the
allowable error of approximation determine the number of restricted
variables needed for an adequate approximation to a given student's
learning model. Figure 7. 3 shows two illustrative case.é, User #1
has his curve approximated by seven segments while user #100 has
only three.

The dotted figure is the user's estimated learning curve (based
upon kl' and kz). The independent variable is minutes of console time
{convertible into proportion of course time on coﬁsole, %). Thed's

are the ranges on the successive restricted variables, and the D's
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supply the information required for approximating the learning curve.
In Figure 7.4 vi= have detailed the quantities which are calculated for
input to the scheduling algorithm. The data preparation program
computes both the D's and the d's and punches them onto IBM cards
in the MPS/360 format.

The same program which forms the linear approximations also
computes the quantities ™. (as defined in Chapter Five) where
i=1 ~--- n; n equals the number of students being considered for CAIL
To compute these quantities the program uses a specified failure
probability, the lowest passing grade and the parameters kl' and k2
for each student. The MPS/360 data preparation program and a

printed sample of its output is listed in Appendix 7. 1.

MPS/360 Data Matrix

Figure 7. 4 is a sample data matrix for a 100 student
scheduling problem. This example illustrates the organization of
the data prepared by the preceding computer program. This data
will be used below to illustrate thé MPS/360 Separable Programming
algorithm to solve the scheduling problem.

For 100 students, there are 101rows and in practice there would
be an average of 6 columns for all but one of the rows. Thus the data
matrix is approximately 101 rows by 600 columns. Each column,

including the objective function, is named. The objective function,
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top row, is named LINOBJ. Since the objective is the sum of all
students' test scores, every one of the restricted variables enters
into it with a weight D(u,i); u is the user number and i is the number
of the iuterval of approﬁmtion. (These coefficients are the vertical
increments calculated in the preceding computer program--see
Figure 7. 3).

Beneath the objective function the nex: rows are the individual
constraints on the chance of failure. FEach constraint is named;
USER1, USERZ2, and so on. Any student's (USER) constraint includes
only the piecewise approximation to his learning curve. The direction

of the inequality is given as 2, and the elements of the right hand side

s
are mq,===, M50 (Seé Chapter Five, eduation 5. 6).

The row after the USER100 row is the capacity restriétioh
(éalled CONSOLES). This row in'cludes every restricted variable for
every user. FEach variable has a coefficient of du,i; whete u is the
user number and i is the number of the interval of appro:d'mation.
These coefficients are the horizontal increments (in units of % rather
than in units of minutes) that have been calculated in the computer
program of the preceding section--see Figure 7.3 .

The bottom row of the matrix (labeled UP Bounds) specifies

the largest value that each restricted variable may assume. In this

case all restricted variables have their upper bounds equal to 1. 0.
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Before further discvssion the new terms are summarized.
Each user's learning curve is approximated by several restricted
variables X1, X2, ~--- X7 (assuming in this case that there are only 7
restricted variables). In order to distinguish one user's restricted
variables from another the variable names are prefixed by U and then
the user's number. Thus, U27X03 is the name of the third restricted
variable of user 27's learning curve.

If we could go to the row labeled USER27 we would find all zero's
except in the columns RHS1 and U27X01, U27X02,--~-, U27X07.

In these seven columns the entries will be D2,7, 17 D2,7,2, ---, D2,7, 73
all are calculated by the data preparation program.
Suppose we run the algorithm and U27X01=U27X02=U27X03=1
while U27X04=0. 75 and by definition U27X05=U27X06=U27X07=0. 0, in
the final solution USER27's predicted achievement score would be
7
T (U27X0i) - (D27,1).
i=1

This is given by

1.D27,1 + 1.D27,2 + 1.D27,3 + (0. 75) - D27,4 + 0
The amount of console capacity consumed is similarly

d27,1 + d27,2 + d27,3 + (0. 75) + d27 4 + O.

This would appear in the row labeled CONSOLES, that is, in the

capacity constraint.
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Referring back to the matrix of coefficients, Figure 7.4
there are two added columns shown, CHCOL1 and CHCOL2. These
are column vectors of change values used in parametric studies of the
right hand side. Change column 1 if it is added to column RHS1 will
increase console capacity by 1. Likewise, if CHCOLZ were added
to RHS1 it would (for positive 2y, —--,aloo) permit us to study the
effect of corresponding change: in passing grades on the optimal
solution. With other CﬁCOL vectors we could examine the effects of
other changes in the 7 ﬁlues on the optimal solution {#*}. MPS/C60
can be used to perform several types of sensitivity analyses after the
optimal solution is found. These procedures are detailed in the
relevant IBM bulletins [3,4 ].

Appendix 7.2 is a listing of an MPS/360 control program and an

explanation of its main features.

INFEASIBLE SOLUTION

In scheduling students onto consoles there is a chance that no
feasible solution may exist. Infeasibility may result for a variety
of reasons such as too little console time available, too many students,
too high a passing gra’de 'k, or unfavorable student learning
characteristics. There are a wide range of possible responses
avallable to resolve infeasibility. The decision on how to respond

can only be made on a heuristic basis and we discuss it only in general
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terms. When infeasibility appears we may either (1) increase
resources (console capacity), (2) change objectives (e.g., passing
grade), or (3) both.

There are several obvious ways to change objectives. We
may (1) lower the passing grade k, (2) increase «, the allowable
failure probability, (3) increase the failure probability for some
students only, or (4) drop some students from consideration for CAI
altogether. After studying these possibilities the decision-maker
may be able to define a way to cut ‘back claims on console capacity
enough so that needs balance resources. In some situations this
type of analysis may provide a powerful case for obtaining more
resources.

The separable programming algorithm helps in this ahalyzing
proposed changes, since the extent of infeasibility in the original
problem can be determined from detailed reports supplied
automatically by the mathematical programming system. The
capabilities for performing sensitivity analyses on the right hand
side of the programming matrix (the constraint vector) are also very
useful in deciding how to proceed in the case of infeasibility.

To use parametric sensitivity studies We‘have to start with a

fea.sible solution, and it might be necessary to assume console
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capacity higher than what is actually available. The algorithm can
be set up to reduce the console capacity to the ac:ual figure. We
then can see the effects on class achievement as the capacity is
stepped down from the assumed value to the actual. Some experience
with parametric studies on the MPS/360 indicates that a great deal

of information can be obtained in this way at very little added cost of
computing.

It is possible, even after analysis of the infeasible problem at
hand, that the decision-maker may develop two or more feasible
reformulations. It is likely that each reformulation will have some
desirable characteristics and fall short on others. If there is no
clearly dominant alternative then the problem reduces to finding the
decision-maker's preferences over these possible reformulations.
Very recently Stankard, Maier-Rothe and Gupta [ 5] have developed
a general procedure for solving this type of problem.

The procedure involves asking a series of question's of the
decision-maker and vsing linear programming to analyse the information
contained in the answers. The questions are formulated so that the
information obtained is consistent. By analyzing the dual linear
program further questions can be asked; their answers yield a type
of steepest ascent to a choice that is consistent Wi’rh the decision-~

maker's expressed preferences. The procedure would represent a
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last resort in this case since it requires sequential solutions of linear
programs by the simplex algorithm.

One final comment; if resources are insufficient to satisfy even
the basic requirements of the students then the problem becomes at
least partly one of how to acquire more resources. In the following
we assume that a feasible (and optimal) schedule {®*} has been
obtained. That is, we have allocated the resources at hand in such a
way that the objective function is optimized subject to all expressed

constraints.

FINAL CLASS ASSIGNMENT PROCEDURE

Given the optimal schedule {%*} we would like a simple and
effective way to assign scheduled students to consoles. Many
methods might be developed; however, the suggestion below has the
advantage of simplicity. An example illustrates the development of
this procedure.
Example: A biology class that megts every day of the week for one
h[our has two consoles available to it. There are twenty students in
the class and the course lasts for ten weeks. With five days per
week there will be 50 meetings of the class. In the following
illustrative exercise we assign the twenty bioclogy students to consoles

so that the following (hypothetical) optimal schedule is met.
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Student (i) Schedule ($*) . Console Hrs.
50 &, *
1 0. 20 10
2 0.40 20
3 0.30 15
4 0.20 10
5 0.20 10
6 0.30 15
7 0.25 : 12
8 0.15 8
9-20 -0- 0

Sample Class Schedule

Fiqure 7.5

The daily console assignments will be made by a modified
Northwest corner procedure [1). A tableau, such as Fig*ﬁre 7.6
below, summarizes the resources available and the students scheduled
requirements. There is a row for each class meeting day of the
week; or when considering several periods per day there would be a
row for each period in every day. FEach student scheduled for console
time is represented by a column. Note that the students 9-20 are

treated as one--they have the same requirements-~-for no console time.
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FOR ONE PERIOD

v 1o o]l 5] o]7 s |eu

Mon "

Tues .

Wed — _20 .

Thurs 20...

7Fri | " o0
0 120 {15 | 10| 10 15 12I 8 0

Assignment Tableau for One Week
Figure 7.6

The number of console hours available during each of the days
of the week is written in.the corresponding cell of the right hand side
of the tableau. Looking at the first row, for example, the 20 at the
right is the number of console hours available on each Monday that the
course meéts. Thus, 2 consoles x 10 weeks of classes on Monday
results in the 20. The bottom of each student's column shows the
number of periods of instruction (out of 50) scheduled for him in the
optimal schedule.

The assignment of students to console periods proceeds in a
mechanical fashion once the row and column totals are entered.

Start at the upper left hand corner and find the smaller of the row or
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column lotals. For the MON row and student 1, the column total 10
is smaller than the row total, 20. Enter this quantity (10) in that cell,
subtract it from both row and column totals and strike out any total
which is reduced to zero, (in this case the column 1 total is struck).
Looking at tableau 2 in Figure 7.7 below, we have just assigned
student 1 (who required 10 hours of conscle time) to a console for each
Monday that the course meets. There are still 10 hours left on

Monday (the new right hand row total for MON ) so we move right

vy 112 {3 |als5 |67 s o2

Mon 10 10

| 0

Tues 10 {10 26
20

i

w B s

.4

Wed 5 |10 | 5
Thurs 5 @/; 15
Fri ; | 20
M |26 | | (6 |15 |12 |8 0
w & r's

Example Tableau 2

Figure 7.7

to the second column, first row. The new row total, 10, is smaller

than the column 2 total, 20, so it is entered in the cell (MON, Student 2).
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The value 10 is subtracted from both row and column totals and the
row total for MON is struck out since it is now zero.

There is no console time left on Monday, yet student 2's
schedule requirements are not satisfied. We are, therefore, forced
to move down to the TUESDAY row. Again, enter the smaller of the
row or column totals--10 from the remaining cclumn total--into the
(TUESDAY, Student 2) cell. Subtract 10 from both row and column
totals here and cross out the column 2 total, since student #2's total
requirements of 20 hours are satisfied. The usual Northwest corner
procedure (moving from the top left or Northwest corner--as in the
preceding) is carried out until we arrive at student #6 on THURS.
This entry has been circled in tableau 2, Figure 7.7.

The circled value, 15, iIn cell (THURS, Student 6) is
impossible to implement; it resulted from applying the Northwest

‘corner rule and so the rule must be modified. The entry requires
student 6 to. have 15 Thursday console sessions; in a course that
meets one period per day for ten weeks this is impossible. The
modification that we must make to the procedure is; if foo 1é,rqe an
entry is allowed by the rule, continue working down the columr in
question until the column total is reduced to zero, then move right to
next column and go up to ’ghe_ fr.opmoSt row that still has a non zero

total on the right hand side.
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Obviously the largest possible entry in any cell for this case,
is 10. We can only put the student on one console for each of the
meetings of the class that uvay. In practice this maximum value is
determined before we sté.rt the assiynment process and it is checked
before each entry is made.

This restriction has been applied in producing tableau 3,
Pigure 7.8 below. The arrows show the moves required by the

restriction to eliminate the infeasible assignment.

it

DA 1 2 3 4 5 6 7 18 9-20

Mon | 10 | 10 2 -
Tues 10 10 20 }0/
Wed 5 (10 | 5 20 | 185
Thl.zrs 5 1£/ &5 20| 5
Fri 5717 |8 20 | 878

M| 20 | | | |y | 0 !
S o A a4
Example Tableau 3

Figure 7.8

The final assignment-~-tableau 3, Figure 7.8, is easy to
interpret. Looking at student 6, for instance, he has 10 hours of time
on Thursday and 5 hours on Friday. So, for example, he might spend

every Thursday and every other Friday on the console (for 10 out of 10
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and 5 out of 10 hours respectively). The teacher could make the final
decisions about student 6's Friday console session pecause they will

affect the assigned rriday sessions for students 7 and 8.
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APPENDIX 7.1

CHAPTER SEVEN

DATA PREPARATION PROGRAM

The main element of this appendix is the accompanying FOR~
TRAN program listing. The discussion here will be limited to a.brief
commentary on the main features of that program.

The program requires the parameters of the learning model for
each student. It uses the procedure described in this chapter to
generate piecewise approximations to the functions, and then it
punches a deck of cards that are used as input to the MPS/360

sepa.rable programming algorithm.

Main Program

Tines Function

0001-0015 Defines variables, reads the formats of the
" MPS/360 right hand side cards, reads the
number of users, inputs the k', k, and Za

for each user.

0016 Reads the achievement test passing grades and
the number of test questions on that test.

0017 Repeats the approximation process for each
student user.

0018-0021 Calculates the value of x($), for the current
user, at #=0.0, 0.05, 0.10,---,1.0. This
gssumes that the next time available for the
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Lines Function
0018-0021 course is 2150 minutes (approximately 12 weeks x
(Cont'd) 5 classes per week x 36 minutes, net per period. )
0022 Establishes the maximum error of approximation

as (0.C1) x [x(1. 0) - x(0)].
0023-0025 Computes each student's minimum passing grade.

0026-0029 . Initializes BREAK, a vector whose elements will
be the numbers of the points where the function
has been broken.

0030-0044 Computes the value of the approximation at each
point on the & axis.

0045-0048 Computes the approximization error at each point
on the & axis.

0048-0061 Sorts all the errors by absolute magnitude and
sets IBIG equal to the value of ® where the
maximum error, greater than ALLOW, cccurs.

00620073 Revises the list of points where the function is
broken and returns to the point at which the values
of the approximating function are computed--
line 0030

0074-0100 Uses the final approximation to the user's curve
to print out and punch the control cards for the
columns, rows and bounds sections of the
MPS/360 input deck.

0101-0106 Writes out the riyht hand side control cards for the
MPS/360 input deck.

0107-0109 End of Main Program

Function RHSF (PASSK, PI, NTESTQ)




Lines

0001-0003

0004-0006
0007

- 0008-0009

182.

Function
Converts number of test questions NTESTQ and
Z a= (PI) into forms used in computing the passing
grade constraint.

Comnutes the terms in equation 5. 6.

Calculates the lower bound on the expected score
that satisfies the chance constraint.

End of function.

Function F is the Fortran commé.nd for Model II.

The remaining lines are first the iput to the data preparation

program and then a sample of the output of this program. The

punched cards produced by this program have images that are identical

to the printed output. The numerical values shown were calculated

from the actual learning curves that were fit to the data from students

in the Germantown High School Biology Spring, 1968. The values of

k, andk, were taken from Table 4. 1. The value of N is 40 and

7Za= 0.0 with a passing grade k = 50%.
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APPENDIX 7.2

CHAPTER SEVEN
MATHEMATICAL PROGRAMMING SYSTEM: CONTROL PROGRAM

Once the preceding program has prepared the data, a control
program is needed to direct the solution of the problem. This coﬁtrol
program Sets up the data into a computable problem, directs the pro-
blem solution, directs various analyses of the solution and controls the
general flow of operation of the Mathematical Programming System.

A listing of such & control program is reproduced at the end of
this appendix. 'The program and its data will be used in the case
presented in the next appendix. The lines from PROGRAM to. PEND
are commands to the 1.\/£PS/3.60 m a special language.

The name of the first job is 'GTOWN SPRING LOGISTIC
CHANCECON OBJECT'. The command INITIALZ, labeled A,
establishes the frequency of reports and actions to be faken in the
event of errors. The commands from A to B are all concerned with
preliminaries to solving the scheduling problem. The two MOVE
commands establish the names of the problem (XPBNAME) as
'SCHEDULE' and the data file (XDATA) é.s 'SCHEDULE'. The

CONV ERT card causes MPS/360 to convert the information coded
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onto punched cards into a properly formated problem on the problem
file. A report that is generated by this conversion will be printed and
given the heading 'SUMMARY'.

The next four cards down to but not including B are concerned
~ with demands that may arise during the course of computation.
XDELTM =5 and MVADR (XDODELTM)-~~ cause the system to inspect
calculations periodically and in the event that calculations proceed for
5 minutes without solution the results up to that point are stored.

The command MVADR (XDONFS, INFEAS) will transfer to the
card labeled INFEA S, at the bottom of the program listing if infeasibi-
lity occurs during a solution sequence. If the problem 'SCHEDULE'
has no feasible solution the system goes to INFEAS and executes TRACE
which will print a report 1is.ting‘ﬂ1e extent of infeasibility, all vectors |
in the infeasible rows, and all infeasible rows. The command
SOLUTION produces a complete output report, STATUS produces a
detailed report on the status of the MPS/360 system, and the final
command in the infeasibility sequence, EXIT, causes the system to
abandon further calculation.

The third MVADR card, MVADR (XDOFEAS, SAVES) causes the
first feasible sclution that arises during a solution sequence o be saved

under the name 'SCHED'. This will te done by transfering to the card
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SAV ES when a feasible solution is found. At this point the pre-
liminaries have been completed. Various provisions for pathological
situations have been made and the system can be turned to solving the
schedullng problem represented by the input data deck.

The card marked B, SETUP, causes MPS/360 to use facts
gathered during the convert phase to allocate memory for storing the
intermediate results of calculation. A large amount of memory is
required, extensive use is made of disc storage. This caird also
informs MPS/360 that the problem is to be set up for minimization
with the variable bounded by the vector 'B'.

The objective is defined as 'FULLORBJ' and the right hand side
vector is defined as 'RHS'. The problem is now completely specified.
Unless there is some error in the data, the computer is ready to
carry out a solution to the problem named 'SCHEDULE'. Since we are
using the simplex algorithm there is a choice between methods of
solution. We may solve either the primal linear programming
problem or its equivalent dual. In our case there are several times
as many columns as there are rows, so solution of the primal is cailed
for. The command PRIMAL causes MPS/360 to use the simplex
algorithm (with modifications for the separable programming formu-

lation) to solve the primal linear programming problem. SOLUTION
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causes the optimal solution to be reported. The final solution, once it
is fouﬁd, is stored under the name 'CPTSCHED' for use later in
parametric studies.

The next portion of the control program from TESTRHS to
- TESTOBJ defines a new problem 'PARA-R-H-S'. This problem
restores the optimal solution to 'SCHEDULE' and prepares for a sensi~
tivity study of the optimal solution 'OPTSCHED' as the clements of the
RHS wvector are changed.

The right hand side will be varied by adding a constant times the
change column RHZ. The values of this constant range from
XPARAM =0 to XPARAM = 10. In increments of XPARDELT the
system prints a report on the course of the parametric study. :

The final portion of tﬁe control program is similar to the last
except that the sensitivity of the optimal solutiont to changes in the

objective will be studied.

DATA DECK

There are some data cai‘ds not prepared by the data preparation
program of Appendix 7. 1. Since the listing at the end of this appendix
is complete, these cards will be described briefly here.

The first card NAME is self explanatory, it defines this data file

as 'SCHEDULE'. The next card ROWS signals that the subsequent
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cards are the names of the rows in the data matrix. In the listing
shown the rows PHIXXX are dummy rows introduced to keep track of
the time allocations to each user. ‘The N preceding each name
indicates that this row does not enter into the constraint set. The row
- LINORJ is the actual objective function of the problem. FULLOBJ is
set equal to LINOBJ and FULLORJ is used as the final objective in‘ the
problem. This arrangement of the objective function is not required
for the chance constrained formulation but was used to solve other
formulations and has been kept.

The rows labeled USERXXX establish the constraints on passing
grades for each student. The G before each row indicates a greater
than (=) inequalily sign for that row. The final row is CONSOLE

marked with an I, for less than ('s ). This row is the capacity con-

~ straint.

The next card, COLUMNS, signals that all of the rows of the
problem have been named and that the next data will define the columns
and the coefficients that will be put into the data matrix. The
'SEPORG' '"MARKXX' card and the 'SEPEND' 'MARK5XX' cards are
devices to define sets of restricted variables for separable program=-
ming. All of the columns corresponding to one student's learning

curve are set~off by two of these cards.
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The first card in the columns section indicates that column
U001X01 and row LINOBJ has the value 0.520. For each column the
coefficients are indicated by row, so there are values for LINOBJ,
PHIXXX--the dummy row, USERXXX-~the passing grade constraint,

- and CONSOLE-~the capacity constraint. In this way every column of
each user's submarix has its non zero elements specified. All of the
cards required for this are produced by the earlier data preparation
program. The restricted variables for each user are demarcated by
the marker cards.

The completion of the columns section is signalled by the RHS
card. This indicates that the right hand side is to be definec. In the
data deck listed we have defined two right hand side vectors, RHS and
RHZ; the first is to be used in p’roblem SCHEDULE, while the second
will be used to study the effect of reducing the available console
capacity.

The last section of the data c_ieck consists of the BOUNDS section.
This section provides the vpper limits on the value of any vaifiable.
Because of the formulation of this problem, all variables have an upper
bound of 1. 0.

On the following pages is a listing of the MPS/360 control program

and data deck.
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APPENDIX 7.3

CHAPTER SEVEN
SOLUTION OF A SCHEDULING PROBLEM: A CASE

This appendix displays and interprets the results of using the
MPS/360 spearable programming algorithm to solve a sample
scheduling problem. The data and control program used in this case
has already been discussed in Appendices 7. 1 and 7. 2.

The MPS/360 prints a running commentary on the progress of
setting up and solving a particular probiem. The reports presented
here result when an optimal schedule is found. Five pages at the end
of this appendix have been reproduced from the output of the
programming system. The first is the optimal solution to
scheduling the group of 16 students onto four consoles. Report 7.3.2
(covering three pages) traces the change in the optimal solution as the
console capacity is varied from the original value of 4. 0 to a new

value of 1.5 consoles.

Optimal Solution

Report 7.3. 1, at the back of this appendix, lists the optimal
schedule for the 16 students in this case on 4. 0 consoles. There

are two rows for each user (XXX) they are PHIXXX and USERXXX.
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The activity level in the PHIXXX row is the proportion of course time
that is scheduled for student user XXX. The activity level in row
USERXXX is that same user's expected final test score.

The value of the objective function FULLOBJ is found in row 3.
The value 13. 3365 is the sum of all students' predicted final test
scores assuming that the schedule is implemented and that the
students' learning behavior is accurately represented by the original
parameter estimates for each student. This value corresponds to an
average final achievement test score of 83.5%.

The only row which has a non-zero shadow price is the capacity
constraint. It indicates that we might expect a marginal improvement
of (0.55/16) in the average class achievement test score if we could
increase the number of consoles by one unit. Of cburse, this is only
a marginal result and a schedule consuming 5 consoles is not

guaranteed to result in this improvement.

Sensitivity Analysis

Suppose that for some reason we actually have only 1.5
consoles and not four as in the preceding discussion. The
parametric programming features of MPS/360 can be used to
determine how this change in capacity will affect the optimal solution

to the four console problems. Naturally, we would expect the
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average grade to fall if we have less console time available. The
method used to perform this analysis is to add a quantity p x(-0. 25)
to the original console capacity of 4. 0. p is a parameter used to
obtain different ultimate values of the console capacity. In this
case We.generate all different optimal schedules for values of the

console capacity (¢) given by
c=4.0+px(-0.25) 0=<p=10.0

When p achieves the value 10. 0 we will have the schecule for ¢ = 1.5
consoles, the case of interest to us. As an interesting aside, the
MPS/360 computes the value of the objective function at each change
of basic feasible solution caused by varying the right hand side of a
constraint.

Report 7. 3.2 (3 pages) details the reduction in the total class
test score (FULLOBJ) as the console capacity is reduced by
incremental increases of p. The column headed FUNCTION VAILUE
lists the value of the objective. ']f'he class average score as a
function of the capacity available for the solution is plotted in
Figure 7.3. 1. This figure graphically presents the function value
FULLOBJ plotted against PARAM (p) or its equivalent, console
capacity. Class achievement does, in fact, decline smoothly as

console capacity declines.
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Report 7. 3. 3 is the summary of the cptimal solution to the
probiem of scheduling this group of students onto 1.5 consoles. A
look at the vector of shadow prices--DUAL ACTIVITY, shows that
all students except USEROO06 are now constrained by their passing
grade constraint. TUSERO004 has a very high shadow price associated
with his passing grade constraint. If it were necessary to drop any
student from consideration for CAI, to drop student number 4 would
have the largest impact on tn= achievement of all other students.

The shadow price on console capacity is -6, 84, a much larger
value than when there were four consoles (then it was -0. 55 from
Report 7.3.1). When we have only 1.5 consoles for this group of
- students an added console is a very valuable commodity in terms of
the expected increase in average achievement for the whole class.

The approach that has been used in this case to study the effect
of reducing console capacity may also be used when we are forced to
reformulaté an infeasible scheduling problem. We merely assume
some large console capacity and then reduce the capacity parametr-
ically until infeasibility occurs. The SOLUTION command in the
infeasibility branch of the control program will cause the last solution
(infeasible) to be printed. This report contains a wealth of

information on the consequences of alternative reformulations.
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GLOSSARY

algorithm - a computational procedure for solving a problem. When
properly applied, an algorithm always produces a solution to
the problem.

authors - those who design instructional material for presentation by
the computer.

basic feasible solution - for any linear programming problem only a
small subset of all feasible solutions are candidates for the
optimal solution. These candidates are called basic feasible
solutions.

branching - altering the course of a set of instructions by switching
when some predesignated eventi occurs.

CAI programming language - a user oriented language for programming
a computer to display curriculum, receive and process
responses, and for branching to appropriate portions of the
curriculum as required by the logic of instruction.

capital intensive - an economic term used to describe a process in
which capital (machines or previously constructed facilities)
is the predominant factor of production.

cognitive - mental processes that refer to knowing and thinking.

console - the desk at which a student interacts with the computer. A
console is equipped with g television screen, a keyboard and a
light pen.

contingencies of reinforcement - the conditions of learning propounded
by B. F. Skinner. The t ~ee contingencies of reinforcement
are (1) the conditions surrounding an organism's behavior
(2) the behavior itself and (3) the consequences of the behavior.

debug - to search for and correct errors in a computer program.
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dynamic programming - a class of mathematical optimization
procedures based on Richard Bellman's PRINCIPAL OF
OPTIMALITY. Dynamic Programming is conceptually power-
ful but suffers, in most practical applications, from its
requirements for enormous computer storage facilities.

feasible solution - any set of values for variables that satisfy the
constraints of a mathematical programming problem. A
feasible solution is not necessarily an optimal solution to the
problem.

feedback ~ in programmed instruction--providing the student with
information on the correctness of his last output or response.
The feedback may be designed to correct a student's incorrect
response.

frame - the smallest unit of programmed instruction. A frame
consists of an instructional stimulus, an opportunity for
response, and a feedback portion.

heuristic - a gaide to finding a solution to a problem that cannot be
proved to always result in a solution.

Kuhn-Tucker conditions - state the mathematical requirements for
finding the maximum or minimum value of a linear or non-
linear function subject to & zet of constraints.

labor intensive ~ an economic term that describes a process in which
labor is the primary factor of production.

latency ~ the time from the display of an instructional stimulus to
the start of the student's response. In later=y data gathered
by the computer system the time taken to make the response
is also included in the latency values.

learning - a semi-permanent change in the behavior of an ormanism.

light pen - a stylus that can sense the coordinates of a point on the
screen of a console. It uses the light from the cathode ray
tube (T.V. tube) to determine where on the face of the tube the
stylus is being held.
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linear programming -~ mathematical techniques for optimizing a linear
function of several variables subject to linear inequality
constraints on some or all of the variables. Recently this
term has been used as a name for the simplest form of
programmed instruction.

model - an idealized representation that demonstrates the relationships
between relevant variables. Models are used to better
understand and control a real situation.

motivation ~ the value that an individual places on the result of some
behavior. The value is generally described in terms of need
satisfaction.

Northwest Corner procedure - a simple algorithm for solving allocation
problems subject to constraints. Allocations of resources to
activities are made by working from the upper left (Northwest)
corner of a tableau.

objective function ~ in mathematical optimization-~the function to be
optimized (maximized or minimized).

off-line - processes performed outside of the operation of the central
processor of a computing system.

on-line -~ processes performed under the control of the central
processor of a computing system. On~line operations proceed
without external intervention in the activities of the computing
system.

operant - behavior emitted by an organism not necessarily in response
to a stimulus. Operants are chance behavior.

operant conditioning ~ g teaching process whereby selected operants
are made more probable by carefully rewarding an organism
upoa the completion of the desired operant.

operational definition - an explicit statement of the conditions and
operations by which a concept may (ideally) be identified.

operations research - the use of a scientific approach to solving
management control problems within large or complex
organizations.

parametric studies ~ systematic variation of the value of a coefficient
in a mathematical model in order to study the dependence
between the solution of the model and the coefficient.
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programmable counters - (also author counters) software devices that
may be used by authors to count the number of times that some
event occurs. For example a counter may be established to
keep track of the number of times that a student responds
incorrectly.

programmed instruction - teaching that uses a step by step method of
~ presenting basic elements of subject matter to a student.
Programmed Instruction usuvally alters the course of instruction
depending upon the results of past instruction (braiiching).

programmed text book - a text book that is designed explicitly to teach.
It presents information, requires a response of the reader
and then provides him with feedback.

reinforcement ~ any consequence of an organism's behavior that
increases the likelihood that the organism will repeat that
behavior.

remediation ~ instructional action taken because a learner has made
an inappropriate response in a frame. Remediation decreases
the likelihood of the inappropriate response.

response - a behavior or an activity that may be the result of some
physical or mental stimulus.

sensitivity analysis - the investigation of relationships between the
solution of a problem and errors in formulation of the problem.

separable programming - a technique for optimizing certain non
linear programming problems. A new linear programming
problem is derived from the original problem. Each non
linear term in one variable is replaced by several approx-
imating variabies.

shadow price - the increase in value of the objective function that will

result from relaxing a constraint on an optimal solution.

simplex algorithm -~ a mathematical procedure for solving a broad
class of linear programming problems.

software - all types of programs required for directing the operation
of a computing system. Software is written in a formal
language which can be processed by the computer.
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stimulus ~ an observable event that is the ocecasion fcr an organism's
behavior.

system ~ an interacting group of elements. A computer system
includes men and machines.

system counters ~ software devices which count the number of times
that some event occurs during the operation of the system.

teaching - (ideally) a sufficient condition for learning. The arrange~-
ment of a student's environment so that his behavior is modified.

teaching point -~ the lowest level of detail in an outline of material
to be presented by programmed instruction. Each frame of
programmed instruction corresponds to a teaching point.

time sharing - the use of a single processing unit to serve many users
simultaneously. Fach user's demands are served by the
system for only a fraction of real time.

trade-off - the amount of one valuable item that would be given up to
acquire an amount of an alternative valuable item.




ABSTRACT

For a particular CAI system and course, this research answers
the question, "How much computerized instruction should be given to
each student in a group in order to achieve educational objectives for
the group"? The work also illustrates the usefulness of operations
research in solving complex educational management problems. The
performance measure is the forecasted average achievement of the
class on a final test over the CAI course material. This performance
function is maximized subject to constraints on the allowable probability
that each student might fail the final test and a constraint on total CAI
console capacity.

The main elements of the research are: (1) a learning model
which relates a student's time on the CAI course to expected final
course achlevement, (2)a procedure for forecasting the parameters of
each student's learning model, and (3) a mathematical formulation so
that staudard methods of solution fna.y be used to find a schedule that
satisfies all of the constraints and that maximizes expected class average
test score.

The models are tested on data from actual CAI operations in the
Philadelphia School District's Project GROW and the Mathematical

Programming System/360 is used to solve a case example.




