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ABSTRACT

This paper is an explication of a statistical model
which will permit an interpretable intraclass correlation coefficient
that is negative, and a generalized extension of that model to cover
a multivariate problem. The methodological problem has its practical
roots in an attempt to find a statistic which could indicate the
degree of similarity or dissimilarity between members of sociometric,
reciprocal choice dyads. The intraclass cerrelation coefficient is a
coefficient designed to show similarity; the problem was to extend £
the underlying model to allow interpretation of a coefficient
indicating dissimilarity, and to consider simultaneously more than
3 one variable. (Author)
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3 . MULTIVARIATE INTRACLASS CORRELATION =

. Abstract Ty

This paper is an ennlication‘of a statjstica}-
, model which will permit an interpretable
; “intraclass correlation coefficient that is
“negative, and a generalzzed extension of that -
model to cover a multi«arwate problem. The
methodologica] prob]em hae its practical roots
in an attempt to find a stat1stic which could :
. indicate the degree of‘sin11ar1ty or dis- .
' -similarity between mempers of sociometric, -

- reciprocal choice dyad;. The intraclesé
correlation coefficient is a coefficient
designed to show simi]ér%ty; our problem was
to extend'the under]ying model to ailow 3
interpretation of a coefficient 1nd1cating
:dissfmllarity, and to simultaneously consider_

y more than one- vaniable. SR
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MULTIVARIATE INTRACLASS CORRELATION_

An important theoretical and empirical issue in research on
interpersonal relations revolves around the nature of attraction
between two persons who ezther select or associate with each other

in an activity or re1at1onship. One method of investigating the

~ nature of- this attraction is by studying the relationships between

personalittes of persons who are members of particular dyadic

.associatfons. The two most common types of association which have

"'been studjes thzs way are marrrage ‘and friendship, the latter

operational1zed as mutual choice on a soc1ometr1c ‘questionnaira.




In most of the research in this area investigators have analyzed
the composition of a set of dyads nith regard to the nimilarity or
dissimilarity of nembers on partintlar traits, on a series of traits, -
and in a few instances, have analyzed the relationships across traits
between members. These studieé,hane general?y'been framed within tne
context of supporting either'similérity or complementarity as the one _ ’
inclusive principle nf choice or désnciation.

With regard to such traits as achigvemenf, I.Q., socioeconomic
class, age, class in college, grad; point average, there has been found
Tow positive correlation indicating simiiarity between persons who
choose each other on sociometric questionnaires (Richardson, 1939;
Morton, 1959). These traits we ca11 soc1o1og1cal descriptive variables

- imthat they are hierarchies used to define one s place in a group,
organization, or society. A person at a particu?ar level in the hier-
'archy is 11ke1y to come inte contact with others in the same level;
thus one's contacts Timits his selection of associates to others who
are similar to himself on these variables. '

However, another set of studies have investigated similarity and‘ h

complementarity of members of reciprocal choice dyads on psychologically
more dynamic traits of personalityias represented in need stntes. witn
the except1on of a series of stud1es by Winch (1955a, 1955b)(Winch,
Ktsanes and Ktsanes, 1954, 1955) who studied psychoiog1ca1 complementa-
tion in twenty-f1ve pairs of newlyweds, these studies have shown either |

no relationship (Fiedler, Warrington, Blaisdell, 1952; Izard, 1963;
Miller, Campbell, Twédt, and Carroll, 1966; Reilly, Commins, and Stefic,




1960} or trends toward similarity {Izard, 1960) on these need states
between persons in reciprocal choice dyads.
The majority of these siudias have used as personality traits

scores on the Edwards (1954} Perscnai Proference Schedules, a person-

“ality inventory that measures fifteen needs derived from Murrary (1928).
Recent studies invelving reciprocal socicmetric choice (Miller, et
al., 1966; Izard, 1960, 1963; Reilly, et al., 1960) have used as subjects
young adults.or late éda]esceﬁts. EThe majority of the studies considerzd
anly one criterion of choice, that(being friendship, without regard to
narticular function or purpose of the friendship. Most of these studies
have assumad that iﬁs similerity or complementarity principle should
appiy to aI] aspects of personality 1rrespect1ve of the function or con-
text of chazce, and tuat all traiiz of personality should be salient in
cholce. The evidenée from these sfédies doesn't support such assumptions.
| We suggest that, in corder to find similarity or dissimilarity even on -
single traits of personality, investigators will have to consider such
factors as ths purpuse of choic: and the contaxt of cheice. For'example,'
the factors that ene might «onsider in choosing ansther to co-participate
in a work activity might be guite different from ghose one would consider
when chodsing another for & sacial.activity. One would net expect all
aspects.pf pérgonaiity to be equalay poient in both choice situations.,
In éQdftion to the conceptuai?prob]ems found in the study of inter-
gersonal gtfraﬁtion,-there is the ?roblem of finding clear and systematic
statistical methodologies for indizafing the similarity or dissimilarity -

of dyad members on particu!ar‘trai%s of personality, and there is the
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. problem of finding a statistic which indicates the relationship across
traits between members. Haggard (1958) and Morton (1959) both suggest
that the intraclass correlation would be the appropriate statistic to

indicate similarity or dissimilarity on a trait between members of a’

set of dyads. Izard used this index in his studies (1960, 1963). How-
" ever, neither’Morton (1959}, Hagga}d (1958), Izard (1960), Fisher (1948),
or Snedecor (1946) which are rnferred to by the former, suggest an under~

lying statistical model that would a110w for a negat1ve parameter value.

The Intrac]ass Correlation .

In a short history of the origin of the fntraclass correlation

index, Haggard (1958) reports fhatsin'the ear1y'part of the present cen- . - -

A

tury a problem for research in the. b1o]og1ca1 sciences was to find the R

degree of similarity between s1b11ngs on various variables. Pearson (190])

euggested that the degree of similerjty between siblings en the variable, .

height, for example, could be derived from a symmetrical correlation table.

in which the scores of siblings on height would be entered twice in re-

verse order. The product-moment cofrelation derived from euch a tane was

called an 1ntrac1ass correlation coeff1c1ent. This is the statisitc used

in Rexlly, et al. (1960) and is somet1mes called the Pearson product moment

B corre]at1on for interchangeable var1ab1e. The necess1ty for such a pro-

cedure derived from the fact the 1nvest1gator was interested 1n the rela-

tionship of height between s1b1ings in general, not between older and ’

younger, or heaV1er and nghter 51b11ngs. Thus, becauee'there was no

Togical way of ordering the sib]ings scores to be correlated, both scores ‘
-,

i
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were entered in-a table twice, usihg both orders. There were instances
when there were mo;e than two siblﬁngs in a faﬁi]y. In such cases the
acte of siblings wese combined in é]l possible sets of two siblings and
thz scores of each 5% the sets of bairs were entered into the symmetrical
correlation table inuits'two orderings. Needless to say, this could be
a laborious task for the researchér, particularly when the sets of
persons to be correlated amounted to more than two.

In order'to overcome this inconvenient process, Harris (1913) devel-
oped a new method for estimating tﬁe intraclass correlation coefficient.
Harris realized that the variance émong c1asses (sets of siblings) could
be separated from the total variansé (among all individuals); and that the

:coefficient of intraclass ;orrelqtion could be defined as the ration of
tw? variances, the between class vériance to the total variance. ’In
adé;t1on, he realized that these varwances cou]d be estimated from two
distributions, the distribution of class means and the distribution of
the total set of observations. _

Fisher, recognizing that unbiased estimates of the variances may be
obtained by using the number of degrees of freedom rather than the number

t of cases in thé sample, devised a better estimate of the coefficient of

5 | 1ntrac]ass .correlations based unon the mean squares of the analysis of

variance tablg It is written

. M§ - Ms’
5.'L._ MS + f.v-l)MS
where 51 is estimated 1ntraCtass correlac1on coeff1c1ent, Msc is the

4 ;@",mgan square among,classes, MS 1s »he mean square among 1ndividua]s.

2
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cients from

and:.g {s the. number of indiviouaﬁs within a_class. -_ !
The parameter to be estimated can be defined as:-.

. £

in which G is the intraclass cnrrelation, and acz and g, 2  are

components of variance between and ‘within classes respectively.

even though the variance component est1mates are unbzased it must be o

kept in mind that a ratfo of these est1mates is not necessar11y unbzased{_

This . Iatter formula is a bas1c def1n1twon of intraclass. corre]at1onr
It should be noted that the.former formula, the estimator, if used for

data containing sets of classes containing two members can yield coeffi-

- of }be intraclass correlation parameter can: yueld only positive values.

. When we use the est1mator and obtain a +] value, this means that gzven

K set of ciasses conta1ninq two members each, tne varzat1on between mem= ,f“;*% e
_bers within each class vould be zero. whereas there would be variation be- 'Z,u-

tveen class means.-

l
If vie obtaxned

-1 value it would signify that tll

.of the classes would have the same mean, but the members vary within

o) Ohes L smstader .

classes. However, a problem ar1se? when one tries to interpret the meaning

of the latter statistic, since the statzst1ca1 mode] underaying the . intra- :

class correlatmon adm1ts oniy posmtwve parameter vatues. This is so even .

though the test of s1gnif1canoe for a negatzve value. an cnverted F-test.

can demonstrate a negative vaIue to be swgnif1cant._ ,-'f.i-, S

—
.~ . o oe- -
-

-4 “‘—w&uoﬂuv - .

Homever,l..-

-1 to +1; whereas the second formula which .is the def1n1txon -

Ry = L -
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We sﬁai1‘undertqke a new development of the model that allows
parameter§ to_take on negative vaiues. We shalildo this by showing the
cléssica? development of <he model and modifying this development to admit
greater generality. | o

The following is a deve]opmen+ or the csass1ca] 1ntrac1ass correla- -g‘jé@iﬁ; '

' .tion model “where the parameter p is dofzned to be a ratio of variances..u;:i

L let -
..-'::-: ;{;’_:}1- .!.'.. .:‘.‘..-. N - Yij H + Yi + Y_ii i. i = 1’ o'o,‘,,,‘n,-j - -1, o:..." n. ..'_._'{':.:’fl,

:?f;i?'where the class1f1cat1on indexed by i 1s nested within the cTassif1cat1on*"}ff‘? )
indexed hy 1. . If we 1mpose the following parameter def1nit1ons on the o '
model: ' ' . §, :

5.2 = a2 - : * -
.,“ O Var (8 ), Y Vat(yij), Cov (Bi’ Yij) 0
together with the usua] additmona! 1ndependence assumptions, then we may

' define:
i Cov(Yij_., Yi;}') _ '052
2 2
Nar(?ij)VaSr(Yij.) .ch + o ‘

- Now, using conventional ANOVA notation where MS, and M8, refer to the

mean squares between and within-clésses respectively, we may define:

" m — = 2
Ms - i-l (Yi'o "'Yoo) .
g

_ ' _n-l

t, - * -
5. {

.
’

’

and after application of the expectat1on operator and some a]gebra. we

* i

find that . - - e -

2% A SRR P ¢ ik

H - ) . .
. = » ° . .
- . 1] . i .
I d ’ ' - ’
¢ ] .t C}ﬂ .

Aruitoxt provided by Eic:
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E{HSB]-maz-i-oz .« Lt

. B Y : 1
Similarly,- _ Z z (Y )
T iy im] 4=l ° . 1.7
_ “sy. . n(m-l) and _ e
) - 2§
E.[Msyl (1Y

L) .
3

" This leads us to the standard estimator of the intraclass correlation:
L e 7T since E[Ms, - usy] -'m:rﬂ2
B. " Y '

r - .

and

E[MS + (m-l)MS 1 -m(o 244 2) .
. i
2h : -1

Again it should be noted that t‘ns is a b1ased estmate. since ‘the ratio

of unbiased estimates is not necessa_rﬂy unbiased. In addition, the para-

meter p may take on values in the range: 0 < p < 1', since .

i . .
°8-2 > 0 ; while the estimate § ;may take on values in the range:
-1/(m-1) ¢ p <- L. Note that -1/(a-1) P when m = 2 .

Suppose we a*tempt to redefme the model so that the values which the
1

parameter may take on match ”vg va‘lues which the estimator may assume.

——rtmeane e
)

' Let

Yij -u-l-alj.i-l, ...,n,j'-l, ooo.ﬂ,

where we impose the same nesting constraints as above.

Defin_e. "_a - Var(aij) and by the following: pa - Cov(a“ u.).-'.’

- . . . »
[ . . N . -~
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‘Looking at the previous estimator, we find that"EIHsB - ns&I - mpo 2'"

=
L R
)

:fThen. hy.blgebraic.manipulatioh E[HSB] - da2[1'+.(n'+ l)p]_and'. " .f5f_iig
. * i . . . - -

- - L. » P . -
s ° . N - . s =g,

e,
- o~

and x[usé'+-(n - 1)usyj -\maaf -reaching ?he §ame-justificat10n for § ¢
as before. The restriction =1/(m~1) < p < 1-is now reasonable -and it .
matches the restrictionon § . |

Another model for the nested EIassification (McHugh and Mielke,
1968). has recently been proposed. :This model also 21lows valid negative

expectafions of the difference between the mean squares among and with-

- in classes and is ‘not easily adapted to the notion of intraclass correlation.

. k - 2 :'-" % . o . LS (I .‘.'-‘:."5’;--.-';,'.-.-.":..-3,;_3
B e T T

L]
PP A

The model proposed here permits an interpretation of a negative intra- 3

clqﬁs correlation coefficient.. Thé'intraclaés correlation coefficient
3 , . , .

_answers the question: Are members:of the saﬁe‘dyad alike or dissimilar on

P e L O Y R I PR N PR Y R L RN T RIE TR LD el XL T 7/ TR
- .

—

this variable, or set of varwab]es? However, the investigator of similar-
ities between members of the same dyad on a part1cu1ar variable is some-
times interested in the re!ationsh1p betweon varwables, across persons withe

in dyads.A It is not enough to know that members of the same dyad are alike-

_or unlike on a particular variable. It weuld also be useful to know how .

- their choices were structured as ross varwab1es. For example, taking the

case of the variables A and B ; the intraclass correlation would te]l

how members of the same dyad are similar or dissimilar on variable B ,

but this would not tell us if there was a 'choice structure across variables. .:

It might be that there is no structural determinancy on the ‘variables A

or B}-separatéjy. but the choigesrof the two members of the dyad might be |

[ 3

e cr——
3
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/
partially determined by a2n interactive effect between A and B across

. members. One member’s score on variab]e A wmight be related to the

pther'member’s score on variable % . 1he reciprocal relationship, of
course, would hoid. If such were the case, vather than being led to the

cciaclusion that variable A or variable 3 , because of a .00 intra-

class correlatmon on each variable respectively, has no influence on ch01ce '

behavior. This latter 1nterpretat1on, of course, would depend upon the re- i

lationships of these two variab?es within dyads in general. Another way
to-look at the same phenomenon would be to conceive of the relationship

across variables within individuals. For example, if we know that vari-

~ables A and B are highly related within fndividuaTs, what is the

o homogenelty of dyads with respect to this relationship?

’uTh1s problem, although recognized in the Titerature in terms of

statistical methodo]ogy, still remains unso)ved Indeed many studies of

_ marriage dyads (Murstein, 1951; Vatz, G]ucksberg” and Krauss, '1960; Byrne

. and Baylock, 1963) either .ignore 1+ or deal with it by use of frequency

counts and chi-square analysis. Izard (1960) by a method of deductive
reasoning in which he compares individual intraclass correlations concludes
that there are no cross traits relationships. Reilly, et al., and Mi]]er;

et al., although they report correlations across traits are unclear as to

what type of correlation they used.

Our second methodological problem is to derive a multivariate.version

' ,

. of the intraclass correlation modei‘which would allow us to observe the

relationships across variables beiween members of sociometric dyads. This

.
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model would allow us to answer theﬁadditiona] question, what is the
é relationship across variables between members?
‘ At this point it is appropriaie t0 buiid on the seéond vers{on of
% the intraclass correlation model developed above. Suppose we-have the

same situation as bafore excepi“that each unit is measured on more than

one variable. Let '
Yijk-uk+cijk; i-l? o-o':, n,j-l, s ey m’ k‘l, QO;’Z L4

Where, i indexes groups, | i indexes units nested within groups and k

indexes variables. |
We may define six parameters fbr each pair of variables in the .

following way:
- | 1) °k = Var (a jk)
2 L 2) pka Cov (aijk’ ey e

3) o Cov (1

kk® ik’ a‘jk')
Moo = 6V Gy, aggn)

Taking the following c?ass1ca1 def1a1tions.

n .
: - & . -F )2
A . . . _‘_,-1 i k ”k .
: L o 1) MsB =t '
: ' : k : :
T nm o
‘- MS 151 jgl(fijk’“’ Yi.k)
2 LS'Y T n(m - 1)
; - L o -1 - k ' " o
y 3) MCP, 181 1.k .t k7 MLk Lok
A kk! §' 0= 1
f P H ;., n m - . -
- JafngF agp = Y 0 Oy = ¥y )

4} MCP .
: fkk' ; n(m -« 1)

[

. e
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We may proceed'to take expectafions:

. - 2 - '.
1) E[MSBk] %k 14 @=~1)p,] o
.o 2(1 = ! . : a
2) Egus?k] o (1 p:) - _ -j
= ." | ’ ) “ :‘
3) E[MCPBkk,I okk,gl +(m = 1p,.,] . ¢ i
4) E[Mcpykk'] - okk’(l * pkkt) . . %
s ! ;
© TABLE I é

Matrix A

Between Group Covariance Matrix

.Variablé 1 - 2
1 '012(} +'91? 011 + pq,)
e 2 012(1 + pl?.) 0y 1+ 9-2),
- TABLE II

Matrix B

Within Group Covariance Matrix ;

.
i ]

Variable ] 2 o .
1 . . 012(1 - 91) , 0'12<1 - plz)
2 015(1 = pyp)  0,2(1 = 0y)

Néw. we note that it is reasoﬁab]e to define our estimate of p

14

~and P! in the following way: - '

|
l
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and -

MCP, < MCP

2 6 )e' Ve _ -
kk' © 4+ (m ~ 1)MCP .-
e Tike!

since

1) B[{(MS, =~ MbY )Im].- pkakz

Bk k
2) E[(HCPB . —'ncrykk')/ml " Pkt OLk?

KK 1

3) E[(is, + (m:—fl)MS )/n] = o2
AT

244 4) E[(MCP + Gm - l)NCRY- Y/m] = 0,0,

Bkt - Kk’

If we use these relations to set up the expécfed values of two matrices: ‘
(1) The Between Covariance Component Matrix def1ned by 1) and 2) "j'- . é
Table 111), and 2) The-Total Covariance Matrix def1ned hy 3) and 4) ‘ 5
Table IV), we may note someth1ng 1nterest1ng The Total Covariance.
Matrix is the same as that which woqu have been obtained by-disregarding
the group structure of the data. That is, by rescaling 1t with the
reciprocals of the standard deviat1ons. the raw-between variab]e

correlations would be obtained. i




o

.14 -

3 © TABLE III | L
- | Matrix C '

Between Covariance Component Matrix,
H

Variable | 1 2

2. <
1. P1%1™ P12%12
’ 2
2 P2 P95
TABLE 1V

Matrix D

- Total Covariance Matrix

~Varfable - 1 2 - | %
2
2h L. 01 %12
2 019 . 0,

If we form a new matrix by taking the element by element ratios of
the parameter matrices repreﬁented.in Tables III and IV we obtain the

matrix given in Table V. A similar matrix formed using the sample values

has the -traditional estimates of the intraclass correlations on the'
diagonals and our bivariate generalizations of these on the off—diagona1s;
‘The population matrix may be termed the multivariate intraclass

~correlation matrix. . | i

!
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1
=
2

R TABLEV
' Matr1x E

Multivariate Intraclass Corre?at1on Matrix

Variable 1 2
. | . )
1 P1 . P12
2 P12 Py '

It should he noted that the off—d1agona1 e]ements of this matrix

sometimes may be poorly est1mated. The denominator of the ratio for the

offbdtagonal elements is the sum of MCP and (m ~ 1)MCP .

- Pract” Tik!

If m=2 and MCP , and MCP have approximately the same
Ykk! Ykkt ,

absolute value and opposite sign, the ratio may become larger than one.

. This will occur when Tek! the covariance of variables k and k' ,

is very small. This produces a poorly conditioned -estimate of Pt
As can be seen this covariance derivation yields five matfices;-A .
through E (Tables I through V respectively). Matrices A and B are the

Between Group Variance Covariance and the Within Group Variance Co-

_ variance matrices, respectively. Matrix D {Total Covariancé Matrix)

which we shall call Relatvonsh1p Between Var1ab1es shows the covariance
between two variables in the off-d1agona1 ce]ls. From these covar1ances

can be derived the equivalent of a product-moment correlation between o }

- .
. . |
.

.
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variables within individuals. Matrix C is the Between Covariance

Component Matrix, which we shall call Relationship Across V;riables
and People, shows the relationship'between variable 1 for member A,
and v;riab]e 2 for member B of a dyad. Matrix E (Mu?;iva}iaée
Intraclass Correlation Matrix) has on it; diaéona] the classical intra-
class correlation of co-choosers on each of the variables. - The off-
diagonals on this table exhibit the multivariate simi]ariiy or dissim=
ilarity of members of a dyad. We shall say that this matrix exhibits
similarity across variables between dyad'mémbers., A positive sign on
this matrix indicates similarity between members, whereas a négétfve'
sign indicates dissimilarity. |

From a substantive point of vje&: a positive or negative sign on
ths‘diagonal is relatively easy to understandt ‘If we take as a'hypo-
thetical case the variables A and B, a high positive sign on the diag~
onal for A would mean-bigh A people choose high A people, while Tow'
A pepple-choose 1ow'A peopie. Ifithe relationship were nedative, it
would mean low A people choose.higﬁ A people, whereas high A p§0p1e
choose Tow A,people.' Thg same relationships hold, of course, for a’
positivé or negative sign on the variable for B. But what about a high -
positive or negative sign in the cé]l that intersécts variables A and B?
A positive or negative sign here m%ans only that the two'choosers are

similar or dissimilar to each other with respect to the relationship of

.A'and B within each. ’In order to interpretithe meaning of a positive or

negative sign here, we have to refer to covariance between these two

variables in Matrix D. Thus, if there is a high negative relationship
’ i .

1]
]
1
i
1]
.

4
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between A and B for individuals,'a high positive sign in Matrix E would
mean this relat1onsh1p is re1nforced across 1nd1V1duals and that high A .
in one member corresponds to low B in the other. The total degree of

this relationship will be found in Matrix C which shows the relationship

o A et 2t ) A eht NN i adets AL SE Ltk . bS8 AL

across people across-variables. The veadar can see four logical
possibilities (non-zero) which can be obtained across people and across %
variables which can be observed in matrices €, D and E. These are pre- ;
sented in the chart below, the third tier o% which we nave just described.
LOGICAL POSSIBILITIES OF RELATIOVSHIPS BETWEEN CO-CHOOSERS
IN RECIPROCAL DYADS ACROSS TWO VARIABLES

(LA HB)

] Chart A
g MATRIX (D) MATRIX (E) MATRIX (C)
- Relationship Between. Similarity Between Relationships Across
: 2h Variables People People and Variables
I, +1 4+l
_(HA HB) (HA HB) < (HA HB)
: and and +1
: (LA _LB) (LA _LB) <+ (LA LB) i
II. +1 "1
3 (HA HB) (HA HB) « (LA LB)
~ and and -1
1 (LA LB) (LA 1B) +* (HA HB)
1T, -1 +1 |
5 (HA 1B) (HA LB) <+ (HA LB)
1 and" and ' -1
! (LA HB) (LA HB) +* (LA HB)
!
{ 1v. ~1 -
: (HA LB) (BA LB) ++ (LA HB) '
e and .. “and : D +1
(LA HB) ++ (HA LB) + - S




- . o= . s

~18 -

Looking at Chart A we see tﬁree columns, each column representing
respectively mairices D, E, and C: In the f%fst column, which represents
the re]atlonsh1p< betwesn tWwo "arzeb1e< we see two possibilities, a high
positive correiaticn oy a nigh negatxve co re’aeﬂen. (#e will for the
purposes'of economy eQiminate the .00 correlation.) Under each of these :°
possibilities within parantheses are the possible profiles ef people in
the population given such'a corre‘atlen. In the second column which .
represents the similarity between iwo parsens who rhoose each other with ,
respect to the relationship between two variables w1th1n each we see four
possibilities.. Again within each parenthes1s is a profile of an 1nd1v1-'
dual, on each line two individualg are connected by the symbol. -
meaning they have chosen eeeh other. .Thus looking at the top cell in
column twc, we see that a +1.00 means: given. that there is a positive
relationship within individuals of A with B, a particular dyad in this

population conta{ne tign persons who are both high on A and high on B, or

INFASIY A TAh d ek ae #6000 el dr d

are-both low on A ard low on B. In column three of Chart A is represented'

AR R A

the relationship betwzen individuals across variables. A +1,00 under -

‘this column would mszan that if one of the individuals is high on B, the

AN SN hon P LA

other is high on A; or it one i3 zow on B, the other is low on A.. Whereas,
ifa =1.00 shows up in column th 2, it means that if one is high on 8,

the other is low on A; ov 1f one 15 Tow on B, the other is high on A. One

can readily see this if he refers te the dyadic profiles represented in ‘
% " the second column, The relationship in column three should represent the

-relationship hetween A in the first parantheses and B in the second paren- ;

N

A
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theses. The same relationship, of course, also holds for B in the first

parentheses and A in the second parentheses.

’ H

- o onie 3 . ;
et st p Seit 3 g 0 PN GG SO IS i s e sres Gt e ¢ bes g Qv ere et R TR oo te ap e

N 7 ~ et pemae Be e Wy .
et g s - L& L acsrda
x e




i w19 -

- An Exampie

In order to demonstrate”thé usefulness 6f fhe two models, the
first allow1ng for an iater prnuao1on of a negative intraclass correlation
’ coefficient, and he'S cond being a generalized multivariate version of -
the former, we shall present a summary chart of data collected at The "-ﬁi;.l
" University of Chicage in a study irected at the investigation of the
emotional dynamics Qf'reciprocal sbciqmetric choice behavior. -v:?§{.:

The study is used oniv as an cxanpie of the use of these techniques . i .

and not for substantive purposes. : , ‘ S

In this study we vere .n.eresbed in ef ncts of situational con=

~o e -
.

ditions upon the reciprecal sociometric choice behavior of persons chare - ;.,:.55;;

'acterzzed according to their ypica? response pattern to stress inan - '..3.5f::
'3.13; : interpersonal situation. We were particularly interested in the choice : }';f“é
y | beh¥vior of persons who are charactermzed as Dependent meaning that they 'f:léiy;
i . generally deal with stress in 1nterpersona1 sztuations Qy calling on or ?;;fiifi
{1."f seeking authority to deal with the stress; and in.persens characterized as’ 'g 1

-.Fight, meaning persoas who meet stress by hostile aggressive attack on
others or ‘the proeblematic situation. He were interssted in whether.there-
~.would be d1fferenrec in the types of persons chosen given a 5'2;”4;2
dlfference.1n the criterion for. chavreo ‘
| One hundred and fifteen chw?aren in two fifth and two sixth grade
f;'z 2 'ciasses were administered a soc1omeurzc questionnaire in whmch they were .
to select three persons with whom they would like to work on a social

\'-

o .en studies commvttee. and three persons w1th whow they would 1ike to go to .:,."F,,Z'

-
-
-
o
-

s e A
E S T : D) .'l'.,"; S LA AT A
SRR the movies. Eaah af the chi?qran was admznistered a qbestionnaire i '-ﬁrf;qTﬁhif,
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which the child was asked to choosé between alternative emotional re-

sponses in meeting an interpersonal problematic situation. This

questionnéire yielded five scores, two of which were Fight and Dependency.
From the responses to the sociometric questionnaire two sets of

"dyads vere derived. The first set we shall call work dyads in the sense ¢

that they were formed in response to questions -about work in social

studies. There were 17 dyads in this set. All the dyads were independent

of each other in membership {i.e., no two dyads had members in common),

However, one of the dyads occurred in response to the movie question.

The 21 dﬁads were independent in membership, and one of these dyads was

formed in response to the social studies committee question. Below in

Tables VI and VII Sre the matrices A through E, for each of these sets

| ofitdyads on the variables Fight and Dependency.

| TABLE VI

Relationships Between Members of Reciprocal Choice Dyads in

a Work Situation on the Variables of Fight and Dependency

Matrix A ' | ; . Matrix B /
Between Group.Covariance , 5 Within Group Covariance
Foo. D i F D
F o 14.769 L F9.4an '
0 -1.499 8.724 ; . D =3.676 5.294
, . Matrix C - 5 S Matrix D ;
»:c .- Between Covariance Component - . B2 % %0 newo Total Covariance - R
S T T U B i1
-F 0 2.679 _ S . F-12.090 - T
D =2341] 1.7 - . S . D -5.937 . ..7.009 - ;.viv
O ST : Matrix E L R
~. .. Multivariate Intraclass Correlation Matrix -. A [
. - . .-.',., N ] F .. D -. ’- . .:.-l:‘.'. ,'.,' .
- F w221 ‘ T

D 406 204 -
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TABLE VII

- Relationships Between Members of Reciprocal Choice Dyads in a
Play Situation on the Variables of Fight and Dependency

Matrix A ' Matrix B g

Between Group Covariance Within Group Covariance

F D ' ' F D _ ¢
F  8.740 | F 14,404
D +539 2,492 ' D -6.523 8.357

- Matrix C Matrix D

Between Covariance Component Total Covariance

F. b " F D
F- -2.832 . F11.572
D 3.531 ' -2.932 D =-2.992 5.425

' ' © Matrix E

Mu]tivaria;e Intraclass Correlation Matrix

F | D .

Fo-.244

n D -1.180%* -.540 |

Looking at Table VI we see in Matrix D that within individuals L J.;‘}é;ij%

| Fight-and.Dependehcy are negatively rélated.“ Thfs:relationship alsq fiﬁ;}iﬁg@%%gf
i'hO]QS up in Table VII. Looking at Table VI we see that the intrac}as§_:;??l}§§f§

'j'; fw corre1atioh_cqefficients for both Fight and Dependency are positive: {;‘?igéééggg}%
”";'3?‘although:only'modefgtely so. ' This would seem to indicate that Fight ?i.iéj:jﬁ ﬁf?g
- people choose'othe;s'who are similar to themselves oﬁ Fight, thaf - :“1 f;.:}:a:é

Dependency people choose other persons who are similar to themselves
on Dependency. We see in the .406 in the off~diagonal that persons

choose others who are similar to themselves in the relationship of Fight

*The reader may refer back to the explanation of Table V, Matrix E, if :
there is confusion about the range of values the off-diagonal elements '
can assume, : ; L
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- to Dependency. This in turn means that if a person is high on Fight,
he will choose.someone }ow on Dependency, and be chosen in return by
such a.person. . ' - .

In contrast to the pattern in Table VI, we see in Table VII a
pattern of relationships directly in the reverse, with the exception of
the covariance of Fight and Dependency within individuals. Indeed, in.
Table VII, Matrix E, Fight persons reject others who are similar to them-
selves on Fight, and likewise choose persons who are dissimilar to them-
selves on Dependency. The -1.180 in the diagonal of this Matrix means
that persons choose others who are dissimilar to themselves with respect
to the relationships of Figbt and Dependency persons, and are chosen in
return by such persons. Likewise, low Fight people choose low Dependent
~ and"are chosen in return by thesefpersons. Note that the D Matrices in

Table VI and VII are estimates of the same population Matrices except for

selection biases.
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