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I hope that the reasons for the purposeful redundancy in the
title will become apparent in what follows. 1In the first place
within the vast areca of cognitive studies we will be only concerned
with cognitive processes as such in a prcblem solving situation.
Though we have explored the reletionship of cognitive processes
to personality and perceptual variables as well as to autonomic
processes (1), these aspects will not be discussed here. Cognitive
processes in problem sclving situations will be here defined as the
sequence of psychological (mental) operations that occur when a
human subject solves a problem. In other words we will try to
discuss some of the characteristics of the set of events and
of the ordered relational system that connects these events when

subjects have to find out the solution of a problem.

Our specific approach since 1954 has been experimental

including and not excluding, as a first step the observation

of people when solving problems. That is: "Plus on regarde et

plus on voit. Mais plus aussi on voit ou il faut regarder" (10).

In the vast literature that has accumulated during the

last 15 years, it is at times difficult to understand unambiguously

tha moaning of concepts uscd, and the language used to express




them. Thus in the present paper we shall try to define as rigorously
as ve can the concepts and the operations performed to reduce as

much as possible the risk of being uncertain. A similar effort will
be made with regard to the assumptions made. We thus hope to make
our procedures reproducible, and our conclusions testable, so that

the interpretations of the results, whatever they might be, will

not be biased by accidental circumstances. Among these we include
interaction subjoct-experimentcr that at times creeps in in unexpected

ways in the actual experimental gituation.

To fulsill our aims we explore the sequence of questions that
a suhjcct asks im order to solve a problem when the experimenter

provides the answer corresponding to each question that the subject

asks. This sequence of questions is called a tactic, and tactics
are identifiable in terms of number of questions asked, type of
questions, and order in which they occur. Tactics begin with the
first question askcd and end when the subject solves the problem
(whether the solution is right or wrong) or when he does not want
to ask further questions. Instead of "inferring" the process that
mediates between the presentation of the stimulus and the response,
by concentrating on the study of these responses we analyze the
chain of events that the subject goes through when solving a

problem. In some senses this approach is e reversel of some of

the current methods and to a certain extent it eliminates some
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gross experimenter's biases in inferring processes.
In the first part of this presentation, we will refer to the
assumptions that are at the basis of our conceptualization of the

problem, methodological problems will be discussed next, and thirdly

some results will be presented.

Assumptions

In the first place we assume that there are rules of correspondence
between specific proccsses and specific tacties. To spell out the trans-
formation that holds between the domain of processes and the codomain
of tactics is a major psychological task. /[sgsuming a ong-one corres-
pondence, means theat each tactic is the image of one and only one
process. What subjects do (tactics) would be the exact counterpart
of their process. Nevertheless the whole history of psychology
(including the work of the introspectionists, the anecdotal descriptions
of observable behavior, the interpretation of tests and of clinical
material, etc.) seems to indicate that this is not often the case.

And this is unfortunate since our task as psychologists would be
considerably simplified and our discipline would be more precise,
though aesthetically perhaps less aprealing, if one-one trans-

formations would hold.

It is more likely that the correspondence between processes

and tactics is of the many-one type, that is cach process corresponds
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to one and only one tactic though several processes may correspond to
the same tactic. In this case a rule of correspondence or function
can be described Ly specifying which processes converge in the same
tactics, As a matter of fact this is what we usually do in our
interpretation of psychological material, when assuming that the

same observable behavior, for instance a verbalized opinion, may
result from different types of attitudas. The jidea of vicarious

poyuvhnlogicnl), activities is related to this idea.

If the correspondence between processes and tactics were of
the one-many type, then confusion would prevail unless the
hierarchical order of the system process -¥ tactic is reversed.

In this case tactics become the domain and processes the codomain.
This of course would imply that processes are function of tactics,
which apparently throws us right into the controversy typified by

central versus peripheral theories.

I personally would prefer to assume that observable behavior
(tactics) is a function of the subject's processes and not vice
versa. Therefore, the main experimentel task consists in the
design of appropriate instruments and experiments to find out the

onc—one or many-one type of correspondence that holds.

In the second place the technique that we use assumes that,
within limits, subjJects are free to ask questions. The definition

of the limits of each subjJect's interval of freedom is an overwhelming
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task, but in many ways this is not an either/or type of dilemma. The
important consideration‘is that subjects are considered to be active
searchers and not mere receptors of stimuli. In a way this is contrary
to some usual procedures. Stretching the meaning of the word stimulus,

it could be said that when a subject asks a question, he is selecting

a stimulus. Ideally subjects should be akle to generate themselves
the questions they want to ask, but this would bring considerable
experimental and methodolngiecal complications. In order to make the
researeh operationally feasible, the choices that the subject can
mzke should be restricted in number. This facilitates reproducibility
and comparebllity of results at the price of reducing the spectrum of

possible results. Approaches that eliminate this restrictica have

been used but they will not be duscussed here.

Our third assumption is that the observable tactics do in fact
reflect in some manner the information that the subject searches, the
process of evaluation of this information, hypothesis and hunches that
he makes, the general approach he follows in order to attain a goal
represented by the solution of the problem, ste. The same general
considerations that were made concerning processes and tactics seem
appropriate to discuss the correspondence between specific events in

the process and specific events in the tactic.

In the fourth place we know that different tactics mey lead to
the same solution and thereby in terms of our assump*ions we are

entitled to assume that different processes may result in the same
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final solution. This casts 2 cloud on the usual procedure that "infers"
processes from responses given to specific problems (either in ex-

perimental or life situations).

Our experience indicates that the variety of tactics is greater
than the veriety of responses. The doubtful procedure of classifying
responses into limited groups of not always mutually exclusive categories
reduces the possibility of finding out individual differences
no matter how many tests are used or how many subjects are studied.
Our epproach in the study of cognitive procissus began because of this
difficulty, and the techniques that we have developed attempt to
clarify in some way this issue. It is our experience (after gathering
several tenths of thousands of protocols) that the technigque that
we use allows the emergence of styles of thinking and to estimate
differences in this style more readily than the usual inferential
approaches typified by many testing programs. Furthermore, if the
interest of the experimenter is, in spite of everything, in knowing
final answers, then the procedure that we are describing permits

also the identification of these final answers.

These assumptions are a conf .ssion of our biases and ignorances.
But by now it should be fairly obvious that our main interest is in
the dynamic aspect of thinking processes rather than in their products.
The results to be reported refer to observable tactics. A considerable
vart of our reseerch was aimed and is aimed ‘at desi-ning instrunents

and research to reduce the uncertainty gap of the assignments made.
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The Instruments Used and Some Methodological Considerations

The test of medical diagnostic skills developed in 195k
was the first application of the technique to a concrete

situation (3).

It consists of a set of 3 x 5 cards on which a complete
clinical history wes transcribed so that on one card the patient's
“chief complaints were given, while on‘the remeining cerds questions
that the subject might want to ask were written. By picking up a
card and looking on the reverse side, the subject can obtain the
corresponding answer. The subjects were instructed to read first
all the cards (all the possible questions) and afterwards to attempt
e diagnosis of the case by picking up one at a time the questions
(cards) that they desired and to look at the corresponding answer
on the reverse side. The subjects were free to choose as many or
as few cards as desired in the order they wished. The sequence of
cards selected defines the subject's tactic. Changes that do not
affect the basic characteristics of the technique can be introduced
in the manner of presenting the information (for instance X-Rays
films, actval photographs, etc.) or in the way in which the subject
obtains the answer, like in ‘the application of the technique in
Part III of the National Board of Medical Examiners, end in

several medical specialty boards (8).

R 5 A A AR AN -
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The same technique was used to explore areas such as:
diagnosis of Rorschach protocols, evaluation of therapy,
problem solving of schizophrenics end of brain damaged subjects,
problem solving of high school and college students, ete. The
PSI (Provlem Solving & TInformation) apparatus was an outcome of

these early research efforts prior to 1960.

At the early stages, tactics were evaluated in terms of
number of questions agked, type of questions and ;fder (3).
Utility indexes were defined for each question as a function of
its frequency of selection by different samples of subjects.
Statistics relating frequency of selecticn to order in the tactic
were also described and performance curves were analyzed. The
method of pattern analysis was formulated to deal with several

aspects of the scoring problem (7).

This manner of evaluation is strongly dependent on the norms
used. The same tactic would obtain different values if scored
using norms obtained in physicians, or in senior or in Junior
ctudents. Thus the same object (tactic) would have a &ifferent
value according to the sample used as normative and this is a
baffling problem. It seems that & valid messurement (score) should

be formulated by defining subjects and instruments ag independent.
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Otherwise the same value, let us say x-grams, means one thing if
the objects are made of wool, another if made of steel, or wood

and so on at almost infinitum.

Thus our next line of research was concerned with developing
instruments such that the obtained scores would depend on the
property of the ruler used and on its specificity in measuring
defined aspects of the phenomenon under examination. One pos-
sibility of doing this emerged when studying methematical ability
in elementary school children. It was found that complex logical
mathematical concepts implied in certain well-known mathemstical
structures could be operated on by children if the problems were
presented in languages with which they were familiar. For instance
the Pythagonian'theorem could be the structural bases for a problem

presented in terms of every day objects and events.

In an early study entitled "A Program for the Study of Thinking", (g9).
we attempted to formulate how to differentiate experimentally between
the logical structure of a problem and its manner of presentation
(language). These two concepts arc operationally independent within
limits, though statistically considered, such independence may not
always hold. As is always the case, independence should be formally
demonstrated in each situation, though its assumption (whether

verified or not) often simplifies experimentation.

The word "language"” is understood as a collection of words,
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symbols, etc., with the condition that defined elements in the

language correspond to defined elements in the logical structure.

Thus the same logical structure can be presented in different
languages, and different logical structures can be presented in

the same language. Isomorphic problems are those that having the

same logical structure as presented, are given in different languages,
so that in more technical terms there is a one-one transformation

relating corresponding elements in the languages.

In order to build a problem we decide first on a logical structure,
then on the set of slements that will be given, and finally we make

it concrete by expressing it in one or several languages.

The total difficulty of the problem is agsumed to he a function
of the logical structure (intrinsic difficulty) and of the language
used (extrinsic difficulty). By definition, isomorphic problems
will have the same intrinsic difficulty, though the total difficulty

may vary from problem to problem as a result of the language used. {

The tactics that the subject uses indicate how the subject deals

with the logical structure of the problem and the scores assigned to

tactics should reflect this aspect of performance.

A logical structure like the one presented in Figure 1 can be

used to build several isomorphic problems. The symbol (T) refers to
all the elements in the problem and this is usually presented when

stating thc problem. The symbol "?" corresponds to the answer that
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the subject has to find out. Knowing T, a end b, the solution
can be obtained. If the problem is presented including questions
d and ¢, then d and ¢ together are defined as equivalent to a.
The "ideal" tactic womld be (a, b), a good tactic would be ¢, 4, |
b, and so forth. In Table 1 examples of several isomorphic

problems based on the structure of Figure 1 are given. For instance
problem & is qualitative and is presented using drawings. In problem
b, actual objects, in this case boxes, are used. Problems c, 4, e

and £ are presented in written verbal language.

By selecting the questions that are presented with the problem,
the experimenter can define, before any experimentation, the tactics
that will lead to the solution. Relevant questions are those that
provide information pertinent to the problem and irrelevant questions

are those that do not provide pertinent informetion. Relevant questions

can be classified into subclasses defined by the degree of generality
that they imply. For instance in Figure 1, guestion a is more general
than either ¢, 4 or b. The farther we move towards the right in the
tree of Figure 1, the less general would be the corresponding question.
An order reversal occurs when a specific question is asked prior to

a more general question. Asking specific questions and the corres-

ponding general question is a redundancy. For scoring purposes,
specific questions are considered redundant independently of their
sequential order with reference to the more general questions. We

treat theae redundant questions as irrelevant questions. Notice
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that a question is defined as redundant only in terms of the total
tactic, so that a specific question is not redundant if the corres-

ponding general question has not been selected.

After eliminating the irrelevant questions (pulling out) the
remaining questions define the basic tactic; of these, the ideal
tactic approximates the logical structure of the problem, it.hes no
order reversals, and it isn't redundant.. The good tactics are those
that though providing enough information for the solution of the

problem, do have order reversals, and/or are redundant, etc.

A system of numerical indexes, consistent throughout problens,
and based on the properties of the logical structures has been
developed. These index values consider redundancy, reversals,
irrelevancy and length of sequence. The schema pulling out
method of scoring is computed using these definitions, and the ex-
perimental findings that I will report were obtained using this
type of scores. Though we have experimented with uncertainty

reduction scores, these results will not be presented here.

The type of scoring that we have defined is based on the
logical structure of the instrument used and does not depend
on sampling procedures. The definition of "measuring rod"
does not depend on the subjects to which it is applied, but the
values obtained do reflect differences between subjects. Clearly

thosc scores ean be treated using appropriate statistical operations.
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Further, in terms of the operations performed, the obtained scores
reflect specifically the process that the subJect goes through in
solving a problem, The function of language cen be inferred by

the differences in scores in isomorphic problems. An intriguing
and perhaps important problem raised by these procedures concerns
the element of time and order in the solution of logical structures.
On this subject we intend to pursue further research. It is of
interest to differentiate between scores based on group performance

and those that we have Just defined.

In Figure 2 are presented several matrices so defined that
columns correspond to questions and rows to order. Assume that
these matrices result from the performance of four different samples
in which there is maximal covariance between questions and order, so
that all the subjects in each sample do exactly the same. These four
samples define four sequences, that is: 1) b,a,d,c, 2) d,c,b,a,
S)E,Q,E,Qy and u4) a,b,c,d. Assuming that the ideal sequence of the

problem is d,c,b,a, then any subject following this sequence would
obtain a low score if the norms used correspond to the sequences 1,
3, or & above. That is, in spite of the fact that these sequences
represent maximum agreement, a subject following the "best" sequence
would obtain a low score. The point that we want to make relates to

the fact that agreement or popularity of response is not evidence of

“"better” performance and that these concepts ought to be clearly

djifferentiated. In terms of our pulling out scores, the values
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obtained may be low and the subjects of the sample agree in being
"wrong". As e matter of fact agreement does not necessarily make

for less ignorance. Using the concept of uncertainty, it is possible
to characterize agreement in tacties. This we have done systematically
but the results will not be reported here. In the studies to be
feported we have evaluated subjects both in terms of the schema pulling

out score and in terms of sgreement in tactics.

Some Experimental Results

In several studies we sought to differentiate experimentally
logical structures and language. These efforts ran parallel to
sharpening the properties of our instruments and our scoring pro-
cedures. The possibility of isolating these components of a thinking
Process was sketched over 20 years ago (2), though at that time we

did not have the appropriate instruments to test these two varisbles.

Recently (4) we suggested the following definition: in a
restricted sense, thinking can be understood as an attempt to
make explicit and communicable (to one's self or to others) the
formal properties of a problem. Notice that the subject may or
may not be aware of the logicel structure of the problem, but

still his performance may indicate how he deals with it. Further

we differentiated onc-one and not one-one, and onto and not onto

langnages.
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Languages approaching the onto property as opposed to those
of a non-onto character are those by means of which more logical
structures can be expressed. One language that seems to approach
the onto property is the ordinary verbal language, by means of
which almost all logical structures can be expressed. The languages
in current usage may differ in their onto property. But an onto
language may not be one-one, in the sense that one and only one
unit in the language might not correspond to one and only one unit
in the logical structure which, of course, introduces uncertainty.
On the other hand certain languages may be one-one though the
logical structures that can be expressed may be fewer in number
then what is the case with the onto languages. These one=-one
languages though precise may be non-onto. This would bg the case
of certain abstract symbolic languages by means of which high
precision is attained though the str;ctures that might be expressed

with them are limited in number.

To test some of these hypothetical experimental considerations,
we administered 20 problems to 150 subjects between 18 and 22 years
of age. Out of 20 problems, 16 were built around four logical
structures, structure 31 (a tree with a double dichotomy, as shown
in Figure 1), structure 33 (a dichotomy and a trichotomy), and
structure 35 (a tree with with trichotomies). Structure 60

consisted of a dichotomy and a trichotomy, as shown in Figure 3
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but some branches converged towards the right. For each structure,
four isomorphic problems were built using: A (verbal language), B
(abstract symbolic language), C (negative abstract symbolic language)
and K (concrete geometrical drawings). The problems are identified

as 31A, 31B......60K. The four remaining problems were of a different
type and will not be discussed here. The factor analysis of the
tactic scores gave a clear oblique simple structure as indicated in

Table 2.

Of the T factors, 5 are readily interpretable. Factor B includes
exclusively all the problems presented in K language (concrete geom-
etrical drawings), regardless of logical strusture. Factors A and E
have a high correlation among themselves (+.52) and seem to be defined
by the B and C languages (abstract and negative abstract). While
factor E is defined by structure 31, factor A includes both structures
33 and 35. It is possible that the relative greater comnlexity of
of structures 33 and 35 by comparison to structure 31 is here influential
in defining factors A and E. On the other hand the common language
that appears to both factors may generate the previously reported
correlation. It is extremely intriguing that factor C is defined by
structure 60, in all languages but K since problem 60K contributes
to define factor B. It should be remembered that problems of the
series 60 correspond to structures with some unique features as
described above. Fuctor D includes problems presented in verbal

Tangnage throughout differcent logical structures, and this tends
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to be of the onto type. The results seem to indicate that languages
K (conerete) and A (verbal) run through a larger variety of logical

structures, perhaps at the risk of being less precise then languages

B and C.

It is unavoidable for us to suggest that this type of experimental
results is pregnant with possibilities; for instance, the interplay
of language and logical structure in the development of knowledge and
science or for a more concrete and applied example, the changes of
these variables through maturation and education, pathological changes,
ete., We are now completing a 5 year longitudinal study with children
between 7 and 12 years of age, Where this problem will be further
explored. In terms of these results it seems appropriate to say that
if a subject is able té solve a problem in any one of all the possible
languages in which it mey be given, then the subject cen operate with
the logical structure implied in the problem. This provides a way ct
testing logical structures at different ages. Recently it was found
that prelingually deaf children between 6 and 8 years of age did
solve problems as well as normal children, provided these problems

were presented using drawings (11).

In another study we explored the tactics used by subjects
between 9 and T9 yeers of age when solving problems built around

struncture 31 presented in verbal and abstract languages, as shown
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in Figure 4. The curves are parallel so that from an average age
of approximately 10 to 13 and up towards the older ages, the B
language (abstract-symbolic) alweys gives a lower score than the

A language (5).

Finally in an earlier research (6) we studied children of T,
9, 11 and 13 years of age (30 subjects per age group). Six problems
were administered to them except at age T, when only three non-verbal
problems were given because some of the children could not read

properly.

Both problems A and B were presented using wooden blocks of
different colors (red and blue) and drawings (circles and squares)
as can be seen in Figure 5. The subject had to find out how many
objects were inside the red circle portion in block X. The verbal
form of problem A was problem V;. In problem B, blocks R and BC
were not given. Problem V, was iscmorphic to problem B. The
structure of problem C consisted of a2 dichotomy (red and blue) and
& trichotomy (circles, squares and triangles) and was presented
using blocks as shown in Pigure 6. Problem 31A was verbal and

included two dichotomies.

As indicated by Figure 7, it is clear that the solution of
problems A, B and C improves with age. In the case of problems A

and B, the improvement is especially noticeable between 9 and 11




‘_*l9—-

years of age. The improvement with age when using a more complex
structure like in problenm C is more progressive. The difference
for successive ages were in all cases significant. The lack of
parallelism between the curves corresponding to problem C and
those of problems A and B, suggest an interaction between age

and logical structure as presented in these problems.

The isomorphic problems A and Vl do not show interaction
between age and language though therc is a significant improvement
(.01 level) due to age as shown in Figure 8. But with the isomorphic
problems B and V,, there is significant improvement with age, as
well as a significant interaction (.01 level) between apge and
language as indicated in Figure 9. Notice that between age 11
and age 13, the scores in the problems using verbsl language (prob-
lem Vg) increases more than when the manner of presentation is made

using colored wooden blocks.

Remembering that problems A and Vi and B and Vo differed only
because in problems B and V» the number of possible choices were
reduced, the problems B and V, may be considered to be more "complex"
than problems A and Vi. It is interesting to find out that no
interaction belween age and langunge was found for problems A and
Vi1, but that such interaction occurs in the case of problems B
and V,, with the verbal language increasing more rapidly than

the concrecte language (problem B).




Summarizing: it seems that in cognizing cognitive processes &
clear differentiation should be made between the contribution of
language and logical structures, since these two components have
apparently a definite function in cognition. Scoring tactice
provides information that is not usuaslly obtained in current
testing operations. It also brings into the foreground the
element of time and order in logical structures. The development
of these logical structures and of language in terms of their onto
end one-one property seems worth exploring. The implications may
well extend into other areas as we are now observing in relation

to autonomic variables, personality and perceptual factors, memory, ete.




a3

~ e
) S

O+R+8=0+ d=.N

+
°s,d J0 §,7 I2yjle aq ued

§.,4 9yl pue s,J 10 s,)D
I2Yylla 2q ued S,V 2yl

Za1oyl =2ae s,D 2232yl 2ae s,9 '3 g-d-N ‘uorinjos ‘s,d 310 s,y 1924312 2q
os1e 21e jeyl osie aie 3Byl joaeyl aae *s,d oste ued ssayl ‘'sioafqo N
s,d Auew moj s,y Auew mojy s,v Auew MOH eie s,d Auew MOH 3o 1e303 ® ST 2194l 3
o ' *saa1jeBeu sesn 3T InG P, 03 IB{IWIS ST ,2, WATQ01d )
*s,q 1o
S,0 19y3lIe 2ae s,d 9243
4 K . 01 pue s.d I0 s,D I19Yl1d
é2Iaql =2ae s, D 22192yl =ae s,H Z2aayl 2ae (s.d ‘g :uor3Inios 21e s,v 24], °Ss,d pue
osTe o21e eyl osie aie 31wyl pue s,D yioq) és.a S,V peires s3iddfqo o¢
s,9 Auen Moy ~ 8,y Ausm MOY s,V Auew MOj OSTe 2Ie s,d Auem MOH 3O [e3031 ® ST 2a2Yyl P
'S1 °G
SUsT1Sug <us118ug 01 ' iuorInyos *SOTleWOYlIBW DuUB YST]
Butdpniys Suy4pnis .STa18 2ae *soT3em -8ug Buidpnis a2ae oym
exe sfoq ay3 21e sTa18 2u3 sjuapnis 2ayjl -2y3jsuw Butdpnis ‘s1x18 pue sdoq yioq
Jo Auew MOW{ Jo Auem MOl Jo Auem MOH 2ae sdoq Auew MOYH sjuspnis Q¢ 2ae 219yl b
oc
2(an1q
Sl 01 pue p21 Yyioq) *s9xX0q 2s2Yyl ul
£S9X0q oniq saxoq =niq $9X0qQ s102(qo o 3o 1El103 ®
punox 2y3 2aenbs =ayj 2aenbs ay3 ‘6T ‘uorinios ST @219yl °°niq IO
ut s3oe2fqo ur s3oalqo ut s3oefqo *S9xX0q Pl poa 12Yylio ose 2ae
Jo aaqunu Jo l1esqunu 3o 1aqunu punol ay3 ul 219Y3 yoiym s2xoq 2aenbs
2yl ST 3IeyM 3yl ST 2leym 243l ST IPUYM aae s3o2(qo Lueuw #mojy puU® puUNOl1 a1e 219YJ q
*ON *3e0q 23ITyYM ~aniq 2ae
*ON *oN éieoq (23TyM Jo 1I®¥Ws ¥ :uOTINTOS SI9Yyl10 pue 23Iym aae
Z3ieoq oniq ¢3ieoq aniq a2n1q I3Yyii) U9s0yo sem 2W0g “‘s3ikoq Iiews pue
ITews © 3T s} 81q ® 3T SsI 81q ® 31 81 3e0q 3JO 90kl YOTIUM sjeoq 31q 2ie 2194y €
(q) uotrisand (9) uotrisand (e) uotrisand uoT3INTOS pue (1) uaATH uorjEmWIOIUT swaiqoad

wW21qo1d JO jucmalels

T 378VL




TABLE 2

Factor Analysis of 20 Cognitive Problems
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+ indicates loadings higher than +.25
~ indicates loadings less than -.25
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