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Abstract
These materials were written with the aim
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School Mathematics (CCSM) regarding the goals and
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of probability be introduced in the elementary grades.
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to becov.1 familiar, by direct experiment, with important
probability ccncepts before they are to be studied at a
more sophisticated level. [Nct available in hardcopy due to
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PROBABILITY

Section I

Most people find it difficult to think about chance events. Letts

41- see if we can agree on answers to the following questions:
CC)

Question 1: If we drop a nail from a height of about 4 ft., will it land

prN in a "point-up" position,

or in a "point-down".position?
UJ

Question 2: If we drop a thumbtack from a height of about 4 ft, will it

land in a "point-up" position,

or in a "point-down" position?
"11.

(2)

Question 3: Alai, says that if we drop a thumbtack 20 times, from a

. height of about 4 ft., it will land "point-ue 7 times, and "point-down" 13 times.

Do you agree?

Perforcing an Experiment and Recording 11:11:a

In dropping a thumbtack 20 times, and recording the outcomes, we are

performing an experiment. It is usually desirable to drop the thumbtack in nearly

the same way each time. We can do this by setting the tack "point-up" on a desk,

and slowly pushing it off the desk by means of the edge of a book. You can think

of many other ways to achieve uniformity: for example, you can rest your fore.aTta..

on a desk and hold the tack in a paper cup, then turn the cup quickly upside down,

046 so that the tack falls out.

The way that you record your data is also important. You want to pre-

serve as much of the data as possible, so that you can use it to answer new questions

that may arise in the future. One way to do this, in the thumbtack experiment, is to

use the letter "13" to mean "point-up" and to, use tha letter "D" to mean "point-down".

4vp



2.

Record each outcome in the orZei of occurrence, grouping the symbols in groups of 5,

so that your record for 20 drops might look like this:

UUUDU
D UUDD
DUUDD
D UUDU

Question 4: Jerry says that you can't be sure of the outcome when you

drop a tack 20 times, because 20 is too small a number. He says that Alan could

.guess the outcome more clOsely if we used 40 drops, instead of 20. What do you think?

A Big Experiment

In order to answer Jerry's question, Alex suggested a co-operative

experiment by the entire class.

Each person dropped a tack 20 times, and recorded the "Ws" and "D's"

in the order in which' they occurred, grouping them into groups of 5...

After this data had been recorded, the class tried to decide whether it

was easier to guess the outcome for 20 drops or for 40.

They decided that part of the problem was the question of "ccnoistency"

or "stability". Here is what Alex did with the data recorded by Marilyn,Jerry,

Harold and Ellen. Their original data looked like this:

Marilyn: pp pup
D DDUD
U DDUD
UDUUD

Harold: UUDUD
U UDUD
D UUDU
D UDDD

Jerry: DUDUU
D UUDU
U UUUD
U UUUU

Ellen: UDUUD
U UUUU
D DITUU

D DDUD

Alex made 4 groups of 20 drops, as follows:

Marilyn 12 "downs" and 8 "ups"

_Jerry 5 "downs" and 15 "ups"

Harold 11 "downs" and 9 "ups"

Ellen 8 "downs" and 12 "ups":
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Alex was trying to see how ruch variation there as in the number of times the

tack landed "point-up" in 20 drops.

Marilyn 8 "ups'

Jerry 15 "ups"

Harold 9 "ups"

Ellen 12 "ups"

Question 5: Do you think that these numbers vary so much that it is

hopeless to try to guess the number of U's that will appear in 20 drops?

Alex combined Marilyn's and Jerry's data, to get a group of 40 drops:

Marilyn and Jerry: '17 "downs" and 23 "ups"

Combining Harold and Ellen's data, he made another group of 40:

Harold and Ellen: 19 "downs" and 21 "ups"

In order to get 2 more groups of 40 drops each, Alex used the data recorded by 4

other members of the class:

Tony: UUUUD Richard: DUDDD
U DDUU DUDDD
UUUUD DUUDU
U DDUU DUDDD

Nancy: DDUDU Susan: UUUDD
. :

U UUUU DUDUU
U UUDD UUDDU
U DUUU UUDDD

Tony and Richard: 6 + 13 = 19 "dolma"

14 7 = 21 "ups"

Nancy and Susan: 7 + 9 as 16 "downs"

13 11 = 24 "ups"

question 6: For 20-drop groups, the number .of "ups" in each of 4

groups were:
8, 15, 9, 12

For 40-drop groups, the number-of "ups" in each of 4 groups were: 23, 21, 21, 24.

Which would you rather try to predict, the outcome for a group of 20 drops, or

the outcome for a group of 40 drops?

Question Jerry says there is not enough data here to be convincing.

Can you suggest a way to get more data?

1loaa"14.0.1184................ 4101.111 Alt



lere is the data taken by other members of the class:

Joan: UUDDU Jim: DUUDD
D UUDU -DDUUD
U DUDU UDDUU
U UDDU UDDUU

Francis: D DUD U
D UUDD
D UD DU
D UDDU

Marge: DUD UD
U DDDU
D DUUU
D UDDU

George: DDDUD
U DUUU
D DDUD
U UUDU

Jeff: UDUDU
D UDDD
U DDUD
D DUDD

Tony: DDDUD
U DUDD
U DUDD
U DDDU

Rene: UUUUU
D DDDD
D DUUU
U UDUD

Steve: UUU DU
U UDUD
D UUDU
U DDDU

Mary: UDDDD
D UUUD
D UDUD
D UUUD

Ann: UDUUD Jake: DDDDU
U UDUD UUUDU
D DDUU DDDUU
D UUUU DUUUU

Jerry row made up 10 groups of 5 drops each, using the first awl drops

from the first 10 students:

IlLunber of of 5 drops?

2, 3, 3, 3, 4, 1, 2, 3, 3, 2



Similarly, he made up 10 groups of 10 drops each, by using the last 10 drops

of each of the last 10 students:

Number of 'ips" in each group of 10.1Eam

6, 6, 5, 3, 5, 5, 6, 5, 4, 6

He made up 10 groups of 20 drops each, by using the last 10 drops from every

student:

Number of "u21Arulach groan of

14, 7, 12, 12, 10, 10, 9, 10, 11, 11

He made up 10 groups of 40 drops each, by combining the work of pairs of

students:

Nutitrieach group of 40 drops

23, 21, 21, 24, 20, 17, 20, 22, 16, 24

.Question 8: Is it easier to predict the outcome for 5 drops, or for

10 drops, or for 20 drops, or for 40 drops.

2924-66



Section II

Permanent Experiment 4 1

Why don't you perform a big thumb-tack experiment with your class?

If you have 20 or more people in class, have each person drop a tack 40

times. Have him record each "Up" or "Dowe as it occurs, and separate

his answers into groups of 5 each. Thep, by combining groups, you will be

able to get 10 groups of 5, or 10 groups of 10, or 10 groups of 20, or

10 groups of 40, or 10 groups of CO.

mcm,..AlLysREAata: We will be able to make use of it again

In the future.
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2.

Is the number of U's more predictable in a large sam le

or in a small semi?

A. Record the number of U's in each of 10 groups of 5:

111111114111111111

B. Record the number of U's in each of 10 groups of 10:

andrOMMO IMMOMPOMO SWWWIIIM

C. Record the number of U's in ouch of 10 groups of 20:

D. Record the number of U's in each of 10 groups of 40:

E. Record the number of U's in each of 10 groups of 30:

Question 1: Looking at your data above, where is it easier to predict

the number of U's, in groups of 5 or in groups of 20, or in groups of SO?

Question 2: Can you describe what we mean by the "variability" in a set of

numbers? Which set of numbers shows the greatest variability, the set

recorded under A, or the set recorded under C, or; the set recorded under E?

We need some good methods for studying how much "variation" there

is in a set of numbers. Here are 5 methods:
1

1. We shall take our data from Section I. Why don't you use data

from the experiment that your class did.

.1
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I. The Method of "Just Looking".

For groups of 5, tie got these numbers: (counting "Ups")

20 3,.3, 3, 4, 1, 2, 3, 3 .2.

For groups of 20, we got these numbers:

14, 7, 12, 12, 10, 10, 9, 10, 11, 11.

By just looking at these numbers, which set of numbers seems to

show greateevariation"?

II. The Method of Graphs.

We can show the first set of numbers of a graph like this:

number of

occurrences

number of
occurrences

0 1 2 3 4 number of U's in the group

Euraber of "Ups" in 10 groups o. 5 drops

x

X

1 2 3 4 5 6 7 3 9 10 11 12 13 14 15 16 17

number of U's in each group
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VU:no n5 rUDS" in 19.gx9uumaf 22.1Ezat

From looking at these two graphs, which set of numbers seems to show

greater variability?

III. The Method of Mean Absolute Deviation from the Mean.

One good method requires that we compute the "average" or 'mean"

for each set of numbers:

2 + 3 3 ; - 3 + 4- : - 2 + 3 - : 3 - : 2 = = 2 6

26
10

= 2.6

14 J.- 7 +12 4- 12 4 10 4- 10 + 9-1.- 10 4- 11 11 = .106

106
= 10.6

10

We then compute the distance (am the number line) between each

number and the mean:

12 - 2.61 =0.6

13 2.61 = 0.4

13.2.6) =0.4

13 a. 2.61

14
2.61

. 2.61

12 2.61

13 2.61

13 - 2.61

= 0.4

= 1.4

= 1.6

0.6

= 0.4

= 0.4

12 - 2.61 m 0,6

We have now computed the "deviations from the mean" for our first set of

numbers. We now proceed to compute the average deviation by averaging these

new numbers:

0.6 0.4 4- 0.4 0.4 1.4 41.6 4- 0.6 4- 0.4 +0.4 0.6 = 6.8

6.0 = 0.68
10



5.

This is the mean absolute deviation from the first sot of numbers (groups

of 5 drops).

_row, let's do the same thing with our second set of numbers (groups of 20

drops):

114 - 10.61 = 3.4

17 - 10.61= 3.6

112 - 10.61= 1.4

112 - 10.61= 1.4

110 - 10.61= 0.6

110 - 10.61 0.6

19 - 10.61m 1.6

110 10.61= 0.6

Ill -10.61= 0.4

Ill
10.61= 0.4

3.4 + 3.6 1.4 - 1.4 - 0.6 0.6 4- 1.6 0.6 + 0.4 4- 0.4 = 14

14
=

1.4

This is the mean absolute deviation for the second set of numbers

(groups of
1

20 drops).

From this method of comparison, which set of numbers seems to vary more?

IV. The Method of Comparing Ranges.

For the first set of numbers

2, 3, 3, 3, 4, 1, 2, 3, 3, 2

the smallest is 1 and the largest is 4. The range, therefore, is

4 ... 1 = 3

For the second set of numbers

14, 7, 12, 12, 10, 10, 9, 10, 11, 11,

the smallest is 7 and the largest is 14. The ,range, therefore is: 14 - 7 = 7.
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From comparing the ranges, which set of numbers seems to show the greater

variability?

V. Tile Method of Comparing Tr etedRanges.

To use this method, we arrange the numbers in order of size:

1, 2, 2, 2, 3, 3,

7, 9, 10, 10, 10,

3, 3, 3 4

11, 11, 12, 12, 14.

We then "trim!' each set by discarding (say) the two "largest" and

the "smallest" numbers in each:

2, 2, 3, 3, 3, 3

10, 10, 10, 11, 11, 12

For these "trimmed" sets of numbers, we compute the ranges:

3 - 2L1 1 trimmed range for first set of numbers (groups of 5)

12 - 10 = 2 trimmed range for second set of numbers (groups of 20).

By using this method of comparison, which set of numbers seems to show

greater variability?

guestianl: Which set of numbers, in your data, shows greater variability,

the set recorded under C, or the set recorded under E?

Question 4: Can you predict the total number of "Ups" more accurately in

email numbers of tosses, or in large numbers of tosses?

Ouestion 5: If we want to get a set of numbers showing twice as much

variability, should we use sample sizes twice as large? One-half as large?

four times as large? One-fourth as large? Or what?

.Question 6: Do you know how mathematicians express the answer to Question 5?

Question 7: Tr lhat advantages and disadvantages can you find to help choose

between the 5 different methods for comparing variability?
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4

7.

Question C: Jerry says that, even though the second set of numbers seemed

to show more variability, there is some sense in which it really shows less

variability. What do you think? How would zsel suggest we deal with these

two sets of .numbers?

2925-66



Section III

Proportional Occurzeuce of U's

Question 1: Ellen says that even though the total number of U's is harder

to-predict for larger samples, the proportional occurrence of U's is easier

to predict for larger samples. What do you think? What does your data

suggest?

Let's test Ellen's suggestion by each of our 5 methods for comparing

variability. In Section II we compared the variability of the total number

of U's. We ncw compare the variability of the proportional or fractional

number of U's.

Question 2: Row do you expect the variability of the fractional number of

U's in the 5 drop case will compare with the fractional number of U's in

the 20 drop case?

Method

The fractional number of U's in the 5 drop case can be found by taking the

total number of U's:

2, 3, 3, 3, 4, 1, 2, 3, 3, 2

and dividing by the total number of drops (in this case, 5):

2, 3, 3, 3, 4* 1, 2, 3, 3, 2
5 '5 5 5 5 5 5 5 5 1r

Por the groups of 20 drops we get

pi, 7, 12, 12, 10, 10, 9, 10, 11, 11

21 20 20. 20 20 20 20 2020. 20

Can you tell, by just looking, which set of numbers varies more?

Method II: Comparison by Graphs.

We shall mark both sets of numbers on the same graph, using es to

indicate the 1st set, and 0's to indicate the 2nd set:



frequency
of occur -

rence in
the set o
ilumbers

L.

as

=1.1111

i( 7 E 9 1; 11 12 a 14 Ci 1G 13 10 19

2 0 20 i b l o 1 0 70.1) 7.0 20 20 20 20 20 20 20 20 20 20

frictional number of U's per group

Which set of numbers shows greater consistency? Wick shows greater

variability? Did it wort: out the way you expected?

Method III: Comparison of Mean Absolute Deviation from the Sample Mean.

Evidently, the mean for the 1st set of numbers must be

2.G
= 0.52

10.4

10.6

104

10.0

The absolute deviations from 0.52 are

- 0.:32/3:2 0.12

- 0.524= 0.00

- 0.52 ing 0.03

- 0.521 = 0.03.

111.15....,..141 is*
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/0.8 - C.521 = 0.20

10.2 0.52) m 0.32

10.4 - 0.521 fz. 0.12

- 0.521 = 0.05

10.6 - 0.521 = 0.041

)0.4 - 0.521 = 0.12

Averaging these deviations, ue get

0.12 0.00 0.03 048 + 0.28 0.32: 0.124- 0.08 -I- 0.08 + 0.12 = 1.36

1.36 = 0.136.-- This is the mean absolute deviation for the 1st set of
10 numbers (group of 5 drops).

We can now do the same thing for the 2nd set of numbers (groups of 20

drops):

The mean is

10.6
= 0.53.

20

The absolute deviations from this mean are:

l0.7 40 0.531 = 0.17

10.35 - 0.531 = 0.18

i0.6 0.53Im 0.07

/0.6 0.53/ = 0.07

/0.5 es 0.53/ = 0.03

/0.5 7 0.51/ = 0.03

10.45 - 0.531= 0.03

10.5 - 0.54= 0.03

10.55 a. 0.54= 0.02

10.55 0.531 = 0.02

r k
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0.17 J.- 0,18 0.07 0.07. 0.03 0.03 +0.08 + 0.03 4- 0.02 + 0.02 = 0.7

0.7
= 0.07"."-- This is the mean absolute deviation for the 2nd set of

10 numbers (group of 20 drops, using proportion of U's

rather than total number of U's).

Which set of numbers seems to vary more? HOW much more?

I.V. The Method of Comparing Ranges

The'lst set of numbers (proportion of U's in group of 5 drops) is

0.2, 0.4, 0.4, 0.4, 0.6, 0,6, 0.6, 0.6, 0.6, 0.8

The smallest number is 0.2, and thellargesyx 0.8. Consequently,

the range is 0.8 - 0.2 = 0.6.

The 2nd set of numbers (proportion of U's in groups of 20 drops) is

0.35, 0.45, 0.50, 0.50, 0.50, 0.55, 0.15, 0..60,1).60, 0.70,

The largest is 0.70, and the smallest is 0;35. Consequently the

range is 0,70 - 0.35 = 0.35.

V. The Method of "Trimmed" Ranges

For the 1st set of numbers, we delete the two largestand the two smallest,

to get a "trimmed" set of numbers:

0.4, 0.4, 0.6, 0.6, 0.6, 0.6.

The range is now. 0.6 - 0.4 = 0.2.

For the 2nd set of numbers (groups of 20 drops), if we omit the 2 largest

and 2 smallest we get the "trimmed" set of numbers:

0.50, 0.50, 0.50, 0.55, 0.55, 0.60

The range of thidbtrirsaad: set is 0.60 - 0.50 = 0.10.

Question #3: Does the total number of U's vary more in large samples, or in

small samples?

Question #4: Does the proportion of U's vary more in large samples, or in

small samples?

Question: #5: Can you summarize what we have learned? What does your data

seem to indicate?
2926-66
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Section IV

Variability of Total Number of U's, and of Proportion of U's, in Large

Samples and iu Small Samples.

(Summary of Sections

Alex says that mathematicians talk about our thumb-tack experiment this way:

When we were using 10 groups of 5 drops each, they would say we had a

sample size n, equal to 5.

When we were using 10 groups of 20 drops eaeh,
1

they would say we had

a sample size n, equal to 20.

In general, when we increase the sample size by making it 4 times as big,

the variability of the total number of U's would be expected to increase by

a factor of 2. Consequently, mathematicians say th4t the variability of

the total number of U's increases as 107

.Inthefractional proportion of U's, however, the situation is quite

different. Here, if we multiply the sample size by 4, the variability of

the fractional proportion of U's decreases by a factor of 2. Consequently,

mathematicians say that the 'fractional
1

ractional proportion of U's decreases like pit

Question. 1: Is this what your data seemed to indicate?

Question 2: Could you come closer, in predicting the number of Ws, fivm

a small number of drops, of from a large number of drops?

Question 3:Does your data become more variable or less variable, as you go

to larger-sized samples?

Question 4: Can you summarize what we have learned?

Question. 5: Why do you think we use fractions so much in the theory /of.

probability?



Section V

A Telephone Book Experiment

Experiment II. Look at some "randomly chosen" page well into the phone

book. Make a record of the last digit of the 1st 40 numbers of the page,

grouping by fives as usual. Each student should collect this data inde-

pendently, so that we can combine into a "big experiment." From this record,

determine the frequency of occurrence of each digit, and the relative fre-

quency of each. Study the variability of these frequencies as a function

of sample size, as was done in Experiment 19

Here is some typical data (although you will undoubtedly want to work

with data collected by your own class):

Harold's) data:

4, 9, 5, 6, 3

5, 6, 5, 4, 4

2, 9, 4, 2, 2,

8, 0, 8, 4, 3

4, 4, 0, 5, 6

8, 9, 9, 0, 8

Os 2, 0, 7, 3

0, 1, 8, 4, 6

Judy's data:

3, 3, 4, 7,0

5, 3, Os 9, 6

2, 8, 7, 9, 4

C, 5, 9, 6, 4

9, 5, 9, 3, 9

8, 9, 9, 6, 7

1, 79 79 99

6, 6, 8, 8
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Using only Harold's an' Judy's data we find:

digit total number of occurren,:-,.!

2.

relative proportion of occurrences
0 o, o, o, 1, 1, 1, 2, 1, 0, 1 0, 0, 0, 1, 1, 1, 2, 1, 0, 1

5 5 5 5 5 5

1 0, 0, 0, 0, 0, 0, 0, 1, 0, 0 0, 0, 0, 0, 0, 0, 0, 1, 0, 0
5

2 0, Os 3, 0, 0, 1, 2, 1, 0, 1 0, 0, 3, 0, 0, 1, 2, 1, 0, 1
5 5 5 5 5

3 1, Os 0, 1, 0, 0, 1, 0, 2, 1 1, 0, 0, 1, 0, 0, 1, 0, 2, 1
5 5 5 5 3

4 1, 2, 1, 1, 2, 0, 0, 1, 1, 0 1, 2, 1, 1, 2, 0, 6, 1, 1, 0
5 5 5 5 5 5 5

5 1 , 2 , 0 , 0 , 1 , 0 , 0 , O , 0 , 1 1, 2, 0, 0, 1, 0, Os 0, 0, 1
5 5 5 5.

6 1, 1, i

0, Os 1, 0, 0, 1, 0, 1 1, 1, 0, 0, 1, Os 0, 1, 0, 1
5 5 5 5 5

7 0, 0, Os Os Os 0, 1, Os 1, 0 0, 0, 0, Os 0, 0, 1, 0, 1, 0
5 5

8 .09 Op Op 20 00 20 00 10 10 0 0, 0, 0, 2, Os 2, 0, 1, 1,
5 5 5 5

0

9 1, 0 1, 0, 0, 2, 0, Os 0, 1 1, 0, 1, 0, Os 2, 0, 0, 0, 1
5 5 5 5

In order to study 10 groups of 10, we need more raw data. Here is

Marilyn's data:

9, 2, 0, 4, 3

Cs 7, 7, 71 4

2, 1, 6, 1, 4

3, 3, 9, 7, 9

7, IS 1, C, 0

7, 9, 4, 1, 6

4, 1, 4, 9, C

4, 4, 1, 3, 7
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uomocD.of Digits in Each o 10 qmiespla

digit total number of occurrences relative proportion of occurrences

0, 1,.0, 0, 0, 1, 0 0, 1, 2, 3, 1, 0, 0, 0,1, 0
10 10 10 10 10

1 Om Os Os 1, 0, 0, 0, 2, 1, 0 0, 0, 0, 1, 0, 0, 0, 2, 1, 0
10 10 10

2 0, 3, 0, 1, Os 1, 0, 0, 1, 1 Os 3, 0, 1, 0, 1, Os 0, 1, 1
10 10 10 10 10

3 1, 1, 0, 1, 3, 0, 1, 0, 1, 2 1, 1, 0, 1, 3, 0, 1, 0, 1, 2
10 10 10 10 10 10 10

4 3, 2, 2, 1, 1, 2, 0, 0, 2, 1 3, 2, 2, 1, 1,2, 0, 0, 2, 1
10 10 10 10 10 10 10 10

5 3, 0, 1, Os 1s* 1, 1, 0, 0, 0 3, 0, 1, 0, 1, 1, 1, 0, 0, 0
10 10 10 10 10

6 2, 0, 1, 1, 1, 1, 11, 2, 0, 1 2, 0, 1, 1, 1, 1, 1, 2, 0, 1
10. 10 10 10.10 10 10 10

7 0, 0, 0, 1, 1, 1, 1, 3, 3, 1 0, 0 0, 1, 1, 1,' 1, 3, 3, 1
10 10 10 10 10 10 10

11

8 0, 2, 2, 1, 1, 21 1, 2, 1, 0 0, 2, 2, 1, 1, 2, 1, 2, 1, o
10 10 10 10 10 10 10 1C

9 1, 1, 2, 0, 1, 2, 4, 1, 1, 2 1, 1, 2, 0, 1, 2, 4, 1, is 2
10 10 10 10 10 10 10 10 10

In order to consider 20 groups of 20 numbers each ("samples with n

equal to 20J), we need more data:

Tom's data:

5, 8,4 5,0

7, 5, 3, 3, 0

0, 8, Os 9, 1

8, 2, 4, 0, 8

2, 5, 4, 2, 5

1, 1, 9, 7, 4

1, 9, 6, 6, 7

8, 9, 7, 6, 7
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Bills data:

0, 4, 6, 2, 3

0, 2, 5, 7; 2

0, 0, 5 5, 1

0, 7, 5, 8, 9

9, 0, 2, 4, 7

7, 0, 8, 4, 1

4, 2, 1, 4, 9

0, 3, 1, 4, 4

Occurrences of Digits'in Each of 10 Grouesga

Digit total number of occurrences relative proportion of occurrences

0 1, 5, 1, 0, 1 , 2, 5,

1 0, 19 Os 2, 2, 4, 19

2 3, 1, 1, 0, 2, 0, 1,

3 2, 1, 3, 1, 3, 1, 2,

4 5, 3, 3, 0, 3, 4, 2,

5 3, 1, 2, 1, 0, 0, 3,

6 2, 2, 2, 2, 1, 1, 0,

7 0, 1, 2$ 4, 4, 3, 1,

25 3, 3, 3, 1, 2, 4,

9 2, 2, 3, 6, 3, 2, 1,

0, 5, 3 1, 5, 1, 0, 1, 2, 5, 0, 5, 3

20 20 20 70 10 20 20 20

39 19 3 0, 1, 0, 2, 2, 4, 1, 3, 1, 3

20 20 20 20 20 20 20 20

2, 2, 2 3, 1, 1, 0, 2, 0, 1, 2, 2, 2

20 20 20 20 20 20 20 20

0, 1, 1 2, 1, 3, 1, 3, 1, 2, 0, 1, 1

20 20 20 20 20 20 20 20 20

2, 1, 6 5, 3, 3, 0, 3, 4, 2, 2, 1, 6

20 20 20 20 20 20 20 20 20

2, 4, 0 3, 1, 2, 1, 0, 0, 3, 2, 4, 0
20 20 20 20 20 20 20

3, 1, 0 2, 2, 29,2, 1, 1, 0, 3, 1, 0
20 20,20 20 20 20 20 20

3, 2, 2 0, 1, 2, 4, 4;' l; 1, 3, 2, 2

20 29 20 20 20 20 20 20 20

1, 1, 1 2, 3, 3, 3, 1, 2, 4, 1, 1, 1

20 20 20 20 20 20 20 20 20 10

3, 1, 2 2, 2, 3, 6$ 3, 2, 1, 3, 1, 2

20 20 20 20 20 20 20 20 20 20



We can now test the suggestion that the variability of totals increases

1
like Vii; and the variability of fractional occurrences decreases like

YE-

where n is the so-called "sample size."

We shall use three methods: the method of ranges, the method of trimmed

ranges, and the method of average ranges. The first two of these methods we

used in Experiment I; the method of average ranges will, however, be new.

Method of Ranges: For the total number of occurrences of the digit 0, in

sample sizes of 5 (n=5), we have:

0, 0, 0, 0, 1, 1, 1, 1, 1, 2

Evidently, the range is 2-0=2.

For the total number of occurrences of the digit( 0, m' sample sizes of

20 (n=20), we have:

0, 0, 1, 1, 1, 2, 3, 5, 5, 5

Evidently the range is 5-0=5. It is reasonably close to our generalization

that, if we multiply the sample size by 4, we double the variability (in this

case, we double the range).

digit

Here are some further comparisons:
i

Total'number of occurrcxxcs
range for range for
n =.5 n= 20

Fractional proportion of occurrences

range for range for
n= 5 n= 20

0 2 5 0.4 0.25

1 1 4 0.2 0.2

2 3 3 0.6 0.15

3 2 3 0.4 0.15

4 2 6 0.4 0.3

5 2 3 0.4 0.15

6 1 3 0.2 0.15

7 1 4 0.2 0.2

8 2 3 0.4 0.15

9 2 5 0.4 0.25



be

This table does not seem to show very decisive agreement without

generalization about variability. What do your data show?

Method of Trimmed Ranges

If we delete the two largest and two smallest members from each set, we

get
trimmed set for total no. of occurrences

digit group with n=5 group with n=20

0 0, 0, 1, 1, 1, 1 1, 1, 1, 2, 3, 5

1 0, 0, 0, 0, 0, 0 1, 1, 1, 2, 2, 3

2 Op Os Op 12 19 1 12 19 12 22 22 2

3 0, 0 0, 1, 1, 1 1, 1, 1, 1, 2, 2

4 Os 1$ 19 12 12 1 22 22 32 32 3, 4

5 0 , 0 , 0 , 0 , 1 , 1 , 0, 1, 1, 2, 2, 3

6 Os Op 02 19 12 1 1,1,1,2,2,2

7 02 09 Op Os 09 0 12 22 22 22 32 3

Op Op 09 Op 19 1 1,1,2,2,3,3

9 0,0,0,0,1,1 2,2,2,2,3,3

For the trim:cod-ranges we get:
trimmed range for total trimmed range for fractional

digit no. of occurrences 2E22ortieS....
n=5 n=20 np5 n=20

0 1 4 0.2. 0.2

1 0 2 0 0.1

2 1 1 0.2 0.05

3 1 1 0.2 0.05

4 1 2 0.2 0.1

5 1 3 0.2 0.15

6 1 1 0.2 0.05

7 0 2 0 0.1

8 1 2 0.2 0.1

9 1 1 0.2 0.05



EttleLof Amerae Ran,eze

Combining our data for all digits, we can compute the average range and

average trimmed range as follows:

AMPAge.alute

Total no. of Proportional fraction Total no. of
occurrences of occurrences occurrences

Average Trimmed range

OupwasierMoye 11.111.011011114.11.1WirWan1 , Proportional
fraction of
occurrences

n=20 0=5 n=20 n=5 n=20 n=5 nP20:

1.8 3.9 0.36 .19 0.8 1.9 1.6 .09

This table appears to fit in quite nicely with our generalization that the

variability of total number of occurrences increases likeNa, while the

variability of the fractional proportion of occurrences decreases like
1

P

as the sample size n increases.

What do zon data show?



Section VI

balmarstalUdaJISsia

Impiment III: Each member of your class can toss a coin 40 timesl, recording

each occurrence of heads and tails in order. Keep these records in groups of

5 tosses each. Keep this tie can use it repeatedly in

the future! You can study the variability of total number of heads, and

fractional proportion of heads, as functions of the sample size n.

ghat do you expect to find? Here is the record of 2,000 tosses of

U.S. coins:

11HHTH
TTTTH
H HHTT
H HHTT
H TTTT
H THT}I

H HTTT
H TTHT
H TTTH
H TTHT 50

THHHH
H HHHP.

H HHTT
TTHTT
THTTT
H TTHT
H TTHH
H HHTT
H TTTH
H THHH
7.11HTT

THTTH
H HTHH
H HHTH
H TTTT 200

THTTT
THTEH
TTTHH
H HHTT
THTTH 100

H HTTT
TTTTT
H TTTT
TTHHT
TTIITT
H T Tit T
TTHTT
H THTT
THHTH
H TTTT 150

TTTTH
THTTH
TTTHH
TTTHH
H TTTT
H TTTT
H TTTT
H TTTT
H TTTH
THHTH 350

1. You may want to get records of even more tosses; perhaps a total of at
least 2,000.



2.

H HHTH THHTT
TTHTH THTHT
TTTHH H 11711H

...H H T. T T

H HTHT TTHTH
TTTHH 'HHHHH.
H THHH HHHTH
E TRHH TTHHT
THTHH THTTH
H HTTH 250 HTHHT 400

THTHH HTHHT
THHTH THHHT
TTTTT THTTT
RHTTT TTTHT
TTTHH HHHHH
THTTT HHEHH
E TTHT HHHTH
TTTHT TTTHT
THTTT HTHHH
THHHH 300 HTTHH 450

TTHTH HHHHH
THHTT HRTHH
TTTHH HTTHH
iHRHE THTHH

1

H THHTTT T ri
H H T H T HHTHH
HHTTH ilHHTT
T T H

H HH T T
THHTT 500

(Section VI is temporhrily left incomplete. In the completed version,
one would treat this data as in the preceding sections, studying empirically
the variability of totals and ratios as a function of sample size.)

(This coin data would also be used later for an empirical comparison
of the "compensation" vs. "swamping" theories of the law of large numbers.)

2pea-66



Section VII

An AbstFc,:t Model for Chance Events

In the preceding sections, we have made empirical studies of variability,

using thumbtacks, telephone' directories, and coins. We have seen that as we

make our samples larger, the variability of the total number of occurrences

of (say) an "Up", or of a "head", becomes larger. However, the fractional

proportion of "Ups" or "heads" varies less for larger samples.

Can we use this apparent stability of the fractional proportion of

heads as the foundation for a mathematical model? We would like our model

to help descrilde "chance" events. Let's see if we can make one that will

have some usefulness.

To begin with, let us think of the example of the last digit of a

telephone number. We can make a 2-dimencional graph by representing the

possible outcomes along the horizontal axis

0 1 2 3 4 5 6 7 8 9

and representing the fractional proportion of occurrences along the vertical

axis. Suppose, for 2 numbers, the last digit of one was 7, and of the othei

was 4. Then the fractional proportion of occurrences would be

Digit 0 1 2 3 4 5 6 7 8 9

Fractional 0 0 0 0 7i 0 0 1g 0 0

Proportion
of Occurrence

and the corresponding graphical representation would be

41, 4,r *46......MO*444

1

0

A

1 2 3 4 5 6 7 8 9

..



Suppose the experiment of selecting 2 numbers were repeated; and the final

digits were 2 and 4. This new graph would then look like this?

1.

3/4 x x

0 1 2 3 4 5 6 7 C 9

We can make a 3-dimensional picture by arranging these two planes parallel

at two different points on a "time" axis:
ArN

time

Suppose we toss a coin 6 times, at 5 second intervals. tie could represent

the outcome by a 3-dimensional picture as follows:

0 H
to

Time in
seconds

2.

From this picture, we can see that the outcome of the 1st toss was "Heads",

the outcome of the 2nd toss was "Heads", of the 3rd also "Heads", the outcome

of the 4th toss was "Tails", and so on.



.3.

Now what did we seem to be observing in our empirical studies of probability?

For one thing, we computed the fractional average, not of a single toss, but

cumulatively over many tosses. We took a fairly long section along the time axis

and computed an average for all of the tosses inclided wiTin this time interval.

The resulting 2-dimensional graph might look like this:

fractional
proportion ?ig

of occurrences'

-
If we take longer and longer sections along the time axis, the variability

of the fractional proportion of occurences will become smaller and smaller. The

fractions appear to bA "homing in" on some constant values, from which they do not

deviate very much in large samples.

We might, then base our model upon the idea of a long-range average

1
lr

which can represent, as an average, an extended section along the time axis:



4.

Spestion I. That do you think a 2-dimensional "long-range average" would look

like for:

a) the thumbtack experiment

b) the last digit of telephone numbers

c) the coin-tossing experiment.

9uestion XI. If you computed a 2-dimensional graph of fractional occurrences

from a very long average along the time axis, would your 2-dimensional graph be

relevant to some other long average along the time axis?

We evidently can got slightly different, but quite s4ilar, graphs by averaging

over different long sections of the time axis. It is convenient to assume a "limiting"

graph towards which our long-range average graphs are tending.

We can frequently use logical analysis to determine wtoat this "limiting" graph

should be. In the case of the coin-tossing experiment, we' can argue that the coin

is reasonably symmetric, and so each side should be as likely as the other. Conse-

quently, we can expect a "limiting: graph like this:

1

T

Such logic, unfortunately, fails us in the case of the thumbtack, and we are

forced to rely upon our long-range averages computed from empirical data.

For the coin we have a good theory; for the thumbtacks we have none at all.

The case of the last digit of the telephone numbers lies somewhere in between: we

might believe that all digits are equally likely, on the grounds that the telephone

company uses essentially consecutive numbers without gaps. On the other hand, it is

harder to be sure just how telephone numbers are assigned, and so we are less con-

fident that all digits really are equally likely. It is, however, possible to com-

pare our "equally-likely" theoretical limit graph against graphs obtained empirically

from long averages along the time axis. This comparison might be quite interesting.

Alf IIIIIMIMMINOP 1./1 M.00/11M...41/1



5.

We shall make one furthAr modification of our 2-dimensional "limits" graph.

The various outcomes of an experiment are usually things like "heads", "tails",

"point-up", "point-down:, and so on. These outcomes do not naturally arrange

themselves along a number line. tie shall consequently dispense with the graphical

arrangement, and shall concern ourselves only with the set of possible outcomes,

which.we shall call a sample space.

Examples:

1) If we toss a coin once, the set of possible outcomes (or 'sample

space") might evidently be written ) H,T3

2) If we toss a single die, it can come to rest showing, 1, 2, 3, 4,

5i or 6 on its uppermost face. We can represent this set of possible outcomes

as £1, 2, 3, 4, 51 63
3) If we toss one dime and one quarter, we can list the outcome in a

definite order, giving the outcome for the dime first, then the outcome for

the quarter. Thus, HT would mean the dime showed heads, the quarter showed

tails. Using this convention, the sample space might be written

. HMI, HT, TH, TT

4) If we throw two dice simultaneously, and care only about the total

obtained by adding the two numbers on the uppermost faces, we might write

the ample space this way:

& 3, 4, 5, 6, 7, 0, 9, 10, 11, 123 .

5) For our thumbtack, the sample space might be written U, D, where

"U" means the tack came to rest point-up, and "I1" means that the tack came

to rest poinWawn.

arr.. 4.. ow*/
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We have replaced our horizon6l axis by a simple listing of the possible

outcomes of an experiment. We must, however, retdm the numberal values which our

2-dimensional limit graph exhibited along the vertical axis. We shall do this

by means of a function f whose range is a subset of the set of real numbers.

Examples:

1) For our single coin experiment, the sample space is

fH,

and the function f is defined as

f (H) =

f(T) =kj

2) For the thumbtack experiment, use your on 'data to determine f(U)

and f(d). Depending upon the kind of thumb-tack that you used, the surface onto

which it fell, and the method of dropping it, you may get different ratios of

U's and D's. If, in a drops you got b U's and a ...J2 D's, then your estimated

limit graph might result in this function:

a
a-b
a

f(U)

f (D)

Question III. liven without knowing the actual experiment and the actual sample

space that someone has in mind, can you describe certain limitations on the

function f which he must use?
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7.

The Use of Tree Graphs

The task of deciding upon a sample space is sometimes simplified by using

a 'tree graph", We can illustrate this method by an example:I

Three-child families. To study the distribution of boys and girls in

families having three children, a survey of such families is made. What is

a sample space for the experiment of drawing one family from a population

of three-child families? We can construct a "tree graph" like this:

1st (oldest)
child

2nd child 3rd child

Boy

Boy

Giri

Boy Boy

Girl

I

_Boy

Girl.
Girl

Girl

Boy

Girl

Sample
Space

BBB

EBG

BGB

BGG

GBB

GBG

GOB

GGG

In the usualset notation, we could write the sample space as

-(88B, BEG, BGB, EGG, GBB, DEG, GGB, GGG

Suggested continuation of Section VII

I) Discuss "events" as subsets of the sample space.

2) Describe the function f, extending its domain to the set of subsets of

the sample space. Include additive property.

I. This example is quoted from Probability: A First Course, by Hosteller,
Rourke and Thomas (Addison-Wesley, 1961), pp. 64, 65.

2929-66
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Section II

Permanent Experiment 0 1

Why don't you perform a big thumb-tack experiment with your class?

If you have 20 or more people in class, have each person drop a tack 40

times, Have him record each "Up" or "Down as it occurs, and separate

his answers into groups of 5 each. They, by combining'groupe, you will be

able to get 10 groups of 5, or 10 groups of 10, or 10 groups of 20, or

10 groups of 40, or 10 groups of SO.

Keen all your data We will be able to make use of it again

in the future.



i 2

number of U's more redictable in a large lama?.

or fn. a small saw?

A. Record the number of U's in each of 10 groups of 5:

1110111.01110 4111011111111110 11.9.111116

B. Record the number of U's in each of 10 groups of 10:

MINNOWN SIMINNININ MNPMioll INMMOsie 11111111111

C. Record the number of U'a in each of 10 groups of 20:

D. Record the number of U's in each of 10 groups of 40:

INUMMUM VIMINMANO INSMMINO
O 0 0

E. Record the number of U's in each of 10 groups of 80:

e a

question 1: Looking at your data above, where is it easier to predict

the number of U's, in groups of 5 or in groups of 20, or in groups of 30?

alestion 2: Can you describe what we mean by the "variability" in a set of

numbers? Which set of numbers shows the greatest variability, the set

recorded under Al or the set recorded under C, or; the set recorded under E?

We need some good methods for studying how much "variation!, there

is in a set of numbers. Here are 5 methods:
1

1. We shall take our data from Section Why don't you use data

from the experiment that your class did.



.

V , 3.

1. The 11ethod of "Just Looking".

For groups of 5, we got these numbers: (counting "Ups")

20 3 .2 3, 4,-1, 2, 3, 3, 2,

For groups of 20, we got these numbers:

14, 7, 12, 12, 10, 10, 9, 10, 11, 11.

By just looking at these numbers, which set of numbers seems to

show greater "variation"?

r.

It The Method of Graphs.

tie can show the first set of numbers of a graph like this:

number of

occurrences

I

number of
occurrences

.110,0110

X

0 1 2 3 4 number of Uls in the group

Number of "Ups" in 22.7rotps.

X

r

2 3 4 5 6 7 3 9 10 11 12 13 14 15 16 17

number of U's in each group



t

Number of"Uegtfp 19sami of 20 1E2211

From looking at these two graphs, which set of numbers seems to show

gieater variability?

III. The Method of Mean Absolute Deviation from the Nam.

One good method requires that we compute the "average" or "mean"

for each set of numbers:

24 3 -:- 3 4 44.14 2+ 3 -lc 3-k 2= 26

26Tr = 2.6
14 + 7-: 12 -: 12-: 10 + 10 4 94. 10 11 4- 11 Is .106

106

10
= 10.6

We then, compute the distance 07A the number line) between each

number and the mean:

12 - 2.61

13 2.61

13 -1.61

= 0.6

= 0.4

= 0.4

13 2.61 =0.4

P4- 2.61 = 1.4

111 . 2.61 = 1.6

l2_ 2.61
=0.6

13 se 2461

13 - 241

12- 2.61

= 0.4

= 0.4

= 0.6

We have now computed the "deviations from the mean" for our first set of

numbers. We now proceed to compute the average deviation by averaging these

new numbers:

0.6 4- 0.4 -: 0.4 0.4 4- 1.4 4-1.6 4- 0.6-- 0.44 +0.4 4- 0.6 = 6.8

6.8
= 0.68



5.

This is the mean absolute deviation from the first set of numbers (groups

of 5 drops).

Now, let's do the same thing with our second set of numbers (groups of 20

drops):

414 - 10.61 = 3.4

17 - 10.61= 3.6

112 » 10.61= 1.4

112 - 10.61= 1.4

) 110 - 10.61= 0.6

110 - 10.61= 0.6

19 ea 10.61 1.6

110- 10.6 =0.6

Ill - 10.61= 0.4

Ill - 10.61= 0.4

3.4 + 3.6 + 104 + 1.4 0.6 0.6+ 1.6 + 0.6+ 0.4 + 0.4= 14
14my - 1.4

This is the mean absolute deviation for the second set of numbers

(groups of 20 drops).

From this method of comparison, which set of numbers seems to vary more?

IV. The Method of Comparing Ranges.

For the. first set of numbers

2, 3, 3, 3, 4, 1, 2, 3, 3, 2

the smallest is 1 and the largest is 46 The range, therefore, is

4 . 1= 3 .

For the second set of numbers

14, 7, 12, 12, 10, 10, 9, 10, 11, 11,

the smallest is 7 and the largest is 14. The rancv, therefore is: 14 - 7 = 7.

1,414,11 utsvrommrerr.
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From comparing the ran?es, which set of nUmbers seems to show the greater

variability?-

V. Tile Method of Comparing Trimmed Ranges.

To use this method, we arrance the numbers in order of size:

1,-2, 2, 2, 3, 3, 3, 3, 3, 4

7, 9, 10, 10, 10, 11, 11, 12, 12, 14.

We then "trim" each set by diicarding (say) the two "largest" and

the "smallest" numbers in each:

2, 2, 3, 3, 3, 3

10, 10, 10, 11, 11, 12

For these "trimmed" sets of numbers, we compute the ranges:

3 - 2 = 1. trimmed range for first set of numbers (groups of 5)

12 - 10 = 2 trimmed range for second set of numbers (groups of 20).

By using this method of comparison, which set of numbers seems to show

greater variability?

2_2.1: Which set of numbers, in Lour data, shows greater variability,

tbo set 'recorded under C, or the set recorded under E?

Question 4: Can you predict the total number of "Ups" more accurately in

small numbers of tosses, or in large numbers of tosses?

Ouest ion If ue runt to get a set of numbers showing twice as much

variability, shculd we use sample sizes twice as large? One-half as large?

four times as large? One-fourth as large? Or what?

Swiliajv Do you know how mathematicians express the answer to Question 5?

Question 7: What advantages and disadvantages can you find to help choose

between the 5 different methods for comparing variability?



Question: Jerry says that, even though the second set of numbers seemed

to show more variability, there is some sense in which it really shows less

variability. What do you think? Bow would ou suggest we deal with these

two sets of mmbers?

2925-66



Section III

Proportional Occurrence of U's

Question 1: Ellen says that even though the total number of U's is harder

to predict for lar3er samples, the proportional occurrence of U's is easier

to predict for larger samples. What do you think? What does your data

suggest?

Let's test Ellen's suggestion by each of our 5 methods for comparing

variability. In Section II we compared the variability of the total number

of U's. We now compare the variability of the proportional or fractional

number of U's.

Question 2: Bow do you expect the variability of the fractional number of

U's in the 5 drip case will compare with the fractional number of U's in

the 20 drop case?

Method I:

The fractional number of U's in the 5 drop case can be found by taking the

total number of U's:

2, 3, 3, 3, 4, 1, 2, 3, 3, 2

and dividing by the total number of drops (in this case, 5):

2, 3, 3, 3, 4, 1, 2, 3, 3, 2
5 5 5 5 5 5 5 5 5 5

For the groups of 20 drops we get

14, 7, 12, 12, 10, 10, 9, 10, 11,11
20 20 20 20 20 20 20 20 20 20

Can you tell, by just looking, which set of numbers varies more?

Method Comparison by Graphs.

We shall mark both sets of numbers on the same graph, using x's to

indicate the 1st set, and 0's to indicate the 2nd set:



3.

frequency
)2 occur-
:enee in
the set of

lumbers

z.

. .

2.

. 3 4 5 6 7 8 9 10 11 12 1

20 20 20 20 20 20 20 20 20 20 20 20 20

14 15 16 17 13 19

20 20 20 20 20 20

fractional number of Ws per group

Which set. of numbers shows greater consistency? Wich shows greater

variability? Did it work out the way you expected?

Method /II: Comparison of Mean Absolute Deviation from the Sample Mean.

Evidently, the mean for the 1st set of numbers must be

2.6
SINNINNWAN = 0.52
5

The absolute deviations from 0.52 are

)0.4 - 0.:;2/= 0.12

10.6

Io.i

- 0.52/ = 0.00

0.521= 6:03

010521 = 040



I

i 0.8 - 0.521 = 0020

10.2 - 0.52) = 0.32

10.4 - 0.521 = 0.12

10.6 - 0.54 = 0.00

)0.6 - 0.521 = 0.00

)0.4 - 0.521 = 0.12

Averaging these deviations, we get

3.

0,12 0,03 0,03 +MG + 0,28 0,32: 0,12 0003 048 + 0.12 = 1,36

1,36
= 0.136,,-7- This is the mean absolute deviation for the 1st set of

20 numbers (group of 5 drops),

We can now do the same thing for the 2nd set ofd numbers (groups of 20

drops):

The mean is

10.6
20

The absolute deviations from this mean are:

0.53.

110.7 as 0.531 = 0.17

10.35 - 0.531 = 0.10
ri

/0.6 - 0.531= 0.6

/0.6 - 0.53/ = 0.07

/0,5 0.53/ = 0.03

/0.5 0.53' =0.03

10.45 - 0.531= 0.00

10.5 - 0.54= 0.03

10.55 - 0.54= 0.02

10.55 as 0.531 = 0.02

4114.1 sw,n..04151.1.1 1/0 4.014 AO. ,
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0.17 + 0918 0.,07 0.07 0.03 + 0.03 +0.08 + 0.03 + 0.02 + 0.02 = 0.7

= This is the mean absolute deviation for the 2nd set of
10 numbers (group of 20 drops, using proportion of U's

rather than total number of U's).

Which set of numbers seems to vary more? How much more?

I7. The Method of Comparing Ranges

The 1st set of numbers (proportion of U's in group of 5 drops) is

0.2, 0.4, 0.4, 0.4, 0.6, 0.6, 0.6, 0.6, 0.6, 0.8

The smallest number is 0.2, and the largest is 0.8. Consequently,

'the range is : 0.8 - 0.2 = 0.6.

The 2nd set of numbers (proportion of U's in groups of 20 drops) is

0.35, 0.45, 0.50, 0.50, 0.50, 0.55, 0.55, 0.40, 0.60, 0.70,

The largest is 0.70, and the smallest is 0.35. Consequently the

range is 0.70 - 0.35 = 0.35.

V. The Method of "Trimmed" Ranges

For the 1st set of numbers, we delete the two largestand the two smallest,

to get a "trimmed" set of numbers:

0.4, 0.4, 0.6, 0.6, 0.6, 0.6.

The range is now 0.6 - 0.4 = 0.2.

for the 2nd set of numbers (groups of 20 drops), if we omit the 2 largest

and 2 smallest we get the "trimmed" set of numbers:

0.50, 0.50, 0.50, 0.55, 0.55, 0.60

The range of thiWtrimma& set is 0.60 - 0.50 = 0,10.

Question #3: Does the total number of U's vary more in large smirks, or in

small samples?

Question #4: Does the proportion of U's vary more in large samples, or in

small samples?

Question: #5; Can you summarize what we have learned? What does your data

seem to indicate?
2926 -66



Section IV

Variability of Total Number of U's, and of Proportion of U's, in Large

Samples and in Small Samples.

(3ummary of Sections I-III)

Alex says that mathematicians talk about our thumb-tack experiment this way:

When we were using 10 groups of 5 drops each., they would say we had a

sample size n, equal to 5.

When we were using 10 groups of 20 drops each, they would say we had

a sample size n, equal to 20.

In general, when we increase the sample size by making it 4 times as big,

the variability of the total numberof U's would be expected to increase by

a factor of 2. Consequently, mathematicians say that the variability of

the total number of U's increases as Vi:

In thefractional proportion of U's, however, the situation is quite .

different. Here, if we multiply the sample size by 4, the variability of

the fractional proportion of U's decreases by a factor of 2. Consequently,

mathematicians say that the fractional proportion of U's decreases like
1

vit.

Question. 1: Is this what your data seemed to indicate?

Question 2: Could you come closer, in predicting the number of U's, fiom

a small number of drops, of from a large number of drops?

"

Question 3:Does your data become more variable or less variable, as you go

to larger-sized samples?

Question 4: Can you summarize what we have learned?

Question 5: Why do you think we use fractiois so much in the theory/of

probability?

2955766



Section V

A Telephone Book Experiment=

Experiment U. Look at some "randomly chosen" page well into the phone

book. Flake a record of the last digit of the 1st 40 numbers of the page,

grouping by fives as usual. Each student should collect this data inde-

pendently, so that we can combine into a "big experiment." From this record,

determine the frequency of occurrence of each digit, and the relative fre-

quency of each. Study the variability of these frequencies as a function

of sample size, as was done in Experiment I.

Here is some typical data (although you will undoubtedly want to work

with data collected by your own class):

Harold's data:

4, 9, 5, 6, 3

5, 6, 5, 4, 4

2, 9, 4, 2, 2,

8, 0, 8, 4s 3

4, 4, 0, 5i 6

8, 9 9, 0, 8

Os 2, 0, 7, 3

0 , 1 , 3 , 4 , 6

Judy's data:

3, 3, 4, 7, 0

5, 3, 0, 9, 6

2, 8, 7, 9, 4

Os 5, 9, 6, 4

9, 5, 9, 3, 9

8, 9, 9, 6, 7

1:7, 7, 9, .1

1, 6, 6, Os 8
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Using only Harold's and Judy's data we find:

digit total number of occurrences

0 0, 0, 0, 1, 1, 1, 2, 1, 0, 1

1 0, 0, 0, 0, 0, 0, 0, 1, 0, 0

2 0, 0, 3, 0, 0, 1, 2, 1, 0, 1

3 1, 0, 0, 1, 0, 0, 1, 0, 2, 1

4 1, 2, 1, 1, 2, 0, 0, 1, 1, 0

5 1, 2, Os 0, 1, 0, 0, 0, 0, 1

6 1, 1, 0, 0, 1, 0, 0, 1, 0, 1

7 0, 02 0, 02 Os 0, 1, 0, 12 0

8 0, 0, 0, 2, 0, 2, 0, 1, 1, 0

9 1, 0, 1, 0, Os 2, 0, 0, 0, 1

2.

relative proportion of occurrences

0, 0, 0,

o, 0, o,

0, o, 2,
5

2, 0, 0,

5

1., 1, 20 2, 1, 0, 1

5 5 5 5 5 "5"

0, Oa 0, 0, 1, 0, 0
5

0, 0, 1, 2, 1, 0, 1
5 5 5 5

2, 0, 0, 0, 2,

5 5 5 5

1, 2, 1, 1, 19 0, 0, 19 19 0
5 5 5 5 5 5 5

1, 2, 0, 0, 1, 0,

5 5 5

1, 1, 0, 0, 1, 0,

5 5 5

09 Oa Os 0, 0, 0,

Os 0, 0, 2, Os 2,
5 5

1, 0, 1, 0, Oa 2,

5 5 5

1

5

0,

0,

5 5

0
9

1.. 0
5

1, 1, 0

5 5

0, 0, 1
5

In order to study 10 groups of 10, we need more raw data, Here is

Marilyn's data:

9, 2, 0, 4, 3

Cs 7, 7, 7, 4

2, 12 6, 1, 4

3, 3, 9, 7, 9

7, 0, 1, C, 0

7, 9, 4, 1, 6

42 1, 4, 9 C

4, 4, 1, 3, 7

. .



digit

0

I

2

3

4

5

Qsawagacos of Digits in Each of 10 Grou s of 10

total number of occurrences

0, 1, 2, 3, 1, 0, 0, 0, 1, 0

0, 0, Os 1, 0, Os 0, 2, 1, 0

0, 3, 0, 1, 0, 1, 0, 0, 1, 1

1, 1, 0, 1, 3, 0, ls. 0, 1, 2

3, 2, 2, 1,

3, 0, 1, 0,

6 2, 0, 1,

7 0, 0, 0, 1,

8 o, 2, 2, 1,

9 1, 1, 2, 0,

1, 2, 0, 0, 2,

1, 1, 1, 0, 0,

1, 1% 2, 0,

1, 1, 1, 3, 3,

1, 2, 1, 2, 1,

1, 2, 4, 1, 1,

1

3.

relative proportion of occurrences

0, 1, 2, 3, 1, 0, 0, 0, 1, 0

10 10 10 10 10

0, Os 0, 1, 0, 0, 0, 2, 1, 0

10 10 10

0, 3, 0, 1, 0, 1, 0, Os 1, 1

10 10 10 10 10

1, 1, 0, 1, 3, 0, 1, 0, 1, 2

10 10 10 10 10 lo

3, 2, 2, 1, 1, 2, Op 0, 2, 1

10 10 10 10 10 10 10 10

0 3, 0, 1, 0, 1, 1, 2, 0, 0,

10 10 10 10 10

1 2, 0, 1, 1, 1, 1, 1, 2, 0, 1

10. 10 10 10.10 10 10 10

1

0

2

0, 0, 0, 1, 1, 1, 1, 3, 3, 1

10 10 10 10 10 10 10

0, 2, 2, 1, 1, 2, 1, 2, 1, 0

lo lo lo lo lo 10 lo lo

1, 1, 2, Os 1, 2,

10 10 10 10 10

4, 1, 1, 2

10 10 10 10

In order to consider 20 groups of 20 numbers each ("samples with n

equal to 20"), we need more data:

Acts data:

5, 8, 4, 5, 0

7, 5, 3, 3, 0

.0, 8, Os 9, 1

8, 2, 4, 0, 8

2, 5, 4, is 5

1, 1,

1,9,

8, 9,

9, 7, 4

6, 6, 7

311 6, 7
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Bills data:

" . .
.

4.

6;
.

2, 3

0, 2, 5, 7; 2
- r -

0, Oo 5, 5, 1 :

0, 7, 5, 8, 9

9, 0, 2, 4, i

.7"

7, 0, 8, 4, 1

4,2,1,4,9

0, 3, 1, 4, 4

Occurrences of Digits in Each of 10 Grou s of 2o.

Digit total number of occurrences relati4e proportion of occurrences

0

1

2

3

4

5

6

7

1, 5,

0, 1,

3, 1,

2, 1,

5, 3,

3, 1,

2, 2,

. 0, 1,

3,

1

3,

2,

2,

2,

8 2D 30 3,

9 2, 2, 3,

0, 1, 2,

2, 2, 4,

0, 2, 0,

1, 3, 1,

0, 3, 4,

1, 0, 0,

2, 1, 1,

4, 4, 3,

3, 1, 2,

6, 3, 2,

2,

2,

3,

0,

1,

4,

0, 5, 3

3, 1, 3

2, 2, 2

0, 1, 1

2, 1, 6

2, 4, 0

3, 1, 0

3, 2, 2

1, 1, 1

3, 1, 2

. ... . ... .... .

1, 5, 1, 0, 1,
20 20 20 20 20 20 2020

_, ... ..., .: .

0, 1, 0, 2, 2, 4, ill i, LI
20 20 20 20 20 20 20 20

3, 1, 1, 0, 2,. 0, 1.; 2, .2, 2

.2020 20 20 20 20 20 70

:- : -7:

2, 1, 3, 1, 3,-1,-2, 0, 1, 1

20 20 2020 20 20 20 20 20
. ...

5, 3, 3, 0, 3, 4,-2, 2, 1, 6

20 20 20 20 20 20 20 20 20

3, I, 2, 1, 0, 0, 3, 2, 4, 0

20 20 20 20 20 20 20

2, 2, 2, 2, 1, 1, 0, 3, 1, 0

20 20 20 20 20 20 20 20

0, 1, 2, 4, 4, 3, 1, 3, 2, 2

20 20 20 20 20 20 20 20 20

2, 3, 3, 3, 1, 2, 4, 1, 1, 1
SI

20 20 20 20 20 20 20 20 20 20'

2, 2, 3, 6, 3; 2, 1, 3, 1, 2

20 20 20 20 20 20 20 20 20 20



r. 5

We can now test the suggestion that the variability of totals increases

1

like 1/n, and the variability of fractional occurrences, decreases like ifit ,

where n is the so-called "sample size."

We shall use three methods: the method of ranges, the method of trimmed

ranges, and the method of average ranges. The first two of these methods we

used in Experiment I; the method of average ranges will, however, be new.

Method of Ranges: For the total number of ciccurrets of the digit 0, in

sample sizes of 5 (n=5) , we have:

0, 01.0, 0, 1, 1, 1, 1, 1, 2

Evidently, the range is 2-0=2.

For the total number of occurrences of the digit 0, m' sample sizes of

20 (n=20) , we have:

0, 0, 1, 1, 1, 2, 3, 5, 5, 5

Evidently the range is 5-0=5. It is reasonably close to our generalization

that, if we multiply the sample size by 4, we double the variability (in this

case, we doubleithe range).

digit

Here are some further comparisons:

Total number of occurrcinccs

range for range for

n= 5 n= 20

Fractional proportion of occurrence

range for .range for.

n = 5 n= 20
......

0 2 5 0.4 0.25

1 1 4 0.2 0.2

411

2 3 3 0.6 0.15

3 2 3 0.4 0.15

4 2 6 0.4 0.3

5 2 3 0.4 0.15

6 1 3 0.2 0.15

7 1 4 0.2 0.2

8 2 3 0.4 0.15

9 2 5 0.4 0.25



.
60

This table does not seem to .show very decisive agreement without

generalization about variability. What do our data show?
.

.

Method of Trimmed Ranges

If we delete the two largest and two smallest members from each set, we

get

digit

trimmed set for total no. of occurrences

group with n=5 group with n=20

0 0, 0, 1, 1, 1, 1 1, 1, 1, 2, 3, 5

1 0, 0, 0, 0, 0, 0 1, 1, 1, 2, 2, 3

2 0, 0, 0, 1, 1, 1 1, 1, 1, 2, 2, 2

3 0, 0, 0, 1, 1, 1 1, 1, 1, 1, 2, 2

4 4
N 0, 1, 1, 11 1, 1 2, 2, 3, 3, 3, 4

5 0, 0, 0, 0, 1, 1, 0, 1, 1, 2, 2, 3

6 0, 0, 0, 1, 1, 1 1, 1, 1, 2, 2, 2

7 . 0, 0, 0,-0, 0 0 1, 29 29 29 39 3

0 0, 09 0, 0, 19 1 19 19 2, 2, 3, 3

9 0,0,0,0,1,1 2, 2, 2,.2, 3, 3

For the trimmed ranges we get:
trimmed range for total trimmed range for fractional

Sat no, of occurrences........... 21:22215121g2529SEAnces
n=20

0.2

n=5 n=20 n=5

0 , 1 4 0.2.

1 .w 0 2 0

2 1 1 0.2

3 1 1 0.2

4 1 2 0.2

5 1 3 002

6 l' 1 0.2

7 0 2 0

8 1 2 "G2-

9 1 1 0.2

0.1

0.05

045

0.1

0.15

_ 005

001

0.05



Method of Average Range

Ccmbining our data for all digits, we can compute the average range and

average trimmed.range as follows:

Ave'rageraire

Total no, of
occurrences

e

Average Trimmed range

Proportional fracti9n Total no. of Proportional
of occurrences occuxrences fraction of

occurrences
WINEWMO1141111

n=20 n=5 n=20 n=5 nr420 n=5 np20

1.8 3.9 0.36 .19 0.8 leg 1.6 .09

This table appears to fit in quite nicely with our generalization that the

variability of ;total number of occurrences increases likeNric while the

variability of the fractional proportion of occurrences decreases like ;..

1
n.

as the sample size n increases.

What do moor data show?
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Section VI

An Ex eriment with a Coin

Experiment III: Each member of your class can .toss a coin 40 times
1

, recording

each occurrence of heads and tails in order. Keep these records in groups of

5 tosses each. Keep this data Eermanentiy. we can use it repeatedly in

the future! You can study the variability of total number of heads, and

fractional proportion of heads, as functions of the sample size n.

What do you expect to find? Here is the record of 2,000 tosses of

U.S. coins:

H HHTE
TTTTH
H HHTT
H HHTT
H TTTT
RTHTR
H ETTT
H TTHT
H TTTH
H TTHT 50

T H H. H H

H ILHIIHR

H RTHT
TTHHT
T E. T T T

H,TTHT
H TTHR
H HHHT
R T T TH

H THHR
THHTT
THTTH
H H H

H HIITH
H TTTT 200

THTTT
TRTHH
TTTHH
H HHTT
THTTH 100

H H 'T T T

TTTTT
H TTTT
TTHHT
TTHTT
H T THT

TTHTT
H THTT
T H H T H

H TTTT 150

TTTTH
THTTH
TTTHE
TTTHH
H TTTT
H TTTT
H TTTT
H TTHT
H TTTH
THHTH 350

1. You may want to get records of even more tosses; perhaps a total of
least 2,000.



UNP

H HHTH
THTTH
TTTHH
H .THTT
H HTHT
TTTHH
H THHH
H H H

THTHH
H HTTH 250

THTHH
THHTH
TTTTT
HHTTT
TTTHH
THTTT
H T T H T

TTTHT
THTTT
THHHH 300

TTHTH
THHTT
TTTHH
THHHH
H TTHH
H HTHT
II 11 t" T H

THTHH
H HHTT
THHTT 500

(Section VI is temporarily left incomplete. In the completed version,

one would treat this data as in the preceding sections, studying empirically

the variability of totals and ratios as a function of sample size.)

(This coin data would also be used later for an empirical comparison

of the "compensation" vs. "swamiiing" theories of the law of large numbers.)

THHTT
THTTT
H HTHH
TTTIIT
TTHTH
H HHH11'

H HHTH
TTHHT
THTTH
H H H T 400

HTHH'T
THHHT
THTTT
T T T 11 T

H HHHH
H 11 1i /I H

H HHTH
TTTHT
H THHH
H TTHH 450
IIHHHH
H HTHH
H TTEH
THTHH
THHTT
H HTHH
H HHTT
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Section VII.

An L7Jstact Model for Chance Events

In the preceding sections, we have made empirical studies of variability,

using thumbtacks, telephone 'directories, and coins. We have seen that as we

make our samples larger, the variability of the total number of occurrences

of (say) an "Ur, or of a "head", becomes larger. However, the fractional

proportion of "Ups" or "heads" varies less for larger samples.

Can we use this apparent stability of the fractional proportion of

heads as the foundation for a mathematical model? Ile would like our model

to help describe "chance" events. Let's see if we can make one that will

have some usefulness.

To begin with, let us think of the example the last digit of a

telephone number.) We can make a 2-dimencional graph by representing the

possible outcomes along the horizontal axis

1

0 1 2 3 4 5 6 7 8 9

and representing the fractional proportion of occurrences along the vertical .

axis. Suppose, for 2 numbers, the last digit of one was 7r and of the other

Was 4. Then the fractional proportion of occurrences would be

Digit 0 1 2 3

Fraciional 0 0 0 0
Proportion
of Occurrence

4 5 6 7 8 9

; 0 0 3 0 0

and the corresponding graphical representation would be

I'

A



Suppose the experiment oZ selecting 2 numbers were repeated, and the final

digits were 2 and 4. This new graph vouldthen look like this?
.. ..A

1

x x

0 1 2 3 4 5 6 7 C 9

We can make a 3-dimensional picture by arranging these two planes parallel

at two different points on a "time" axis:.

time

Suppose we toss a coin 6 times, at 5 second intervals. tle could represent

the outcome by a 3-dimensional picture as follows;

r
Time in

seconds

2.

From this picture, we can see that the outcome of the let toss was "Heads",

the outcome of the 2nd toss was "Heads", of the 3rd also "Heads", the outcome

of the 4th toss was "Tails", and so on.



3.

Now what did we seem to be observing in our empirical studies of probability?

For une thing, we computed the fractional average, not of a single toss, bit

cumulatively over many tosses. We took a fairly long section along the time axis

r

and computed an average for all of the tosses included within this time interval.

The resulting 2dimensional graph might look like this:

fractional
proportion
of occurrences

If we take longer and longer sections along the time axis, the variability

of the fractional proportion of occurences will become smaller and smaller. The

fractions appear to be "homing in" on some constant values, from which they do not

deviate vczy much in large samples.

We might, then base our model upon the idea of a long range average

4

war

which can represent, as an
11"

average, an extended section along the time axis:



4.

Gaia1211 What do you think a 2-dimensional "long-range average" would look

like for:

a) the thumbtack experiment-

b) the last digit of telephone numbers

c) the coin-tossing experiment.

Smstion II. If you computed a 2-dimensional graph of fractional occurrences

from a very long average along the time axis, would your 2-dimensional graph be

relevant to some other long average along the time axis?

We evidently can get slightly different, but quite similar, graphs by averaging

over different long sections of the time axis. It is convenient to assume a

graph towards which our long-range average graphs are tending.

We can frequently use logical analysis to determine what this "limiting" graph

should be. In the case of the coin-tossing experiment, we can argue that the coin

is reasonably symmetric, and so each side should be as likely as the other. Conse-

quently, we can expect a "limiting: graph like this:

1

)(

I

1. T

Such logic, unfortunately, fails us in the case of the thumbtack, and we are

forced to rely upon our long-range averages computed from. empirical data.

For the coin we have a good theory; for the thumbtacks we have none at all.

The case of the last digit of the telephone numbers lies somewhere in between: we

might believe that all digits are equally likely, on the grounds that the telephone

company uses essentially consecutive numbers without gaps.. On the other hand, it is

harder to be sure just how telephone numbers are assigned, and so we are less con-

fident that all digits really are equally likely. It is, however, possible to com-

pare our "equally-likely" theoretical limit graph against graphs obtained empirically

from long averages along the time axis. This comparison might be quite interesting.

.uaaa.)41.111,



We shall make one further modification of our 2-dimensional "limits" graph.

The various outcomes of an experiment are usually things like "beads", "tails"

"point-up", "point-down:, and so on. These outcomes do not naturally arrange

themselves along a number line. We shall consequently dispense with the graphical

.

;11"4114114: vuttoOrVeS ^sax with tbc.iet of possible outcomes,

wal.ch we shall call a saml2.2saase.

Examples:

I) If we toss a coin once, the set of possibl outcomes (or "sample

space") might evidently be written Ha
- - - -

2) If we toss a single die, it can come tc rest showing, 1, 2, 3, 4,

5; or 6 on its uppermost face. We can represent this set of possible outcomes
:as t1.12, 3, 4, 5, 6.3

3) If we toss one dime and one que:Nmr, we can list the outcome in a

definite order, giving the outcome for the dime first, then the outcome for

the quarter. Thus, El! would mean the dime showed heads, the quarter showed

tails. Using this convention, the sample space might be written

(111i, HT, TH, TT3

4) If we throw two dice simultaneously, and care only about the_ total

obtained by adding the two numbers on the uppermost faces, we might write

the sample space this way:

12$ 3$ 4, 5, 6, 7, 8, 9, 10, 11023 .

,...: -

5) For our thumbtack, the sample space might be writtenUtp, where

"1r means the tack came to rest point-up. and "DP means that the tqck.came

zest point-down.

.{..$:,r



6.

We have replaced our horizontal axis by a simple.listing of the possible

outcomes of an experiment. We must, however, retain the numberal values which our

2-dimensional limit graph exhibited along the vertical axis. We shall do this

by means of a function f whose range is.a subset of the set of real numbers.

.

Examples:

1) For our single coin experiment,

and the function f is defined as

f (h)

f (T)

the sample space is

2) For the thumbtack experiment, use your own data to determine WO.

and f(d). Depending upon the kind of thumbtack that you used, the surface onto

-,,which it fell, and the method of dropping it, you may get different ratios of

U's and D's. If, in a drops you got b U's and a D's, then your estimated

limit graph might result in this function:

f(U) = b
a

1 f(D) = ammb
a

Wati01.1.1114 Even without knowing the actual experiment and the actual sample

space that someone has in mind, can you describe certain limitations on the

function f which he suet use?

...e,..e.so11, lelnee.s1
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7.

The Use of Tree Graphs

The task of deciding upon a sample space is sometimes simplified by using

a 'tree graph". We can illustrate fhis method by an example:
1

Three-child families. To study the distribution of boys and girls'

families having three children, a survey of such families is made. What is

a sample space for the experiment of drawing one family from a population

families? We can construct a "tree\graph" like this:of three-child

1st (oldest
child

2nd child 3rd child Sample
Space

Bolv BBB

Girl BBG_Boy

Bo. BGB

Girl
Girl EGG

GBB

Boy
Girl GBG

Girl GGB

Girl
Cyr. GGG

In the usual set notation, we could write the sample space as

CBBB, BEG, BGB, EGG, GBB, GBG, GGB, GG

Suggested continuation of Section VII

I) Discuss "events" as subsets of the sample space

2) Describe the function f, extending its domain to

the sample space. Include additive property.

the set of subsets of

I. This example is quoted from Probability.: A First Course
Rourke and Thomas (Addison-Wesley, 1961), pp, 64, 65.
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