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POSITION OR POLICY.
O Most people find it difficult to think about chance events, Let's
-+  see If we can agree on answers f£o the following questions:
:Ei Question 1: If we drop a nail from a height of about & ft,, will it land
M\ in a "point-up" position,
o
— or in a "“pcint-doun'" ition? T dy
w : pcint-doun" position : Q._ s
'\ e, ..

SE 007 2058

Question 2: If we drop a thumbiack from a height of about 4 ft, will it
land in a "point-up" position,

>
or in a2 "point-doun" position?

Questinn 33 Alan says that if we drop a thumbtack 28 times, from a
height of about & f£,, it will land "point-up’ 7 times, and "point-down" 13 times,
Do you agree?

Performing an Experiment and Recording Data

In dropping a thumbtack 20 times, and recoxding the outcomes, we are
performing an experiment. It is usually desirable to drop the thumbtack in nearly
the same way each time, We can do this by setting the tack "point-up" on a 'desk,
and slowly pushing it off the desk by means of the edge of a books You can think

of many othor ways to achieve uniformity: for example, you can rest youi foreatfr.

on a desk and hold the tack in a paper cup, then turn the cup quickly upside down,
so thau the tack fells out,

The way that you record your data is also important, You want to pre=-
'serve as much of the data as possible, so that you can use it to answer naw questions
that may arise in the future., One way to do this, in the thumbtack experiment, is o

use the letter "U" to mean "point-up" and tc use the letter "D' to mean "point~doun’,

~, \

\
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Record each outcome in the oxlei of occurrence, grouping the symbols in groupe of 3,

so that your record for 20 drops might look like this:

UUUDU
e siwh
"DUUDD

- DUUDU

Question 4: Jerry says that you can't be sure of the outcome wien you
drOp a tac.k 20 times, because 20 is too small a number, He says that Alan could
.guess the outcome more closely if we used 40 drops, instead of 20, What do you think?

A Big Experiment

In order to answer Jerry's question, Alzx suggested a co-operative
experinent by the entire class,

Each person dropped a tack 20 times, and recorded the »U's" and "D's"
%in'the order in wh:lch: they occurred, grouping them into groups of 3. ..

After this data had been recorded, the class tried to decide whether it
was easfier to guess the outcome for 20 drops or for 40,
- They decided that part of the problem was the quest:lon of "ccnustency
or "stability", Here is what Alex did with the data recorded by Marilyn,Jerxy »

" Harold and Ellen, Their original data looked like this:

Marilyns DDDPUTU Jetry: DUDUU
DDDUD DUUDU

) UDDUD UUUUD

e UDUUD UUTUU
Harold: VUUDUD "Elien: UbDUUD
UTDUD TUUUUU

’ DDUDU DDUUU
DUDDD DDDUD

" Alex made & groups of 20 drops, as follows:

N -
N e~

Marilyn 12 "douns" and 8 "ups"
Jerry 5 "douns" and 15 "ups"
'Harold 11 "downs" and 9 "ups"
i Ellen 8 "douns" and 121"ups":




3e0
alex was trying to see how rwuch variation there was in the number of times the
tack landed "point-up" in 20 drogs,

Marilyn & Pups

Jerry 15 "ups®

Harold 9 "yps®

Ellen 12  "yps"

Question 5S¢ Do you think that these numbers vary so much that it is
hopeless to try to guess the number of U's that will appear in 20 drops?
Alex combined Marilyn's and Jerry's data, to get a group of 40 drops:

Marily and Jerry: 17 "downs" and 23 "ups"
Combining Harold and Ellen's data, he made another group of 40:
Harold and Ellen: 19 "douwns" and 21 '‘ups"
In order to get 2 more groups of 40 drops each, Alex used the data recorded by &

other members of the class:

Tony : GUUUD Richard: DUDDD
i UDDUU DUDDD
VUUUD DUUDU

UDDU U DUDLUD

. Nancy: DDUDU Susan; UuubDD
' DUUUDU DUDUU
. GUUDD UUDDU
UDUU UV UUDDD

Tony and Richard: 6 - 13 = 19 "downs"
14 4 7 = 21 “ups”

Nancy and Susan: 74 9 = 16 “douns"
13 + 11 = 24 "yps"

uestion 6: For 20-drop groups, the number of "ups” in each of :. 4

groups were: 8, 15, 9, 12

For 40-drop groups, the number:of "ups" in each of &4 groups wexe: 23, 21, 21, 24,

~

Hbich would you rather try to predict, the outcome for a group of 20 drops, or
the outcome for a group of 40 drops?

' Question 7: Jerry says there is not enough data here to be convincing, ]
Can you suggzest a way to get more data?
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Here is the data taken by other members of the class:

Joan; UUDDU Jin: DUUDD
DUUDU .DDUTD
UDUDU UDDUU
UUDDU UDDUU

Francis: DDUD U DDDUD
DUUDD UDUDD
"DUDDU UDUDD
DUDDU UDDDU

Marxge: DUDUD UUyuvuy
UDDDU PDDDD
DDUUU DDUUU
DUDDU UUDUD

Geoxrge: DDDUD UuoubDbU
GDUUU UUDUD
DDDUD DUUDU
TUUDU UDDDU

Seffs UDUDU UDDDD
PUDDD DUUUD
UDDUD DUDUD
DDUDD DUUUD

Ann: UDUUD DDDDU
UUDUD UUUUU
DPDDUU DDDUU
DUUUU DUUUU

Jerry row made up 10 groups of 5 drops each, using the fixst fiv. drops
from the firast 10 students:

Number of "ups'" in each group of 5 drogs-
2’ 30 30 30 40 19 20 30 30

hlebveo - Al I RN T2p . . . NI .
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Similarly, he made up 10 groups of 10 duops each, by using the last 10 drops
" of each of the last 10 students: )

" Number of "ups" in each group of 10 drops
6, €, 5, 3, S, 5, 6, 5, 4, 6 |

He made up 10 groups of 20 drxops each, by using the last 10 drops from every
student: ' |

Number of "ups" in cach groun of 20 drops
14, 7, 12, 12, 10, 10, 9, 10, 11, 11

He made up 10 groups of 40 drops each, by combining the work of pairs of
students: ‘
. Number of "ups" in each group of 40 drops
23, 21, 21, 24, 20, 17, 20, 22, 16, 24

Question 8: 1Is it easier to‘predict the outcome for 5 drops, or for
10 drops, ox for 20 drops, or for 40 drops. ‘




Section II
Permanent Experiment # 1

| Why don't you perform a big thumb-tack.experiment with your class?
If you have 20 or more people in class, have each person drop a tack 40
times, Have him record each "Up" or “Doun® as it occurs, and separate
his answers into groups of 5 each, Then, by combining groups, you will be
able to get 10 groups of 5, or 10 zroups of 10, or 10 groups of 20, ox

10 groups of 40, or 10 groups of T0.

Keep all your data! Ue will be able to make use of it azain

iq the future,
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Is the number of U's more predictable in & large sample,

or in a small sample?

. Ae Recoxd the number of U's in each of 10 groups of 5:

B. Recoxd the number of U's in each of 10 groups of 10:

[ ] ® ® (] [ [ ] L4 ® ® ]

Fy
=~
o
e

C. Record the rumber of U's in cach of 10 groups of

D. Recoxd the number of U's in zach of 10 groups of 40:

[ ® ] ® ® ® L4 ® ] [ ]

E. Record the number of U's in each of 10 gfoups of 30:

Question 1: Looking at your data above, where is it easier to predict

the number of U's, in groups of 5 or in groups of 20, or in groups of 3017

Question 2: Can you describe what we mean by the “yariability" in a set of
numbefs? Which set of numbexrs shows the greatest variability, the set

recorded under A, or the set recorded under C, or; the set racorded under E?

Ve need some good methods for studying how much "variation" there

is in a set of numbers, Here are 5 met'nods:1

1. We shall take our data from Section I, Why don't you use data |

from the experiment that your class did,

vk a7 e Wt A i A RIS - b et Gl S O MO A T . .




I. The Method of "Just Looking",
For groups of 5, we got these numbers: (counting "Ups')
2¢ 3,.3, 3,4, 1, 2, 3, 3,72,
For groups of 20, we got these'numbers:
14, 7, 12, 12, 10, 10, 9, 10, 11, 11,
By just looking at these numbers, which set of numbers seems to

shoﬁ‘greatet"variation“?

II. The Method of Graphs,

We can show the first set of numbers of a graph like this:

1

number of
occurrences -4 X
] X
e
1 x X
\i—‘ e~ ‘-! —)
0 1 2 3 4 5 umber of U's in the group
Mumber of "Uns" in 10 groups of 5 drops
' number of ‘F
occurrences
o § X
- n X
[
-+ X X X
- = » R -3 e, N 0 ._L.LYL)
ol 1 23 &4 56739 1011 121314151617

number of U's in each group
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| 4.
Muzber, nF "Ups! in 10 gxoups of 20 drops.
From looking at these two graphs, which set of numbers seems to show
greater variability?
1II. The Method of Mean Absolute Deviation from the Mean.
One good method requires that we compute the "average" or “mean"

for each set of numbexs:

) 24 3434344414243 +342s 26
26
0 = 26

14 4 74 124 12 < 10 + 10 + 9 + 10 4 11 < 11 = .106

- 10
0 - 10,6

WUe then compute the distance (on the number line) between each
number and the mean:

|2 - 2.6] = 0.6

[3 « 2.6] = 0.4

|3 = 2.6 = 0.4
3 = 2.6 = 0.4
4 - 2,6] = 1.4

¢

1 bt 2.6, = 1.6
2 . 2,6] = 06
3 = 206 = 004

3 - 2.6 = 0.4

2 - 2,6| = 0.6

We have now computed the "deviations from the mean" for our first set of
numbers, Ve now proceed to compute the average deviation by averaging these
new numbers;

006 "-‘ 0.4 ‘.o' 0;4 ’.o‘ 0.4 ":' 1.4 ':"1.6 ".' 0Q6 + 0.4 ‘:‘ "‘0.4 ':" 0.6 = 6.8

6.8
10

= 0068
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This is the mean absolute deviation from the first sct of numbers (groups
" of 5 drops).
. .Now, let's do the same thing with our second set of numbers (groups of 20
drops) :
ﬁ-1mﬂ=3A
7 - 10,6|= 3.6

12 = 10,6]= 1.4
l12 - 10.6]= 1.

10 - 10.6|= 0.6 | S
10 = 10.6)= 0.6
9 - 10.6|= 1.5
10 - 10.6/= 0.5

11 - '10.6|= 0.4
'11 - 10.6|= 0.4

3 b4 3,64 1eb 4 1b 4 0,64 066+ 146 - 0,6 + 0,4 0.4 = 14

%
10 1
. This is the mean absolute deviation for the second set of numbers

= 1.4

(groups of‘20 drops) s

From this method of comparison, which set of numbers seems to vary more?

IV. The Method of Comparing Ranges,
For the first set of numbers
2, 3,3,3,4,1, 2, 3,3, 2
the smallest is 1 and tue largestis 4, The range, therefore, is
4 - 1 = 3 |
‘For the second set of numbers

14, 7, 12, 12, 10, 10, 9, 10, 11, 11,

the smallest is 7 and the largestis 14, The range, therefore is: 14 =~ 7= 7,




I ' From comparing the ranges, wuaich set of numbers seems to show the greater

variability? - o \\ B : , e —

\
\
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Ve Tie Method of Comparing Trimmed RengeS,

To use this method, we arrange the numbers in order of size:

1, 2, 2, 2, 3, 3, 3, 3, 3,\4 ‘

7, 9, 10, 10, 10, 11, 11, 12, 12, 14,

HWe then "trim® each set by discarding (say) the two "largesf" and
the "smallest" numbers in each:

2, 2, 3, 3, 3, 3

10, 10, 10, 11, 11, 12

For these "trimmed" sets of numbers, we compute the ranges:

3 =~ 2§= 1 trimmed range for first set of numbers (groups of 5)

12 = 10 = 2 trimmed range for second set of numbers (groups of 20).

By using this method of comparison, which set of numbers seems to show

greater variability? ~

Question 3: Which set of numbers, ia your data, shows greater variability,

the set recorded under C, or the set recorded under E?

Question 4: Can you predict the total number of ''Ups" more accurately in

small numbers of tosscs, or in iarge numbers of tosses?

Ouestion 5: If we want to get a set of numbers showing twice as much

variability, should we use sample sizes twice as large? One~half as large?

four times as large? One-fourth as large? Or what?
‘ |

Question 5: Do you know how mathematicians express the answer to Question 57

Question 7: What advantages and disadvantages can you f£ind to help choose

betueen the 5 diffcrent methods for comparing variability?
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Question 3: Jrerr says t:hat 3 even though the second set of numbers secmed
y

to show moxe vara.aoihty, there is some sense in which :lt really shows less

Caem e ees — Cr e e - [ .o ————— - — o

variab:.lity. Uhat do you thinl». Hou weuld y___ suoaest ve deal with these

two sets of numbers?




Section IIX

Proporitional Occurience of U's
Question 13 Ellen says that even though the total number of U's is havder
to predict for larger samples, the proportional occurrence of U's is easier
to predict for larger samples, What do you think? What does your data

suggest?

let's test Ellen's suggestion Ly each of our 5 methods for comparing
variability, | Iv. Section II we compared the variability of the total number
of U's, We nck compare the variability of the proportional ox fractional

number of U's,

Question 2: How do you expect the variability of the fractional number of
U's in the 5 drop case will compare with the fractional number of U's in

the 20 drop case?

Method I:. . .

The fractional numbexr of U's in the 5 drop case can be found by taking the
total aumber of U's:

28 3’ 3’ 3’ 4’ 1’ 20 3’ 33 2

and dividing i:y the total number of drops (in this case, 5):

2,3,3,3,4,1,2,3,3, 2
S5 5 5 5 5 5 5 5 5

For the groups of 20 drops we get

1%, 1, 12, 12, 10, 10, 9, 10, 11, 11
2) 20 20- 20 20. 20 20 20 20 20 -

Can you tell, by just looking, which set of aumbers varies more?

Method II: Comparison by Graphs,
We shall mark both sets of numbers on the same graph, using x's to

indicate the 1lst set, and 0's to indicate the 2nd set:




frequency

oZ occui=-

rence in
the set of}
qumbers
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20 20 26 20 20 20 2G 20 20 20 20 20 20 20 20 20 20 2¢ 20

fractional number of U's per group

which set of numbers shous greater consistency? Wich shows

variability? Did 1t'ﬁoik out the way you expected?

greater

Mgthod III: Comparison of Mean Absolute Deviation from the Sample Mean,

Evideantly, the mean for the lst set of aumbers must be

2,0

AE———

5 = 0052

The absolute deviations from 0.52 cre
}o L = 045 / = 0,12

0.6 - 0.52] = 0,00
0.6 = 0,52 [= o.oa

pr—

0.€ - 0.52] = 0,08

o - ———— - -

el e

e P . R




l
%40
E 3 R ’Ooa - 0.52| = 0.23

[0.2 - 0,52) = 0,32
\0us - 0,52) = 0,12
|0.6 - 0.52] = 0.0

,0.6
JOu4 - 0.52\ = 0,12

0.52) = 0,08

Averaging these deviations, we get

0..12 4 0,08 < 0,03 40,08 + 0,28 4+ 0,32 4+ 0,12 - 0,08 + 0,08 + 0,12 = 1,36

%329 = 0,136 T This is the mzan absolute deviation for the ist set of
numbers (group of 5 drops).

1 Wle can now do the same thing for the 2nd set of numbers (groups of 20

drops) s

The mean is

0.6 _
20 - 0053.

rﬁe ;bsélute deviations from this mean are:
fo.7 = 0.53] = 0217 |
|0.35 = 0.53] = 0,10
0.6 = 0,53 = 0,07
Jo.6 - 0,53 = 0.07
[0.5 = 0,53 = 0,03
[ 0.5 = 0.53 = 0.03
]o.45‘- 0.53] = 0,05
0.5 - 0,53 = 0.03
fo.ss = 0,59 = 0,02
fo.55 - 0.53] = 0.02

o coarsd B



4
0,17 + 0,18 -+ 0,07 < 0,07 + 0,03 -- 0,03 +-0,08 + 0,03 + 0,02 4 0,02 = 0.7

0.1

10 = 0,075 This is the mean absolute deviation for the 2nd set of

numbers (group of 20 drops, using proportion of U's
rather than total number of U's).

Which sct of numbers scems to vary more? How much more?

IV. The Method of Comparing Ranges
The 1st set of numbers (proportion of U's in group of 5 drops) is
0.2’ 0.4’ 0.4’ 0.4’ 006’ 006’ 0.6’ 0.6’ 006’ 0.8

The smallest number is 0.2, and the; largest is 0,8. Consequently,

‘ the range 18 008 - 0.2 = 0.6. !

The 2nd set of numbers (proportion of U's im groups of 20 drops) is
0.35’ 0045’ 0.50’ 0050’ 0.50’ 0.55’ 0.?5, 00.60’ .0.60’ 0.]0’
fhe largest is 0.70, and the smallest is 0;35. Consequently the

range is 0,70 - 0,35 = 0,35,

V. The Method of "Trimmed" Ranges

For the 1lst set of numbers, we delete the two largestand the tuo smallest,
to get a "trimmed" set of numbers:

0.4, 0.4, 0,6, 0,6, 0,6, 0.6,
The range 1is noL‘O.G - 0.4 = 0.2,

For the 2nd set of numbers (groups of 20 drops), if we omit the 2 largest
and 2 smallest we get the "trimmed"” set of numbers:

0.50, 0.50, 0,50, 0,55, 0,55, 0.60

The range of this'trirned set is 0,60 - 0,50 = 0.10.
Guestion #3: Does the total number of U's vary more in large sampks, or in
small samples? |
Quesf:l.on #4: Does the propoxtion of U's vary more in large samples, or in
small samples?

Question: #5: Can you summarize vhat ve have learned? What does your data
seem to indicate?

2926-66




Section IV

Variability of Total Number of U's, and of Proportion of U's, in Large
Samples and i1t Small Samples.,

(Summary of Sections I-III)

Alex says that mathematicians talk about our thumb-tack experiment this way:
tlhen we were using 10 groups of 5 drops each, they would say we had a
sample size n, equal to 5.
Vhen ve were using 10 groups of 20 drogf each,lthey would say we had
a gample size n, equal to 20, | \
In general, when we increase the sample size by making it 4 times as big,
the variability of the total number of U's would be expected to increase by
a factor of 2, Consequently, mathematicians say that the variability of

the total number of U's increases as V]

* -In the fractional proportion of U's, however, the situation is quite
different, Here, if we multiply the sample size by 4, the variability of
the fractional proportion of U's decreases by a factor of 2, Consequeatly,

mathematicians say that the fractional proportion of U's decreases like y%%

l .
Questior 1: Is this what your data seemed to indicate?

Question 2; Could you come closer, in predicting the number of U's, giam
a small number of drops, or from a large number of drops?

Question 3;Does your data become more variable or less variable, as you go
eo.larger-sized samples?

Question 4: Can you summarize what we have learned?

Question. 5: Vhy do you think we use fractions so muchlin the theory/of

probability?

2955-66




Scction V

A Telepiione Book Experiment

Experiment II. Look at some "randomly chosen" page well into the phone
book, Make a record of the last digitc of the 1lst 40 numbers of the page;
grouping by fives as usual, Each student should collect this data inde-
pendently, so that we can combine into a "big expeximent.” From this record,
determine the frequency of occurrence of each digit, and the relative fre-
quency of each, Study the variability of these frequencies as a function
of sample size, es was done in Experiment I,

Here is some typical data (although you will undoubtedly want to work
wiéh data collected by your oun class):

Harold's datas
by 9, 5, 6, 3 i
5, 6, 5, 4, &4
2, 9, 4, 2, 2,

o

-

9

.

v

.

o .
.

1)) W -] 1)) w

Judy's data:

w
“
w
»
>
»
~3
»
()

©
»
(V]
»
O
»
(<))
«»
~ v & & o

D intFdl « L T ta e e .
i T o a

A8 s e st i
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=30 00 00 Nt ey

S =i & 7o~y
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Using only Harold's a2 Judy's data we £ind:

digit total nuaber of occurren. ~=

o o’ 0’ 0’ 1’ 1’ l’ 2’ 1’ 0, 1 o,’ O’ O’ .];’ .];’ }‘.’ .g’ .!'.’ O’ }.

5 5 5 5 5§ 3

1 ¢, 0,0,0,0,0,0,12, 0,0 0, 0,0,¢,0,0,0,1,0,0

5

2 0,0,3,0,0,1,2,1,0,1 0,0,3,9,0,1,2,1,0,1

S5 S 5 5 5

3 1’ 09 Os 13 0’ 0, 1’ os 2’1 ,];9 0, O’l’ oa 09_];’ 03_2,,’_1,;

5 S ] 5 5

4 1’ 2’ 1’ 1’ 2: G’ Oa 1: 1’0 .1_,3’,1;,_1_:_2_, oa Osla}_’o
3 55 55 3 5

5 1’ 2’ 0’ o’ 1’ 03 0’ O’ 0’ 1 l’ ,g_’ O’ o’ l’ 09 O’ 0’ O’ _1_

3 5 S 3,

6 1, 1,'0,0,1,0,0,1,0,1 1,1,0,0,1,0,0,1,0,1

5 5 5 3 5

7 0,0,0,0,0,0,1, 0, 1,0 0, 0,0, 0, 0,0,1,,0,1,0
3 S

8 0,0,0,2,0,2,0,1, 1,0 %, 0,0, 2, 0, 2, 0,1, 1,0
5 S 5 5

9 1,0,1,0,0,2,0,0,0,1 1,0,1,0,0,2,0,0,0,1

' _ 3 5 S 3
In order to study 10 groups of 10, we nced more raw data, Here is

Marilyn's data:
%, 2,0, 4, 3
Oy 7, 7, 7, &

w
™
W
-
L\~
w
-~
.
o O v B

X
-
fo
-
&
-
\ -
w
<

xelative proportion of occurrences

2,

e




digit

Qocurronces of Dizits in Bach of 10 Groups of 10

total numbexr of occurrences

0,”1’..2_’..3’ 1’.0’;0’ 0’ 1’

0, 2, 1,

0,0, 1,

1, 0, 1,

In oxder to consider 20 groups

equal to 20"), we need more data:

Tom's datas

5, 8, 4,
7, 5, 3,
o, 8, 0,
8, 2, &,
2, 5, 4,
1, 1, 9,
1, 9, 6,
8, 9,17,

35, 0
3, 0

N
w
oy S 0 =

B SAY NITHH A  ARAab A N ¥ H AP O SO 1h;

relative proportion of occurrences

o - 0,1,
.10
0 0, 0,
| 0, 3,
1
2 1, 1,
10 10
1 3 25
10 10
0 3,0,
1 ,
1 2,
- 1
1 0, 0. 0,
0 0, 2,
1
2 1,1,
101

L
-
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ol Lo
=i =l =N
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e Lol
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A J
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-
ol =l
=l

w
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'.l-!-.a 0, 0, 0,

2,

10
0,

L

1,0

10

1,
10
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Bills data;

0, 4, 6, 2, 3

0,
0,
0,

2, 3, 75

0. 5’ .5’

1,
3’ 1’ 4’
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Occurrences of Digits in Each of 10 Groups of 20

total number of occurrences

1, 5,1, 0,1, 2, 5,0, 5, 3

Digit

0

1 v,
2 3,
3 2,
4 5,
5 3,
6 2,
7 0,
8 2,
9 2,
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We can now test the suggcstlon that the vaViabzlity of totals 1ncreases

like V—*'and the variabzllty of Lractzongl occurrences decreases like ﬁ%’ ’

vhere n is the so-«alled "3 ample size."
We shall use three methods: the method of ranges, the method of trimmed
ranges, and the method of average ranges. The first two of these methods we

used in Expewiment I; the method of average ranges will, however, be new,

Method of Ranges: For the total number of occurrxences of the digit 0, in

3
.

sample sizes of 5 {n=5), we have: ' \

~0,0,0,0,1,1,1,1,1,2 | .
Evidently, the raenge is 2-0=2,

For the total number of occurrgncoFOf the dzoiJ 0, m' sample sizes of
20 (n- 20) , we have: '
0,0,1,1,1,2,3,35,3, 3

Evidently the range is 5-0=5, It is reasonably close to our gencralization
that, if we multiply the sample size by &, we double the variability (in this

case, we double the range),

Here are some further comparisons:

Total number of occurrinces Fractional preportion of occurrences

range for range foi range foxr range for
dizit - n=23 n = 20 =5 n = 20
0 2 S 0.4 0.25
1 1 & 0.2 0.2
2 3 3 0.6 0.15
3 2 3 0.4 | 0.15
4 2 6 0.4 0.3
5 2 3 0.4 , 0.15
6 1 3 0.2 0.15
7 1 4 0.2 0.2
8 2 3 0.4 0.15
-9 2 5 0.4 0.25
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This table does not seem to show very decisive agreement without

generalization about varfability. What do your data shou?

Methnd of T:eiemmed Ranges

6,

1f we delete the two largest and two smallest members from each set, ve

trimmed set for total noo of occurrences

get
digit group with n=5
o 0, 0, 1, 1, 1,
1 0, 6, o, 0, 0,
2 0, 0,0,1,1,
3 0, 0,0,1, 1,
4 0, 1,'1, 1, 1,
5 o, 0,0,0,1,
6 . 0, 0,0, 1,1,
7 0, O, 0; 0, 0,
& 0, 0, 0,0, 1,
9 0, 0,0,0,1,

For the trimmed ranges we get:

trimmed range for total

T -

S N - T

digit no, of occurrences
n=5 n=20
0 . 4
1 0 2
2 1l 1
3 1 1l
[ 1l 2
5 1 3
6 1 1
1 0 2
8 1 2
9 1 1l

group with n=20

1, 1,

1, 2,

W W W M WD N DN LW

trimmed renge for fractional
grogortiou of occurrenzes

n=5
0.2.
0
0.2
0.2
0.2
0.2
0.2

0
C.2

0.2

0.2
0.1
0.05
0,05

0.1

0.15
0.05

0.1
0,1
0.05

S P R T U T T T T )
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. | Method of Averase Ranse

Combining our data for all digits, we can compute the average range and

average trimmed ranpge as follows:

Aversaze range Average Trimmed range
Total no, of Proportional fraction Total no, of Proportional
occurrences of occurrences occurrences fraction of
Qccurrences
=5 n=20 n=5 n=20 n=5 n0=20 n=5  n=20
1.8 3.9 0.36 19 . 0.3 1.9 1,6 08

This table appears to fit in quite nicely with our generalization that the

variability of total number of occurrences increases like V1, while the
variability of the fractional proportion of occurrences decreases 1like 1

va

as the sample size n increases,

What do your data show?

2927-66
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Section VI

An Experiment witu a Coin

. 1
Experiment YXII: Each member of your class can toss a coin 40 times™, recording

each occurrence of heads and tails in order, Keep these records in groups of

5 tosses each, Keep this data permanently. =~ we can use it repeatedly in

the future!l You cen study the variability of total number of heads, and
fractional proportion of heads, as functions of the sample size n.

Vhat do you expect to f£find? Here is the record of 2,000 tosses of.

HHETH
HTTTT

200

BTTTE

THHTH__350

You mey uwant to get records
least 2,000,

of even more tosses; perhaps a total of at

U.S. coins:

HHHTH THTTT

TTTTH TETHH

HHHTT TTTHH

HHHT T HTHHT

HTTTT THTTH__100

HTHTH HETTT

HHTTT TTTTT

HTTHT HTTTT :
HTTTE TTHHT |
ETTHT__50 TTUTT }
THHHH HTTHT. i
HHHAR TTHTT ‘
HEHTHT HTHTT

TTHHT THHTH

TRTTT HTTTT_ 150

HTTHT TTTTH

HTTHH THTTE

HHEHHT TTTHH

" HTTTH TTTHH

HTHHH HYTTT

2HHTT ATTTT :
‘THTTH HTTTT |
HETHH HTTRT
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HHHTH
THTTH
TTTHH

LHTRTT

BHTET
TTTHH
BETHHH
HTHHH
THTHH
HHTTH

- are e acpimgmat o

250

THTHH
THHTH®
ITTTIT
RATTIT
TTTHH
THTTIT
HETTHT
TTTHT
THTTT?T
THHHH

300

TTHTH
THHTT
TTTHH
THHHE
BETTHH
HHTHT
HHTTH
THTHH
HHHTT
THHTT

500

THETT
THTHT
HHYHH

_TTTHT .

TTHTH

"HHHHE

HHHTH
TTHHT
THTTH
HHHUT

400

HTHHT
TERHHT
THTTT
TTTAT
HHHHH
HHEEKEH
HHETH
TTTHT
HTHHEK
HTTHH

450

HIHKHHN
HHETHH
ATTHH
THTHH
THHTT
HETHH
HHRTT

-

- . -

(Section VI its temporarily left incomplete, In the completed version,
one would treat this data as in tie preceding sections, studying empirically
the variability of totals and ratios as a function of sample size,)

(Th:l.é coin data would also be used later for anm empirical comparison

~of the Ycompensation' vs, "swamptng"“theor.ies of the lav of large numbers,)
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Section VIiX

An Abstzcct Model for Chance Events

In the preceding sections, we have made empirical studies of variability,
using thumbtacks, telephone ‘directories, and coins, Ue have seen that as we
make our samples largexr, the variability of the total number of occurrences

of (say) an "Up", or of a "head’, beconzs larger, However, the fractional
propoxtion of "Ups" or "heads" varies less for larger sammples,

Can we uvse this appareat stability of the fractional proportion of
heads as the foundation for a mathematical model? Ve would 1like our model
to help descrile ¥chance" events, Let's see if we can make one that will
have some usefulness, ‘

To begin with, let us think of the example of the last digit of a
telephone number, We can make a 2~dimenclonal graph by representihg the
possible outcomes along the horizontal axis

o0\

s - v N P N 2 )
01 2 3 45 6 7 ¢ 9
and representing the fractional propoztion of occurrences along the vertical

axis, Suppose, for 2 numbers, the last digit of ome was 7, and of the other
was &, Then the fractional proportion of occurrences would be

Digit 01 23 %56 1789
Fractional 0 000 % 00 % 00
Proportion
of Occurrence

and the corresponding graphical representatioﬂ would be

FAY
1
x5} A X
- - Wl mma S e >
ol 1 2 3 4 5 6 7 & 9 4
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Suppose the experiment of selecting 2 numbers were repeated, and the final
digits were 2 X.nd 4, This new graph vwouldthen look like this?

1
X x x

- . S Y >
001 2 34 5 6 7 ¢ 9

We can make & 3-dimensional picture by arvanging these two planes parallel

at two different points on a “tima" axis:

time
Suppose we toss a coin 6 times, at 5 second intervals,

the outcome by a 3-dimensional picture as follows:

lle could represent

Time in
seconds

From this picture, we can see that the outcome of the 1lst toss was “"Heads",

the outcome of the 2nd toss was "Heads", of the 3xd also "Heads", the outcome
of the 4th toss was "Tails", and so on,.




Row'what did ve seen to be ob erving 1n our empzrical studies of probability?

For one thing, ve computed the fractionel average. not of a single toss, but

[R&C‘

Aruitoxt provided by Eic:

(5 ¥ kel S Arotun

cumula:ively over many tossas, We took a fairly long section along the time axis

and computed an average for all of the tosses included wiqPin this time interval,

The resulting 2~dinensional graph might look like this:

A

fractional / ;

proportion 2
of occurrences’"

S

(® '
If we take longer and longer sections along the time axis, the varfability
of the fractional propcrtion of occurences will become smaller and smaller., The

fractions appear to be "homing in" on some constant values, from which they do not

deviate very much in large samples,
We might, then baee our model upon the idea of a long-range average
2 ' |
%

- " >

. o
which can represent, as an average, an-zﬁtended section along the time axis:
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2 ;: Question I. What do you think a 2-dimensional "long-range average™ would look

like for:
a) the thumbtack experiment
b) the last digit of telephone numbers

¢) the coin-tossing experiment,

Question II. If you computed a 2-dimensionzl graph of fractional occurrences

from a very long average along the time axis, would your 2-dimensional graph be

relevant to some other long average along the time axis?

: i
We evidently can get slightly different, but quite sﬂpilar, graphs by averaging

over diffcrent long sections of the time axis. It is convenient to assumea "limiting"

graph towards which our long-range average graphs are tending,

l

We can frequently use logical analysis to determine what this "1limiting" graph

should be, In the case of the coin-tossing experiment, we can argue that the coin
is reasonably symmetric, and so each side should be as likely as the other, Consce

quently, we can expect a "limiting: graph like this:

1.
5 X
i T >

Such logic.'unfoétunately. fails us in the case of the thumbtack, and ve are

forced to rely upon our long-range averagés computed from empirical data,

|
!
For the coin we have a good theor}; for the thumbtacks we have none at all,
The case of the last digit of the telaplicne numbers lies scmewhere in between: we

might believe that all digits axe equally likely, on the grounds that the telephone
company uses essentially consecutive numbers without gaps, On tha other hand,‘it is
harder to be sure just how telephone numbexs axe assigned, and so we are less con- 1
fident that all digits really are equally likely., It is, howeve*, possiblé to com~

pare our “equally-likely" theoretical limit.graph against graphs obtained empirically

from long averages along the time axis. This comparison might be quite interesting.




We shall make one further modification of our 2-dimensional *1liuits" graph, -
The various outcomes of an experiment are usually things like *heads", "tails",
"point-up", "point-doun:, and so on, These outcomes do not naturally arrange
themselves along a nuzber line. We shall consequently dispease with the graphical
arrangement, and sihall concern ourselves only with the set of possible outcomes,

which we shall call a sample space.

Examples:

1) 1If we toss a coin once, the setﬁ of possible outcomes (or “sample
space") might evidently be written {H.T} .

2) If we toss a single die, it c:m come to rest showing, 1, 2, 3, 4,
5, or € on its uppexmost face, Ve can represent this set of possible outcomes
as {1. 2, 3, 4, 5, 63 .

3) 1If ve toss one dime and one quarter, we can list the outcome in a
definite order, giving the outcome for the dime £irst, then the outcome for
the quarter, Thus, HT would mean the dime showed heads, the quarter showed
teils, Using this convention, the szaple space might be written

fmommm )

4) If we throw tuo dice simultancously, and care only about the total
obtained by adding the two numbers on the uppermost faces, we might write
the sanple space this way:

{2, 3, 4, 5, 6, 7, S, 9, 10, 11, 12} .

3) For our thumbtack, the sample space might be writtem U, D, where

"U" means the tack came to rest point-up, and “Ii" means that the tack came

to rest point-‘oun,
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"Yle 'have replaced our horizontal axis by a simple listing of the possible
~ outcomes of an experimeant., Ve muét ’ howevcr,' rcet2in the numberal values vhich our
2-dimensional limit graph exhibited along the vertical axis, Ve shall de this

by means of a function f vhose range is a subset of tlie set of xeal numbers,

Examples:
1) For our singlce coin experiment, the sample space is

fio)

/
and the function £ is defined as \

£ (W) =%
£(T) =%

2) For the thumbtack expefiment, use your oun !data to determine £(U)
and £(d). Depending upon the kind of thumb-tack that yod used, the surface onto
which it fell, and the method of dropping it, you may get different ratios of.
U's and D's. If, in a drops you got b U'sc and a = b D's, then your estimated
limit graph might result in this function: |

£ = 2
a=b

e
Q__uestion XX, iven without knowing the actual experiment and the actual sample

space tuat somcone has in mind, can you describe certain limitations on the

function £ which he nust use?
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The Use of Tree Graphs

The task of deciding upon a sample space is sometimes simplified by using
a "tree graph"”. We can illustrate this method by an examp!e:|

Three-child families. To study the distribution of boys and girls in

families having three children, a survey of such families is made. What is
a sample space for the experiment of drawing one family from a population
of three-child families? We can construct a "tree graph" like this:

i

Ist (oldest) 2nd child 3rd child Sample

child Space
|
.. Bo BBB
- el // y :
Boy —_ Girl ESG

_.——Boy BGB

N\ .
~——— Girl =

Boy GBB

T ———Girl GBG

Girle—"" Boy GGB

T Girl GGG

In the usual set notation, we could write the sample space as
{BBB, BeG, BGB, BGG, GBB, GBG, GGB, GGG} '
Suggested continuation of Section Vi|
1) Discuss "events” as subsets of the sample space.
2) UDescribe the function f, extending its domain to the set of subsets of

the samplie space. Include additive property.

I. This example is quoted from Probability: A First Course, by Mosteller,
Rourke and Thomas (Addison-Wesley, 1961), pp. 64, 65.

2929-66
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Section II

Permanent Experiment # 1

-

Why don't you perform a big thumb-tack experiment with your cléss?
If you have 20 or more people in class, have each person drop a tack 40
times, Have him recoxd each "Up" or "Down® as it occurs, and separate
his answefswinto groups of 5 each, They by combining'oroups; you will be

able to get 10 groups of 5, or 10 groups of 10, or 10 groups of 20, or

10 groups of 40, or 10 groups of &0,

Keep all your data! We will be able to make use of it azain

in the future,
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-Is_th: number of U's more predictable in a larsge sample, jff

or in a small sample?-

As  Record the number of U's in each of 10 groups of 5:

L]
® [ J ® ® ® « ® ® ® [

B. Recoxd the number of U's in each of 10 groups of 10:

Co Recoxd the number of U's in cach of 10 groups of 20:

° ° . ¢ ° ° . ° . >

De Record the number of U's in each of 10 groups of 40

E. PRecord the number of U's in each of 10 groups of 80:

® ® ® [ L] [} [ ] [ ] ® ®

Question 1: Looking at your data above, vhere is it easier to predict

the number of U's, in groups of 5 or in groups of 20, or in grouﬁs‘ofVSO?

Question 2: Can you describe what we mean by the "wariability" in a set of
numbers? Which set of numbers shows the greatest variability, the set

recorded under A, or the set recorded under C, or; the set recorded under E?

Ve need some good methods for studying how much "variation" there

18 in a set of numbers, Here are 5 met’nods:1

l. Ve shall take our data from Section I. Why don't you use data

from the experiment that your class did,
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I. The Method of "Just Looking".
For groups of 5, we got these numbers: (counting "Ups™)
20 3,.3: 3, 4,1, 2, 3, 3, 2.
For groups of 20, we got these numbers:
14, 7, 12, 12, 10, 10, 9, 10, 11, 11,
By just looking at these numbers, which set of numbers seems to

show greatexvariation'i?

II; The Method of Graphs,

We can show the first set of numbers of a graph like this:

|
1

occurrences -4 A

number of

1 R X

1 -

0 1 2 3 4 5o per of U's in the group

Number of “Uns" in 10 ercups of 5 drops

A
number of
occurrances
-t X
-l X ¥
4+ X X X
. .y x X

- & R S SR R S :
ol 1 23 4 56 739 1011 121316151617
number of U's in each group
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Number of "Ups" in 10 groups of 20 drops.

From looking at these two graphs, which set of numbers seems to show
greater variability? |
I1t, The Method of Mean Absolute Deviation from the Mean, ‘
Cne good method requires that we compute the "average" or "mean"
for each set of numbeus: o
25 3434+3+4414%2+3434+2=26

26
10

14 4 74124124 10+ 104+ 94 104+ 11 + 11 = .106

= 2,6

106
10

= 10.6

Ve theti compute the distance (on the aumber line) between each
number and the mean:

|2 - 2.6] = 0.6

(3 « 2,6] = 0.4

|3 =-2,6] = 0,4
3 - 2.6 = 0.4
4 = 2.6] = 1.4
CR-2.6)=16
2 - 2,6 = 06
3 = 2.6 = 0.4

3 b4 206 = 004

2 - 2.6 = 0.6

We have now computed the "deviations from the mean" for our first set of
numbers, We now proceed to compute the average deviation by averaging these
new numbers: | |

066 & 0ol & 04d < 004 4 124 4146 4 0,6 + 044 < 40,4 - 0,6 = 6,8

6.8 _
% 0.68

"




A , : 5,

This is the mean absolute deviation from the first set of numbers (groups
of 5 drops).,

Now, let's do the same thiang with our second set of numbers (groups of 20
drops):

14 - 10.¢] = 3.4

7 - 10,6|= 3.6

12 = 10.6]= 1.4

12 - 10.6]= 1.2
10 - 10.6]= 0.6

10 - 10,6]= 0.6
9 = 10.6|= 1,6

i
10 - 10.6]= 0.6

11 = 10,6}= 0.4
|11 - 10.6l= 0.4

bt 364 10d - Lob - 0,6 4 0,6 % 1,6 0,64 0,44 06 =14

14
10

This is the mean absolute deviation for the second set of numbers

= 1.4

(grovps of 20 drops).

From this method of comparison, which set of numbers seems to vary more?

IV, The M2thod of Comparing Ranges,

For the.first set of numbers

2,3,3,3,4,1, 2,3, 3, 2

the smellest is 1 and tue largestis &, The range, therefore, is
b~-1=3

For the second set of numbers

14, 7, 12, 12, 10, 10, 9, 10, 11, 11,

the smallest is 7 and the largestis 14, The range, therefore is: 14 = 7 = 7,




'From comparing the ranges, which set of numbers seems to show the greater

. Variability? - . . T ‘. ‘ _.......:..-..-,.... © e mmemm e e e eae et e

Vs Tue Method of Comparing Trimmed Ranges,
To use this method, we arrange the numbers in order of size:
1, 2, 2, 2, 3, 3, 3, 3, 3, 4
7, 9, 10, 10, 10, 11, 11, 12, 12, 14,
We then “trim" each set by discarding (say) the two "largest” and
the "smallest" numbers in each:
2, 2, 3,3,3,3
10, 10, 10, 11, 11, 12
For these "trimmed" sets of numbers, we compute the ranges:
3 ~2=1 trimned range for firs£ set of numbers (groups of 5)
.12 « 10 = 2 trimmed range for second set of numbers (groups of 20) .
'By using this method of comparison, which set of nuﬁbers seens to show

greater variability?

Question 3: Which set of numbers, in your data, shows greater variability,

tho set recorded under C, or the sct recorded under E?

Question 4: Can you predict the total number of "Ups" more accurately in

spall'numbars of tosscs, or in large numbers of tosses?

Question 5: If we want to get a sei of numbers showing twice as much

variability, shculd we use semple sizes twice as large? One-half as large?

four times as large? COne-fourth as large? Or whet

Question G: Do you kaow how mathematicians express thie answer to Question 5%

Question 7: What advantages and disadvantages can you find to help choose

betuveen the 5 different methods for comparing variability?
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Question G: Jeirry says that, éven'ﬁhough the second set of numbers secmed

to show moxe variability, there is some sense in which it really shows less

variability, What do you think? How would you sugzest vwe deal with these

two sets of numbers?

2925-66
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Section IIL

Proportional Occurrence of U's

Question 13 Ellen says that even though the total number of U's is harder
to p:ed'ict for larger samples, the proportional occurrence of U's is easier
to predict for larger saemples, What do you think? What does your date

suggest?

Let's test Ellen's suggestion by each of our 5 methods for comparing
variability, 1In Section IX we compared the variability of the total number
of U's, Ve now compare the var:lab:llity' of the proportional or fractional

number of Y's,

Question 2: Hov do you expect the variability of the fractional number of
U's in the 5 dr‘op case will conipare with the fractional number of U's in

the 20 drop case?

Method I: .
The fractional number of U's {n the 5 drop case can be found by taking the

total number of Y's:
2,3,3,3,4, 1, 2, 3, 3, 2

and dividing by the total number of drops (in this case, 5):

. 2033, 3,4, 1,2,3,3,2
3 555555555

For the groups of 20 drops we get

14, 7, 12, 12, 10, 10, 9, 10, 11, 11
2020 20 29 206 20 20 20 20 20

Can you tell, by just looking, which set of numbers varies more?

Method IT. Comparison by Graphs,

We shall mark both sets of numbers on the same graph, using x's to

indicate the 1st set, and 0's to indicate the 2nd set:




S S

trequency
- 9% occur=
cence in
she set of
aunbers

Coo e

17 18
30 20

Which set of numbers shous greater consistency? Wich siious greater

variability? Did it work out the way you expected?

-

Method 1iI: Comparison of Mean Absolute Deviation from the Sample Mean,.
Evideatly, the mean for the 1lst set of mumbers must be

2.8
3

= 0,52
The zbsoiuce deviations from 0,52 are

’o.t-, - o.sz[ = 0,12

0.6 - 0.52] = 0,00

0,6-= 0,52 = 0408

0.6 = 0,52 = 0,08

S
o L o A ATtk
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j 0.8 = 0,52] = 0,28

0.2 = 0,52} = 0,32
\0.4 - 0,52} = 0.12
J0.6 - 0.52) = 0.08
,0.6 - 0,52) = 0,08
J0q4 = o.sz\ = 0.12
Aweragi;g these deviations, ve get
0,12 4 0,08 4 0,08 +0,08 + 0428 + 0,32 + 0,12+ 0.03 + 0408 + 0,12 = 1,36

1,36

j .
10 0,136 =—— This is the mean absolute deviat%on for the lst set of

numbers (group of 5 drops).,

tle can now do the same thing for the 2nd set oq numbers (groups of 20

drOpé): ,
The mean is

10.6 _

20 - 0.53.

The absolute deviations from this mean awve:
Io.7 - 053] = 0.17
|0.35 - 0.53] = 0,18
0,6 = 0.53]= 0.7

/0.6 - 0,53 = 0,07
/0.5 = 0.53f = 0.03
| 0.5 - 053 = 0.03
Jo.ss - 0.53| = 0,08
0.5 - 0,53 = 0,03

Jo.ss - 0.53 = 0,02

Jo.55 - 0.53[ = 0.02




4,

0,17 + 0,18 4 0.07 4 0,07 - 0,03 - 0,03 40,08 +- 0,03 + 0,02 4 0,02 = 0.7

00'7

iar- = 0,075 This 1is the meaﬁ absolute deviation for the 2nd set of

numbexrs (group of 20 drops, using proportion of U's
rather than total number of U's),

Which sct of numbers secems to vary more? How much more?

IV. The Method oZf cdmparing Ranges
The 1st eet of numbers (proportion of U's in group of 5 drops) is
0.2, 0.4, 0.4, 0,4, 0,6, 0.6, 0,6, 0,65, 0.6, 0,8
The smallest number is 0.2, and the largestis 0.8, Consequently,
" the range is " 0e8 = 0.2 = 0,64
The 2nd set of numbers (progortion of U's in groups of 20 drops) is
0.35, 0.45, 0.50, 0,50, 0.50, 0.55, 0.55, 0,60, 0,60, 0.70,
The largest is 0,70, and the smallest is 0,35, Coansequently the

tange 18 0070 - 0035 = 0,35;

V. The Method of "Trimmed" Ranges

For the 1lst set of numbers, we delete the two largestand the two smallest,
"to get a "trimm;d“ set of numbers:

6.4, 0.4, 0.6, 0.6, 0.6, 0,6,
The range 1s now 0.6 = 0.4 = 0.2,

koxr the 2nd set of numbers (groups of 20 drops), if we omit the 2 largest
- and 2 smallest we get the "trimmed" set of numbers:

0.50, 0,50, 0,50, 0.55, 0,55, 0,60

The range of this'trirnmed set is 0.60 - 0,50 = 0,10,
Quastion #3: Does the total number of U's vary more in iarge sampkes, or in
small samples? |
Question #4: Does the proportion of U's vary more in laxrge samples, or in
small samples?

Question: #5: Can you summarize what we have learned? What does your data
seem to indicatet?
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Sectio# 1#

Varfability of Total Number of U's, and of Proportion of U's, in Laxge
Samples and it Small Samples.

(Summary of Sections I-III)

Alex says that mathematicians talk about our thumb-tack experiment this way:
When we were using 10 groups of 5 drop‘s each, they would say we had a
sample size n, equal to 5. |
When ve were using 10 groups of 20 .drops each, they wouid say ve had
a sanple size n, equal to 20. |
In general, when we increase the sample size by making it & times as big, .
the variability of the total number of U's would be expected to increase by

a factor of 2, Consequently, mathematicians say that the variability of

the total number of U's increases as Vi,

.

Tn the fractional proportion of U's, however, the situation is quite
different. Here, if we multiply the semple size by &4, the variability of
the fractional proportion of U's decreases by a factor of 2, cénse(gaently ’

mathematicians say that the £ractional proportion of U's decreases like lf-}

Questior 1l: 1Is this vhat your data seemed to indicate?
Question 2: Could you come closer, in predicting the number of U's, from
a small number c¢f drops, or " from a large number of drops?

Question 3;Does your data beco':.ne more variable or less variable, as you go

© s

to larger-sized samples?

0 pummmm—

Question 4; Can you summarize what we have learned?

Question 5; Why do you think we use fractions so much in the théory’of —

-

probability?

’
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Section V

A Telephone Book Experiment*

Experiment ii. Look at some “randomly chosen" page well into the phone

book, Make 2 record of the last digit of the 1st 40 numbers of the page,
grouping‘by fives as usual, Each student should collect this dat; inde~
pendently, so that we can combine into a Wbig experiment.” From this xecord,
determine the frequency of occurrénce of each digit, and the relative fre-

quency of each, Study the variability of these frequencies as a function

t.
S,
S

ofisample size, as was done in Expeximent I, 1 |
i Here is some typical data (although you wiil undoubtedly want to wox :
with data collected by your oun class):
Harold’s data:
4y 9, 5, 6, 3

5, 65, 5, 4, &

o
“»
v}
“»
W
«w
o _
' Y
o W O o W

Judy's datas

w
N
W
v
o>
™
-~
.
(o)

6
4
8, 5,9, 6, &4
9
7




Using only Harold's and Judjr's data we find:

2.

digit total number of occurrences relative proportion 0f occuxrences
0 os 03 03 13 13 13 23 13 0, 1 0.3 oa .Qs _];s ls ,!-_s _2.: ls 0, ,1_
5 5 5 5 3 5
1 0, 0,0,0,0,0,0,1,0,0 0, 0,0,0,0,0,0,1,0,0
| 5
2 0,0,3,0,0,1,2,1,0,1 0,0,3,0,0,1,2,1,0,1
5 55 5 3
3 1,0,0,1,0,0,1,0,2,1 1,0,0,1,0,0,1,0,2, 1
| 5 5 5 5 35
& 1, 2,1,1,2,0,0,1,1,0 1, 2,1, 1,2,0,0,3,1,C
5 5 5 5 5 5 5
5 1, 2,0,0,1,0,0,0,0,1 1, 2,0,0,1,0,0,0,0,1
5 5 5 5
6 1,1,0,0,1,0,0,1,0,1 1,1,0,0,1,0,0,1,0,1
. 5 5 5 5 5
7 0,0,0,0,0,0,1, 0,1, 0 0,0,0,0,0,0,1,0,1,0
' " 5 S
8 0,0,0,2,0,2,0,1,1,0 0,0,0,2,0,2,0,1,1,0
3 S5 5 5
9 1,0,1,0,0,2,0,0,0,1 1,0,1,0,0,2,0,0,0, 1
5 5 5 5
" In order to study 10 groups of 10, we need more raw data, Hexe is

Marilyn's data:
23 0’ 4’
S, 7,

7,
s 6,




3.

'Qccurrcnc.cs of Dizits in Each of 10 Groups of 10

digit total numbex of occurrences relative proportion Of occurrences
0 0,1,2,3,1,0,0,0,1,0 0,1,2,3,1,0,0,0,1, 0
| | 10 10 10 10 10
1 0,0,0,1,0,0,0,2,1,0 0, 0, 0,1,0,0,0,2,1,0
10 10 10
2 0,3,0,1,0,1,0,0,1,1 0;_3_a 0,1, 0,1,0,0,1,1
10 10 10 10 10
: 3 1,1,0,1,3,0,1,0, 1, 2 1,1,0,1,3,0,1,0, 1,2
: 070 1010 10 1010
4 3,2,2,11,2,0,0,2,1 3,2,2,1,1,20,0,2 1
1 | 10 10 10 10 10 10 10 10
f-? '3 3,0,1,0,1, 1,1, 0,0, 0 3,0, 1}, 0, 1, 1, 1, 0, 0, 0C
- - | 10 10 10 10 10
6 2,0,1,1, 1, 1,142, 0, 1 2,0,1,1,1,1,1,2,0, 1
| 0. 10 10 10.10 10 i0 15 , |
'-‘ 7 0, 0, 0, 1, is 1: 1, 3, 3, 1 0, oo 0, l-,s _1_3 },a la 29 2: _1,-..
- | 10 10 10 10 10 10 10
8 0: 2: 2: 1, 1, 2: 1, 2: 130 09&0_2_:}_3}_’2’.];9_2_9.];:.0
: . 10 10 10 10 10 10 10 10
i 9 1,1,2,0,1,2,64,1,1,2 1,1,2, 0,1, 2,4 1, 1,2
3 - 10 10 10 10 10 10 10 10 10

In order 2o consider 20 groups of 20 numbers each ‘("samples with n
equal to 20"), we need more data: | |

Tom's datas
5, 8, 4, 5, 0 | | . :
7, 5, 3,3, 0

1
&
5
4
7
7




" Bills data:

4;_ .6’..2’ 3: ,

3,
s

PP )

Seraeies s sommmm om0 e v T

7, 2
5, 1
8, 9

)
.
O - -~

- Occurrences of Digits in Each of 10 Groups of 20

Digit
0

total number of occurrences

1’ 5’ 1’ 0, 1’ 2’ 5’ 0, 5’ 3

1,5,1,0,
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relative proportion of occurrences

-
.NlNQ.

20 20 20
0,1, 0,
20 20

N
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3, 1,
20 20
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20 20 20 20 20 20
s, 3,

20 20 20~ 20 20 20 20

3, 1,
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We can now test the suggestion that the variability of totals increases

like Vn, and thfé‘variability of fractional occurrences decreases 1llke V%’ ’
vhece n is the so-called "sample size.”

We shall use three methods: the method of ranges, the method of trimmed
ranges, and the method of average ranges. The first two of these methode we

used in Experiment I; the method of average ranges will, houever, be new.

Method of Ranges: For the total number of J;curren%es of the digit 0, in
saﬁple sizes of 5 (n=5), we haves

0,0,0,0,1, i, 1,1, 1, 2
Evidently, the ronge is 2-0=2.' !
| For the total number of occurrcncesof the digiﬁ 0, m* sample sizes of
20 (n=20), we haves

0,0,1,1,1, 2, 3,5, 5,5
Evidently the range is 5-0=?. It is reasonably close to our generalization
that, if ve multiply the_saéple size by 4, we double the variability (in this
casz2, w2 double\the range) ¢

Here are some further comparisons:

Total number of occurrcneces " Practional proportion of occurrence:
range for ranze for range for range for-.

digit = 3 n = 20 n=5 n= 20

0 2 3 0.4 0,25

1 1 4 0.2 0.2

2 3 3 0.6 | 0.15

3 2 3 04 0.15 ’l

& 2 6 0.4 0.3

5 2 3 0.4 0.15

6 1 3 0.2 0.15

7 1 4 0.2 0.2

8 2 3 0.4 0.15 3

9 2 5 0.4 0,25 !
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| This table does not seem to -show very dacisive agxgement without
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gcneral;zatzon about variability. WhaL do xou data show?

< ommalne WO wm—timTe . e m ..

Method of Trimmed Ranggg B e

If we delete the two largest and two smallest members from each set, we

-3

et

: - trimmed set for total no. of occurrences

digit | group vith n=5 group with n=20

0 0,0,1, 1, 1,1 1,1,1,2,3,5

1 0, 6, 0, 0,0, 0 1,1, 1, 2, 2,3

2 0,0,0,1,1,1 1,1, 1, 2, 2, 2

3 0,0,9,1,1,1 1,1, 1,1, 2,2

& Y 0, 1,-1, 1, 1,1 2,2,3,3,3,4

5 0,0,0,06,1,1, 0,1,1,2,2,3

6 0,0,0,1,1,1 1,1,1, 2, 2,2

7 o, 0, 0,0, 0, 0 1, 2, 2, 2, 3, 3

& 0, 0, 0, 0, 1; 1 i, 1, 2,2, 3,3 ‘
9 0,0,0,0,1,1 2, 2, 2,.2, 3,3 |

For the trilmmed ranges we get: v
trimmed range for total trimmed range for fractional

digit no. of occurrences _ _ proportion of occurtences
n=3 =20 D=3 | p=20

0 1 & 0.2. 0,2

1 - ; 0 2 0 0.1

2 1 1 0.2 0,05

3 1 1 0.2 0,05

4 1 2 0.2 0.1

3 1 3 0,2 0,15

6 1 1 0.2 - 0.05

7 ¢ 2 o 0.1

8 Y 2 TUe.ZTTT T TTT0GL

9 1 1 0.2 0.05
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7.

Method of Average Range

Ccmbining our data for all digits, we can compute the average range and

o
average trimmed -range as follous:

Avenage range Average Trimmed range
Totul no, of Proportional fraction Total no, of Proportional
occurrences of occurrences occuriences fraction of
g gccurrences
f=5"  n=20 n=<5 ' n=20 n=5 =20 n=5  n=20
1.8 3,9 0.36 19 0.8 29 1,6 09

This table appesrs to fit in quite nicely with our generalization that the
variability of total number of occurrences increases likevm, while the

variability of the £ractional proportion of occurrences decrcases like l;

va

as the sample size n increases, : T

VWhat do your data show?
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Section VI

"An Experiment with a Coin

Experiment III: Each member of your class can toss a coin 40 timesl, recoxrding

each occurrence of heads and tails in order, Keep these records in groups of

5 tosses each., Keep this data permanently. == we ¢an use it repeatedly in

the future! You can study the variability of total number of heads, and

fractional groportion of heads, as functions of the sample size n,

What do you expect to f£ind? Here is tge record of 2,000 tosses of
U.§. coins: \
HHHTH THTTT ]
TTTTH THEHTHH '
HEHHTT . TTTHH l |
HHHTT HTHHT ;
HTTTT THTTH__100
: HTHTH HHTTT
’ HETTT TTTTT
HTTHT HTTTT |
"'HTTTH TTHHT ]
HTTHT__ 50 TTHTT
THHHH - HTTHT
HHHAR TTHTT
HHTHT HTHTT
TTHHT THHTH
TETTT | HTTTT___150 - |
HTTHT TTTITR '
'HTTHH THTTH
, . HHHAHKT TTTHH
g HTTTH TTTITHH
' HTHHH HTTTT |
THHTT ATTTT 2T |
THTTH . HTTTT . |
HHTHH - HTTHT |
HHHETH HTTTE
. HTTTT__ 200 THHTH 350 |
1. You may want to get ;eco:ds of even more tosses; pernaps a total of at
least 2,000,




2,

"HHHTH THETT
THTTH THTHT
TTTHE HEHTHE
HTHTT TTTHT
HHTHT TTHTH
TTTHH HHHEHRE
HTHHH HHHTH
HTHHH TTHHT
THTHH THTTH
HHTTH__250 HEHHAT__400
TETHH HTHHT \
THHTH THHHT ,

i TTTTT THTTT

3 HETTT TTTHT

§ TTTHH HEHHE |

: THTTT HHIHH ;

3 HTTHT HHRTH

! TTTHT TTTHT

- THTTT HTHHH

5 THHHH__300 HTTHH__450 8

‘ TTHTH HAHHH
THHTT HHTHH

_ TTTHA HTTHH

; THHHE THTHH
UTTHH THHET
HHTHT HHTHH
HETTH HHHTT
THTHH
HHHTT
THHTT___500 La

PN N
L] .
e O h S r n § 04k S mewdn me me S CF S

(Section VI is temporarily left incomplete., In the completed version,
one would treat this data as in the preceding sections, studying empirically

et maa e me

the variability of totals and ratios as a function of sample size.)
(This coin data would also be used later for an empirical comparison

of the "compensation' vs. "swamping" theories of the law of large numbers,)

e
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Section VII.

An Lhstract Model for Chance Events

In the preceding sections, we have made empirical studies of variabiliﬁy,
using thumbtacks, telephone ‘directories, and coins. Ve have seen that as we
make our samples larger, the varlability of the total number of occurrences
of (say) an "Up", or of a "head, becomes larger, However, the fractional

proportion of "Ups" or "heads" varies less for larger samples,

Can ve use this 2pparent stability of the fractional proportion of
heads as the foundation for a mathematical model? We would 1like our model
to help describe "chance" events, Let's see if we can make one that will
have some usefulness., ) l

To begin with, let us think of the example of the last digit of a
telephone number, Ve can make a 2~dimensional gréph by representing the
possible outcomes along the horizoantal axis

)\

-] v ) S T >
012 3 45617 8 9
and representing the fractional proporiion of occurrences along the vertical .

axis, Suppose, for 2 numbers, the last digit of one was 7, and of the other
was 4, Then the fractional proportion of occurrences would be

Digit 01 2 3 4 56 7 8 9
Fract:ional 0000%%00%00
Proportion ' .
of Occurrence

and the corresponding graphical representation would be

FAY
18
%r A X
- R — v — s >
ol 1 2 3 4 5 &6 7 & 9 4

P T e ol T Rk A SevwerindPi o
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Suppose the experiment of selecting 2 numbers were repeated, and the final

digits were 2 Rnd 4, This new graph wouldthen look like this?

1
% % X

'ohééa‘s—'é‘ii“é >

We can make a 3-dimensional picture by arranging these two planes parzllel
at tuo diffcrent points on a “time" axiss A

Ar\\\--\\~_‘a\.'-\.'/ ' WDE
11 -*;;;:;"\\_~‘\~ﬂ\‘--‘~ S
% M ’ . =y ...
G= 2 % fzg‘ ;‘-76 ,

time —

Suppose we toés a coin 6 times, at 5 second 1ntervals, [le could represent
the outcome by a 3-dimensionel picture as follows: '

seconds

From this picture, we can sce thet the outcome of the 1lst toss was "Heads",
the outcome of the 2nd toss was "Heads', of tie 3rd also "Heads", the outcome
of the 4th toss was “"Tails", and so on,
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Now what did we seem to bz observing in our empiricel studies of probability?

For une thing, we computed the fractional average, mot of a single toss, but

curulatively over many tosses. We took a fairly long section along the time axis

\ | )

L

‘and computed an average for all of the tosses included within this time interval,

Her 1w

The resulting 2~dimensional graph might look like this:

N

fractional / L
proportion 2
of occurrences 1
KA

LA. —
¥ T '

If we take lénéer and longer sections along the time axis, the variability
of the fractional proportion of occurences will becgme smaller and smaller, The
fractions appear to be "homing in" on some constant values, from vhich they do not
deviate ve.y much in large samples.

We might, then base our model upon the idea of e long~zange average

‘ -

vy =
which can represent, as an average, an-gxtended section along the time axis:

K
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Question . What do you think a 2-dimensional "long-range average" would look

1like for:
a) the thumbtack experiment
b) the last digit of telephone numbers

¢) the coin~tossing experiment,

Question II, If you computed é 2-dimensional graph of fractional occurrences

-from a very long average along the time axis, would your 2-dimensional graph be

relevant to some other long average along the time axis?

ﬁe evidently can get slightly different, but quite similar, graphs by averaging
over different long sections of the time axis., It is convenient to assumea "limiting
graph towards which our.iong-range'average graphs are tending,

We can frequently use logical analysis to determine what this "limifing" graph
should be, In the case of the coin-tossing experimeant, we can argue that the coin

is teasohably symmetrié, and so each side should be as likely as the other, Conse=-

' quently, we can expect a "limiting: graph like this:

1
% - X

Such logic, unfortunately, fails us in the case of the thumbtack, and we are
forced to rely upon our long-range averagés computed from empirical data,

For the coin ve have a good theor&; for the thumﬁtacks we have none at all,
The case of the last digit of the telephone numbers lies somewhere in between: we
might believe that all digits are equally likely, on the grounds that the telephone
company uses essentially consecutive numbers without gaps, On the other haﬁd, it 13
harder to be suré just how telephone numberg are assigned, and éo we are less con-
fident that all digits really are equally likely, It is, however, possible to com~
pafe our “equally-likely" theoretical limit graph against graphs obtained empirically

from long averages along the time axis., This comparison might be quite interesting.

Y o
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We shall make one furt‘xcr mod:.ficat:.on of our 2-d:lmensional "1imi."s" graph. o
'Ih;various outcomes of an experiment are usually things 1like *heads", 'tails”,
“po:lnt-up", "point-down:, and so on. These outcomes do mot naturally arxrange -

themselves along a number line. We shall comsequently dispense with the graphical

.&trangemq“a:& P | ,".L--s TvavwEl VULDElves nnly with tbg'_g;_e_E of possible outcomes,

”~ - I -~

~uaich we ehall eall a sample space, B R

Examples: ] : s ;
j
) 1If we toss a coin once » the set of possible outcomes (or "sample

e - A e e

apace") might evidently be written J H.'.l‘} ,

=

2) If we toss a single die, it can come tc rest showing, 1, 2, 3, 4,

- 5, or 6 cn its uppermost face. Wa can represent this 8et of possible outcomes

as {1,_2, 3, 4, 5 6} ) ' R m e

- - P T
L

3) If we toss one dime and ome queier, we can lis't_thé' outcome in a

- definite order, giving the outcome for the dime f:l'.r‘at.:, then the Au;;ome for
- the quartef. Thus, HT would mean the dime showed heads, the quarter showed
tails, Using this convention, the sample space might be wxitﬁen
\{HH, HT, TH, TT5 ’
4) 1If we t;hrow two dice simultaneously, and care only about the total

obtained by addino the two numbers on the uppermost faces s we ‘might wz:l.te

' the sanple Space this way:

e -— -~
C T e e

(28 3’ 4’ 5’ 6’ 7’ 8’ 9 10’ 11 12} e R N

POV -

5) For our thumbtack, the sample space m:lght be written U, D, where
" "y means the tack came to rest point-up, and "p" means that the tack came

zTest point-down,

- et o —
——— .- e - — . o — g o0f ot 49 o o 4 848
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6.

_ =+ We have ;gp;aqg¢"oq;ihpgizgngalngxis by a simple listing of the possible .
outcemes of an experimeat. We must, however, retairn the numberal values which our
2-dimensional limit graph exhibited along the vertical axis., We éhall do this

by means of a function £ vhose range is a subset of the set of real numbers,

Examples:
1) Por our single coin experviment, the sample space is

- S, T} j |
~ 1

and the function £ is defined as

£ =%
£(D) =% o e

2) ;For the thumbtack experimént, use your owé data to determine £(U).
and £(d). Depending upon the kind of thumb~tack that you used, the surface onto
- +which it fell, and the method of dropping it, you may get different ratios ;f
: U's and D*s. If, in a drops you got b U's and a_~ h D's, then your estimated
1im1t graph might result in this function:
E@) = 2

P

Question ITX. Even without knowing the actuzl experiment and the actual sample

space that someone has in mind, can you describe certain limitations on the

function £ which he nmust usel




The Use of Tree Graphs'

The task of deciding upon a sample space is sometimes simplified by using
a "tree graph”. We can illustrate fhis method by an example:' A

Three-child families. To study the distribution of boys and girls® i~

families having three children, a survey of such families is made. What Is
2 sample space for the experiment of drawing one family from a population

!
of three-child families? We can construct a "tree \gr‘aph" like this:

Ist (oldest) 2nd child 3rd child Serple

child | Space
- BJ BBB
" Y
Boy el Girl BBG

. Bo BGB
~——_Girl =::f:f:::::' '
| Girl BGG

| Boy GBB

a _— — Girl GBG
eiruqcr""ﬂfiﬂ' _.Boy GGB
Girl e .

T Girl 666

In the usual set notation, we could write the sample space as
{BBB, BEG, BGB, BS5G, GEB, GBG, GGB, GGG}
Suggested continuation of Section Vil
1) Discuss "events" as subsets of the sample space.
2) Describe the function f, extending its domain to the set of subsets of

the sample space. include additive property.

I. This example is quoted from Probability: A First Course, by Mosteller,
Rourke and Thomas (Addison-Wesley, 1961), pp. 64, 65.
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